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CP1

Mimetic Discretizations for Elliptic Problems with
Tensor Coefficients

We present a mimetic discretization in 2-D for a heteroge-
noeus elliptic equation with application to reservoir simu-
lations. The method discussed belongs to a new class of
methods called mimetic. Standard methods are applied by
discretizing the differential equations directltly. One disad-
vantage is that the selected discretization may have little
connection with the underlying physical problem. Mimetic
methods in the other hand begin by first discretizing the
continuum theory underlying the problem. By ”discretiz-
ing the continuum theory” we mean that mimetic meth-
ods initially construct a discrete mathematical analog of
a relevant description of continuum mechanics. Typically
this description takes the form of a physical conservation
or constitutive law. The discrete form of the conserva-
tion or constitutive law constrains the structure that dis-
crete operators can take. After building discrete operators
that obey the discrete physical law, these mimetic opera-
tors can be used to construct a discrete analog of the sys-
tem of partial differential equations or Integral equations.
This yields a mimetic discretization for the boundary value
problem which automatically satisfy the discrete version of
the physical law.

Jose Castillo
San Diego State University
Computational Science Research
castillo@myth.sdsu.edu

CP1

Compressible Two-Pressure Two-Phase Flow Mod-
els

A central problem for compressible two-pressure two-phase
flow models is closure, or the proper definition of averages
of nonlinear term. We propose here a new closure, which
appears to be unique in satisfying a number of fundamen-
tal physical requirements. An entropy inequality is derived
from an assumed positivity of the entropy of averaging.
The closures proposed are new and validation against sim-
ulation data is presented. The simulation data is validated
separately against laboratory experiments.

James G. Glimm
SUNY at Stony Brook
Dept of Applied Mathematics
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Cheju University
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CP1

A Fourth Order Ppm Finite Volume Based Spec-
tral Deferred Correction Method For Solving Con-
servation Laws

We present a new fourth order PPM (Piecewise Parabolic
Method) finite volume based SDC (Spectral Deferred Cor-
rection) method for solving conservation laws. We use
PPM framework to define edge averaged quantities which
are used to evaluate fluxes. We use a fourth order Spectral
Deferred Correction technique to update the state variables
in time. The method is tested by solving variety of prob-
lems. The results indicate that we achieved fourth order of
accuracy in time and space when the flow is smooth. The

results also demonstrate the shock capturing ability of our
newly proposed technique when the flow experiences shock
waves.

Michael Minion
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CP1

Characteristic Fi-
nite Element Methods for Convection-Dominated
Transport Equations

We shall examine theoretical features of commonly used
characteristic finite element methods for convection-
dominated transport equations for fluid flows in porous
media, e.g., Galerkin-Lagrangian methods and Eulerian-
Lagrangian localized adjoint methods. Efficient implemen-
tation of these methods on unstructured meshes will be
presented. We shall also present some numerical exper-
iments and discuss issues about combining characteristic
tracking with adaptive finite methods.

Jiangguo Liu
Colorado State University
liu@math.colostate.edu

CP1

Initial Decay of Velocity Fluctuations of a Sedi-
menting Suspension in a Large Container

For a well-stirred suspension of particles settling in a large
container, the initial decay of the velocity fluctuations is
governed by the equations governing the settling of a vis-
cous fluid with variable density. This model makes specific
predictions for the decay of large scale density fluctuations,
the density gradient resulting from the decay and the na-
ture of fluctuation enhanced sedimentation.

Jonathan H. Luke
Department of Mathematical Sciences
New Jersey Insitute of Technology
joluke@m.njit.edu

CP1

Well-Posed and Stable Boundary Treatment for the
Navier-Stokes Equations

A well-posed set of boundary conditions for the three-
dimensional Navier-Stokes equations based on the Euler
characteristics is derived. The boundary treatment is local,
and allows for inflow and outflow at the same boundary.
A stable implementation of these boundary conditions is
possible with the Simultaneous Approximation Term tech-
nique for numerical schemes satisfying a summation-by-
parts property. Numerical computations using a high-order
finite difference scheme corroborate the theoretical results.

Magnus Svard
Center for Turbulence Research
Stanford University
svard@stanford.edu
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CP1

Entropy Stable Approximations of Navier-Stokes
Equations with No Artificial Numerical Viscosity

We construct a new family of entropy stable difference
schemes which retain the precise entropy decay of the
Navier-Stokes equations. To this end we employ the en-
tropy conservative differences to discretize Euler convective
fluxes, and centered differences to discretize the dissipative
fluxes of viscosity and heat conduction. The resulting dif-
ference schemes contain no artificial numerical viscosity in
the sense that their entropy dissipation is dictated solely by
viscous and heat fluxes. Numerical experiments provide a
remarkable evidence for the different roles of viscosity and
heat conduction in forming sharp monotone profiles in the
immediate neighborhoods of shocks and contacts.

Eitan Tadmor
University of Maryland
USA
tadmor@cscamm.umd.edu
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CP2

The Influence of Parametric Forcing on the Non-
Equilibrium Dynamics of Wave Patterns

We study the effect of heterogeneities on the non-
equilibrium dynamics of wave patterns in the framework
of a complex Ginzburg-Landau equation with parametric
forcing dependent on the coordinate and time. Wave so-
lutions quasi-periodic in space and time are found, and
their stability is investigated. Numerical simulations re-
veal a strong suppression of the intermittent chaos by the
parameter modulation. The theory is applied to the effect
of surface topography on the dynamics of thermal Rossby
waves.

Snezhana I. Abarzhi, Olivier Desjardins
Center for Turbulence Research
Stanford
snezha@stanford.edu, snezha@stanford.edu
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CP2

The Permutation Entropy of Information Sources
and Interval Maps

Permutation entropy quantifies the diversity of possible or-
derings of the values a random or deterministic system can
take. It can be shown that the measure-theoretic and per-
mutation entropy rates are equal for ergodic finite-alphabet
information sources and that the same holds for deter-
ministic dynamical systems defined by ergodic maps on
n-dimensional intervals. The cases of non-ergodic finite-
alphabet sources and ergodic arbitrary sources will be also
considered.

José M. Amigó
Universidad Miguel Hernandez
Centro de Investigacion Operativa
jm.amigo@umh.es
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Institute For Nonlinear Science
University of California, San Diego,
mkennel@ucsd.edu

CP2

Noise-Induced Cellular Patterns on Circular Do-
mains

We study the effects of thermal noise in a stochastic for-
mulation of a generic example, the Kuramoto-Sivashinsky
equation, of a pattern-forming dynamical system with two-
dimensional circular domain. Numerical integration re-
veals that the presence of noise increases the propensity of
dynamic cellular states, which seems to explain the generic
behavior of related laboratory experiments. Most impor-
tantly, we also report on observations of certain dynamic
states, homoclinic intermittent states, previously only ob-
served in physical experiments.

Scott Gasner
San Diego State University
sgasner@yahoo.com
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CP2

Patterns on Growing Square Domains Via Mode
Interactions

We consider reaction-diffusion systems on growing square
domains with Neumann boundary conditions (NBC). We
study transitions between two types of squares and tran-
sitions between squares and stripes using mode interac-
tions for bifurcation problems with D4+T 2 symmetry (hid-
den symmetries) and the symmetry constraint imposed by



132 AN06 Abstracts

NBC. We obtained surprising results: the transition from
squares to stripes in NBC can go through time periodic
states, and there are differences between periodic bound-
ary conditions and NBC problems.

Martin Golubitsky, Adela Comanici
University of Houston
mg@math.uh.edu, adela@math.uh.edu

CP2

Linear Pattern Generation and Fibonacci Numbers

We will show the connection between expected time of sim-
ple linear patter generation and a sum of series involving
Fibonacci numbers as well as generalizations of this result.
This result is unexpected spinoff of investigation into dis-
tribution and expected times of simple linear patterns gen-
eration, the so called success runs, in the theory of discrete
Markov Chains.

Davorin Dujmovic
Mount St Mary’s University
dujmovic@msmary.edu

CP2

A Rigorous Formalism of Information Transfer Be-
tween Dynamical System Components

We put the concept of information transfer on a rigorous
footing and establish for it a formalism in the framework
of a dynamical system. The resulting transfer measure
possesses a property of directionality as emphasized by
Scrheiber (2000); it also verifies the transfer measure for
2D systems,which was obtained by Liang and Kleeman
(2005) through a different avenue.Connections to classi-
cal formalisms are explored and applications presented.We
find that, in the context of the baker transformation, there
is always information flowing from the stretching coordi-
nate to the folding cordinate, while no transfer occurs in
the opposite direction; we also find that, within the Henon
map system, the transfer from the quadratic component to
the linear component is of a simple form as expected on
physical grounds.This latter result is unique to our formal-
ism.

Richard Kleeman, X. San Liang
Courant Institute of Mathematical Sciences
kleeman@cims.nyu.edu, sanliang@cims.nyu.edu

CP3

A Drug-Drug Interaction Parameter Estimation
Problem

A two drug interaction is usually predicted by individual
drug pharmacokinetic. An innovative drug-drug interac-
tion prediction method based on a three-level hierarchical
Bayesian meta-analysis model is developed that includes a
Monte Carlo Markov chain pharmacokinetic parameter es-
timation procedure. Underlying the parameter estimation
procedure is a fast integration method of the stiff pharma-
cokinetic equations. In this presentation, we report the re-
sults of the fast integration method and comparisons with
standard stiff solvers. We also discuss the interrelation
between the Monte Carlo Markov chain pharmacokinetic
parameter estimation procedure and the numerical inte-
gration scheme.

Raymond Chin
Department of Mathematical Sciences

Indiana University Purdue University Indianapolis
rchin@math.iupui.edu
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Bruno Bieth
Indiana University Purdue University Indianapolis
bbieth@math.iupui.edu

CP3

The Role of Neuronal Coherence in Attentional
Processing

Rhythmic synchronization of large groups of neurons is be-
lieved to be a common occurrence in the central nervous
system, reflected in the oscillations in the EEG. Attentional
processing is among the mental activities particularly as-
sociated with oscillations. I will present numerical simu-
lations of networks of model neurons that suggest possi-
ble functional roles for rhythmic synchronization in atten-
tional processing. This is joint work with Nancy Kopell
and Steven Epstein.

Christoph Borgers
Tufts University
christoph.borgers@tufts.edu

CP3

An Estimation Method for the Outbreak of An In-
fectious Disease

Recent concerns of a natural or manufactured (bioterror-
ism) outbreak of an infectious disease give rise to the de-
sire for an algorithmic approach to early detection. The
availability of field data, the tools of mathematical biol-
ogy, and signal estimation techniques can be combined to
produce such a method. By fusing a simplified SIR model,
data from the Childrens Hospital of Boston bioinformatics
group, and the Kalman filter, a methodology to determine
the outbreak of a simulated epidemic is presented.

Peter J. Costa
MITRE
pjcosta@mitre.org

CP3

A Dynamical Model of Human Immune Response
to Influenza A Virus (IAV) Infection

We present time courses of model variables of the IAV in-
fection in an individual, explore the effect of initial viral
load and perform sensitivity analysis to explore which pa-
rameters influence the onset, duration and severity of infec-
tion. Immune memory is modeled by a new variable that
quantifies the antigenic distance between the virus and the
existing antibodies.

David Swigon
Department of Mathematics
University of Pittsburgh
swigon@pitt.edu

Baris Hancioglu
University of Pittsburgh
Department of Mathematics
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CP3

Disease Modeling to Assess Outbreak Detection
and Response

Bioterrorism is a serious threat that has become widely rec-
ognized since the anthrax mailings of 2001. In response,
one national research activity has been the development
of biosensors and networks thereof. A driving factor be-
hind biosensor development is the potential to provide
early detection of a biological attack, enabling timely treat-
ment. This presentation introduces a disease progression
and treatment model to quantify the potential benefit of
early detection. To date the model has been used to assess
responses to inhalation anthrax and smallpox outbreaks.

Diane C. Jamrog, Adam Szpiro
Lincoln Laboratory
Massachusetts Institute of Technology
djamrog@ll.mit.edu, adam@ll.mit.edu

CP3

Regulation Mechanisms in the Immune System

We model interactions among effector and regulatory T
cells during an immune response to two simultaneous tar-
gets to show that the system discriminates based on target
behavior and not only TCR affinity. The model affirms
the necessity of regulatory cells for self-tolerance, but also
shows that low amounts do not hinder, but enhance strong
responses by inducing T cell contraction and emigration
from the lymph node, leading to rapid target elimination.

Doron Levy, Peter S. Kim
Stanford University
dlevy@math.stanford.edu, pkim@math.stanford.edu

Peter Lee
Stanford University
School of Medicine
ppl@stanford.edu

CP3

Nonlinear Dynamics of a Double Bilipid Membrane

The nonlinear dynamics of a double biological membrane
that consists of two coupled lipid bilayers, typical of some
intra-cellular organelles such as mitochondria, is studied.
A phenomenological free-energy functional is formulated
in which the curvatures of the two parts of the double
membrane are coupled to the lipid densities. The derived
nonlinear evolution equations for the double membrane dy-
namics are studied analytically and numerically. The linear
stability analysis is performed and the domain of parame-
ters is found in which the double membrane is stable. For
the parameter values corresponding to an unstable mem-
brane, we perform weakly nonlinear analysis and numerical
simulations that reveal various types of complex dynamics.

Alexander A. Golovin
Department of Engineering Sciences and Applied
Mathematics

Northwestern University
a-golovin@northwestern.edu

Christine Sample
Northwestern University
c-sample@northwestern.edu

CP4

Simple Adaptive Synchronization of Chaotic Sys-
tems with Random Components

Practical systems usually possess random components.
Random components often affect the robustness of syn-
chronism and must be taken into consideration in the de-
sign of synchronization. In the present study, we assume
that the system satisfies the Lipschitz condition, and the
random component is uniformly bounded. By the partial
stability theory, we are able to prove that two simple adap-
tive variable structure controllers achieve synchronization
of chaotic systems. Moreover, we discuss how the con-
trollers can be modified to eliminate the undesired phe-
nomenon of chattering. The Duffing two-well system and
the Chua circuit system are simulated to illustrate the the-
oretical analysis.

Chien-Cheng Chang, Yen-Sheng Chen
Division of Mechanics, Research Center for Applied
Sciences,
Academia Sinica,
mechang@gate.sinica.edu.tw, ysc@gate.sinica.edu.tw

CP4

An Extension of the Cumulative Residual Entropy

Cumulative Residual Entropy(CRE) is a new measure of
entropy defined for positive random vectors. Since negative
random variables play important roles in many cases, we
generalized the definition of CRE to negative random vari-
ables. Several nice properties of new CRE and examples
will be addressed in the talk.

Juan Liu
Department of Math, University of Florida
Gainesville, FL 32611
liuj@math.ufl.edu

Murali Rao
University of Florida
rao@math.ufl.edu

CP4

Lyapunov Optimizing Control with Trajectory Fol-
lowing Minimization: Analysis and Application in
the Optimal Control Setting

Lyapunov optimizing control merges Lyapunov stability
theory with function minimization to generate feedback
controls. Trajectory following minimization algorithms lo-
cate the minimizer by solving special systems of differential
equations. We combine these techniques to create sub-
optimal, closed-loop controls in the optimal control set-
ting. Of particular interest are systems where bang-bang
or bang-intermediate control may enter the solution. Tar-
get stability, time scale analysis, and chatter considerations
yield new theoretical and practical results.

Dale B. McDonald, Walter Grantham
School of Mechanical and Materials Engineering
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Washington State University
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CP4

Feedback Control of a Subcritical Instability

A nonlinear feedback control is needed for stabilization of
systems which are subject to subcritical instabilities and
blow up. Near the linear instability threshold such sys-
tems are described by a Ginzburg-Landau equation with
a negative Landau coefficient. We show that a feedback
control can suppress the blow-up and stabilize a stationary
pulse solution in the weakly nonlinear regime. The de-
pendence of the pulse stability on the gain and time-delay
parameters is studied analytically and numerically.

Boris Rubinstein
University of California
Davis
rubibor@yahoo.com

Alexander Golovin
Northwestern
University
sasha@lambda.esam.northwestern.edu

Alexander Nepomnyashchy
Technion
Israel Institute of Technology
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CP4

Monitoring Gas Turbines Via Their N-Dimensional
Analog Signal Representation

Gas turbines are usually monitored by a large set of ana-
log signals. The operator must, at any time, be able to
judge whether - the system is in an undesirable state or
not (detection) or - any such event will occur in the near
future (forecast). The information available is, after appro-
priate data transformation, a subset of the n-dimensional
hypercube of length 1. State of the art statistics and pat-
tern recognition methods will be studied to study the n-
dimensional hypercube.

Roger Chevalier
Electricité de France, R&D
roger.chevalier@edf.fr
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CP4

Feedback Control of Pattern Formation

Global feedback control of spatially-regular patterns de-
scribed by the Swift-Hohenberg (SH) equation is studied.
Two cases are considered: (i) the effect of control on the
competition between roll and hexagonal patterns; (ii) the
suppression of sub-critical instability by feedback control.
In case (i), it is shown that control can change the sta-
bility boundaries of hexagons and rolls. In case (ii), the
feedback control suppresses the unbounded solutions of
a sub-critical SH equation and leads to the formation of
spatially-localized patterns.

Alexander Golovin
Northwestern
University
sasha@lambda.esam.northwestern.edu

Liam Stanton
Northwestern University
l-stanton@northwestern.edu

CP4

A Reduced Basis Domain Decompositon Method
for Optimal Control

A spatial domain decomposition method for certain opti-
mal control problems is proposed. A reduced basis solu-
tion of linear-quadratic parabolic optimal control problems
at subdomain interfaces provides significant reduction in
computing time and storage requirements. The problem
is decomposed into smaller optimal control subproblems
defined on spatial subdomain-time cylinders coupled by
suitable transmission conditions which are approximated
through balanced truncation model reduction. The ap-
proach is highly parallel and also provides error estimates.

Kai Sun, Matthias Heinkenschloss, Danny C. Sorensen
Rice University
kleinsun@rice.edu, heinken@caam.rice.edu,
sorensen@caam.rice.edu

CP5

The Retraction Algorithm for Factoring Banded
Symmetric Indefinite Matrices

An algorithm will be presented for factoring symmetric
banded matrices that may be indefinite. The algorithm
preserves symmetry and band structure and bounds the el-
ement growth in the transformed matrices. It requires less
space and fewer multiplications than unsymmetric Gaus-
sian elimination. The problem might arise when finding
eigenvalues of a banded symmetric system and was moti-
vated by an inverse problem in determining the chemical
composition of an optical fiber wrapped around a spool.

Linda Kaufman
William Paterson University
kaufmanl@wpunj.edu

CP5

Jacobian-Free Newton-Krylov for Steady-States
and Limit-Cycles of Time-Steppers

A Jacobian-Free Newton-Krylov method for computing
steady-state and limit-cycle solutions to existing time-
stepping software is tested for a two-dimensional, lid-driven
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and thermally-driven fluid cavity. Comparisons to existing
methods, some of which are unavailable to truly legacy
time-steppers, are made over a variety of algorithmic and
physical, including periodically-forced problems. The J-F
N-K method is robust and competitive, improving by fac-
tors of an order of magnitude or more over conventional
time-stepped alternatives. Due to its matrix-free nature,
preconditioning, essential at large-scales, is nontrivial.

Samar Khatiwala
Columbia University
Lamont-Doherty Earth Observatory
spk@ldeo.columbia.edu

Timothy M. Merlis
Columbia University Applied Mathematics
tmm2014@columbia.edu

David E. Keyes
Columbia University
Department of Applied Physics & Applied Mathematics
david.keyes@columbia.edu

CP5

The Effect of Dangling Nodes on Google’s PageR-
ank

The Google search engine makes use of a stochastic matrix
to model the Internet. WebPages that have no out-links,
such as an image file, are known as dangling nodes. These
pages present a problem in the forming of the stochastic
Google matrix. The calculation of PageRank relies on the
stochastic nature of the Google matrix. Specifically, the
PageRank assigned to each webpage is related to the order
in which pages are returned during web query. Our goal
is to view how changes in the treatment of dangling nodes
affects the value of PageRank.

Teresa Selee, Ilse C.F. Ipsen
North Carolina State University
Department of Mathematics
tmselee@ncsu.edu, ipsen@ncsu.edu

CP5

Cost-Effectiveness of Fully Implicit Moving Mesh
Adaptation

The cost-effectiveness of moving mesh adaptation is stud-
ied in a number of tests. We propose a method that is based
on two established modern techniques. First, we use a mov-
ing mesh approach based on variational grid adaptation
and error minimization. We consider the classic Brackbill-
Saltzmann-Winslow method. Second, we discretize the
model equations for grid and physics using a conservative
finite volume method and we solve the resulting equations
with a preconditioned inexact Newton-Krylov method.

Giovanni Lapenta, Luis Chacòn
Los Alamos National Laboratory
lapenta@lanl.gov, chacon@lanl.gov

Cristina Serazio
Politecnico di Torino
Los Alamos National Laboratory
cserazio@lanl.gov

CP5

Ten Digit Algorithms

A Ten Digit Algorithm is a computer program that solves
a numerical problem and satisfies three conditions:

Ten digits,
Five seconds,
And just one page.

These conditions may seem like gimmicks, but in fact, this
is a style of programming with much to recommend it for
most people doing scientific computing, most of the time.
Ten Digit Algorithms can

• improve our publications

• speed up program development

• make our numerical methods faster

• make our scientific results more reliable

• facilitate comparisons of ideas and results

• add focus to the classroom

• add zest to our field

A dozen examples will be presented.

Lloyd N. Trefethen
Oxford University
Oxford University Compting Lab
LNT@comlab.ox.ac.uk

CP6

Mathematical Analysis of Effector Caspase Ampli-
fication in the Death Receptor Network in Single-
Cells

A proposed mechanism of ligand-induced single-cell rapid
all-or-none death is positive feedback in the apoptotic net-
work. However, this hypothesis is not supported experi-
mentally in HeLa cells. Apoptosis is described by an ex-
perimentally verified, mass-action ODE model, which in-
dicates that in single HeLa cells, the mitochondrial death
pathway is responsible for rapid, all-or-none apoptosis. As
a corollary of Singular Perturbation model reduction, a
threshold parameter is identified that when crossed, ini-
tiates fast, all-or-none mitochondrial cell death.

Peter Sorger
Department of Biology, Division of Biological Engineering
MIT
psorger@mit.edu

Douglas Lauffenburger
Division of Biological Engineering, Dept. of Chem. Eng.
MIT
lauffen@mit.edu

John M. Burke
Massachusetts Institute of Technology
Biological Engineering Division
burkey@mit.edu

John Albeck
Department of Biology
MIT
albeck@mit.edu
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CP6

Modeling Competition Between Inhibiting and
Purely Cannibalistic Species

Much research has been done on modeling population dy-
namics of the beetle species Tribolium castaneum, which
heavily regulates population growth through cannibalism
of eggs and pupae. Recent experimental work has shown
that several other species of Tribolium also manage popu-
lation size through inhibition - larvae are prevented from
entering the pupal stage for long periods of time due to ex-
cessive contact with other individuals in the population. A
discrete model of competition between two distinct stage-
structured species is developed and analyzed.

Jeff Edmunds
University of Mary Washington
jedmunds@umw.edu

CP6

Survival Prediction Via Gene Expression Profile in
Gastric Cancer Patients after Surgical Resection

This study was conducted to characterize gene expression
profile and create prediction model of survival in patients
with surgically curable gastric cancer. We used supervised
statistical method to extract the gene expression profile
through the cDNA microarray data and confirmed by RT-
PCR. The experimental design procedures and the steps
for selection of gene expression profile are presented. A
prediction model is created for predicting good versus poor
survival and survival curves are presented showing the pre-
diction power.

Chiung-Nien Chen
Department of Surgery, College of Medicine,
National Taiwan University, Taipei, Taiwan
chiungn@ha.mc.ntu.edu.tw

Chien-Cheng Chang
Institute of Applied Mechanics
National Taiwan University
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Jen-Jen Lin
Taipei, Taiwan
jjlin@mcu.edu.tw

CP6

Mathematical Epidemiology of HIV/AIDS in Cuba

HIV is a global problem with an estimated 40 million in-
fected worldwide. Population infectivity estimates range
as high as 8.5% for Sub-Saharan Africa, and as low as
less than 0.1% for East Asia and Australia/New Zealand.
Cubas infectivity is estimated at less than 0.1% despite
its status as a relatively resource-poor nation. The two
main methods for detection of HIV/AIDS cases in Cuba are
“random testing and contact tracing. When modeling the
HIV transmission dynamics for Cuba we must include these
two detection methods. As the detection equipment is
costly and depends on biotechnological advances, the test-
ing rate can be changed by many external factors. There-
fore, our model includes time-dependent testing rates. By
comparing our model to the 1986-2000 Cuban HIV/AIDS
data and previous models, we show that socioeconomic as-
pects are an important factor in determining the dynamics
of the epidemic. The understanding of Cuban HIV/AIDS
infectivity dynamics may assist the design of preventive

and reactive measures to HIV in countries with high HIV
prevalence.

Brandy L. Rapatski
Richard Stockton College of New Jersey
Brandy.Rapatski@stockton.edu

Petra Klepac
Massachusetts Institute of Technology
pklepac@whoi.edu

Stephen Dueck
University of Manitoba
sdueck@ieee.org

Maoxing Liu
Norrth University of China
liunaoxing@nuc.edu.cn

Leda Weiss
York University
liweiss@yorku.ca

CP6

Determining Environmental Conditions for Suc-
cessful in-Vitro Maturation of Mammalian Oocytes

Harvesting of immature oocytes (eggs) and successful mat-
uration in the laboratory would be a significant break-
through in the field of assisted reproduction techniques.
Success is believed to depend on the ability to mimic the
nutritional environment that pertains within the body in
the ovarian follicle surrounding the oocyte, which is dif-
ficult to determine experimentally. We describe mathe-
matical modelling, using experimental micronutrient data,
which is aimed at increasing our understanding of the in-
vivo oocyte environment.

Alys Clark, Stephen Cox
School of Mathematical Sciences
The University of Adelaide
alys.clark@adelaide.edu.au, stephen.cox@adelaide.edu.au

Michelle Lane, Jeremy Thompson
Department of Obstetrics and Gynaecology
The University of Adelaide
michell.lane@adelaide.edu.au,
jeremy.thompson@adelaide.edu.au

Yvonne M. Stokes
School of Mathematical Sciences
The University of Adelaide
ystokes@maths.adelaide.edu.au

CP6

A Model of the Opiate Using Career

The results of the first Irish attempts to extend mathemat-
ical disease modelling techniques to the drug-using career
are presented; a simple deterministic compartment model
of the drug-using career, incorporating an observed cycle in
and out of treatment, is developed and analysed. R0, the
basic reproduction number, is derived for this model. Ex-
istence and stability of the disease-free and endemic equi-
libria of the model are examined and the associated impli-
cations for the drug-using career are discussed.

Emma White
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NUI Maynooth, Ireland
emma.white@nuim.ie

CP7

On the Existence of a Center Manifold and Lie
Symmetries for a Model of the Growth-Death Ki-
netics of Staphylococcus Aureus in Bread

Using center manifold theory and Lie symmetries, we inves-
tigate a quasi-chemical model for the growth-death kinetics
of Staphylococcus aureus in bread. Food scientists at the
Natick Soldier Center developed this model to numerically
determine shelf life of packaged sandwiches for the military.
Our new results proving the existence of a center manifold
and Lie symmetry for this model qualitatively predict the
behavior of solutions and extend the original papers nu-
merical results.

Louis Piscitelle
U.S. Army Natick Soldier Center
louis.piscitelle@us.army.mil

Rachelle C. Decoste
The United States Military Academy
West Point
rachelle.decoste@usma.edu

CP7

A State-Dependent Delay Equation for Microvas-
cular Bloodflow

We discuss a novel state-dependent delay equation for a
simple model of microvascular bloodflow based on a trans-
formation of the governing partial differential equations.
We show that instability of the equilibrium state is possi-
ble in a variety of simple networks, including those with
2, 3, and 4 nodes. We explore the resulting nonlinear dy-
namics, and discuss the relevance to in vivo and in vitro
experiments.

Russell Carr
University of New Hampshire
rtc@cisunix.unh.edu

John B. Geddes
Franklin W. Olin College of Engineering
john.geddes@olin.edu

CP7

Kink-Antikink Nonlinear Wave Collisions in a Cu-
bic Klein-Gordon Equation: The N-Bounce Reso-
nance and the Separatrix Map

We study a finite-dimensional ”collective coordinates”
model. We use dynamical systems and matched asymp-
totic expansions to explain the two-bounce resonance phe-
nomenon originally investigated in collisions between kink
and antikink traveling waves by Campbell. We derive the
critical relative velocity below which the interacting kinks
have complex behavior, which agrees with our accurate
numerical simulations. We derive a separatrix map that
explains the complex fractal-like dependence on initial ve-
locity for kink-antikink interaction.

Richard Haberman
Southern Methodist University
Department of Mathematics
rhaberma@mail.smu.edu

Roy H. Goodman
New Jersey Institute of Technology
Department of Mathematical Sciences
goodman@njit.edu

CP7

Monotonicity, Boundedness and Periodic Charac-
ter of the Positive Solutions of a Rational Differ-
ence Equation

It is our goal to investigate the long term behavior
of the solutions of the following difference equation:
x[n+1]=(A[n]x[n-1])/(1+x[n]) , n=0,1,2,...... where A[n]
is a periodic sequence of positive real numbers. We will
examine how the different periods of the sequence and the
relationship of the terms of the sequence affect the long
term behavior of the solutions.

Michael Radin
Rochester Institute of Technology
marsma@osfmail.isc.rit.edu

CP7

An Optimization Algorithm for the Identification
of Biochemical Network Models

We introduce an Evolutionary Algorithm (E.A) for the sys-
tematic finding of an optimal robust discrete model for the
description of biochemical networks. Our algorithm takes
as input discretized time series as well as information pro-
vided by the method presented in [1], about the structure
of all possible solution discrete models for the reverse engi-
neering problem. We employed tools from computational
algebra in order to provide a simple description of the mu-
tation rules of the E.A., and simultaneously to provide a
reduction of the search space. [1] A. Jarrah, R. Lauben-
bacher, B. Stigler, M. Stillman, Reverse-engineering of fi-
nite dynamical systems. Preprint.

Reinhard Laubenbacher
Virginia Bioinformatics institute
1880 Pratt Drive
reinhard@vbi.vt.edu

Paola P. Vera-Licona
Mathematics Virginia Tech
Virginia Bioinformatics Institute
mveralic@math.vt.edu

Abdul Jarrah
Virginia Tech
ajarrah@vbi.vt.edu

Luis Garcia
Mathematics Texas A & M
lgp@math.tamu.edu

John McGee
Virginia Tech
jmcgee@math.vt.edu

CP7

Particle Tracking in Three-Dimensional Flows:
Evolution and Refinement of a Smooth Surface

An initial surface represented parametrically on a domain
in the (u, v) plane is evolved under the flow map for a
system of three ODEs. Given a triangulation on the points
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in (u, v) space, the C1 surface is represented as the Clough-
Tocher interpolant, a piecewise bicubic requiring no more
than first derivatives. We present a technique for refining
the surface representation when it is determined that the
accuracy of the interpolation is no longer sufficient.

Patrick D. Miller, Paul von Dohlen
Stevens Institute of Technology
pmiller@stevens.edu, pvondohl@stevens.edu

CP8

Limits for Szego Polynomials in Frequency Analysis

We characterize limits for orthogonal Szego polynomials of
fixed degree k, with respect to certain measures on the unit
circle which are weakly convergent to a sum of m < k point
masses. Such measures arise, for example, as a convolution
of point masses with an approximate identit. It is readily
seen that the underlying measures in two recently-proposed
methods for estimating the m frequencies of a discrete-time
trigonometric signal using Szego polynomials are of this
form.

Michael Arciero
University of New England
marciero@une.edu

CP8

Block Krylov Subspace Methods for Eigenvalue
and Svd Problems

For the eigenvalue problem, we have developed a block
Householder restarted Arnoldi method that is based on
augmentation of Krylov subspaces. We will provide exam-
ples and discuss the connection between a block and single
vector implementation. The SVD algorithm is a restarted
block Lanczos bidiagonalization method, which is based on
augmentation of Ritz vectors or harmonic Ritz vectors by
block Krylov subspaces. MATLAB codes are available for
both methods.

James Baglama
University of Rhode Island
jbaglama@math.uri.edu

Lothar Reichel
Kent State University
reichel@math.kent.edu

CP8

Computing the Zeros of Truncated Fourier Series
and Chebyshev Polynomial Series: Roots of Poly-
nomials in Spectral Form

We derive a companion matrix method for finding the ze-
ros of a trigonometric polynomial. We show how exist-
ing companion matrix methods for orthogonal polynomials,
which reduce rootfinding to a standard eigenvalue problem,
can be accelerated to exploit parity symmetries, and simi-
larly for truncated Fourier series. Alternatively, eigenvalue-
solving methods for rootfinding can be replaced by subdi-
vision algorithms that exploit rigorous error bounds when
the function whose roots are sought is a finite Chebyshev
or Fourier series.

John P. Boyd
University of Michigan
Ann Arbor, MI 48109-2143 USAUSA
jpboyd@umich.edu

CP8

Generalized Symmetry Preserving Singular Value
Decomposition

Determining symmetry within a collection of spatially ori-
ented points is a problem that occurs in many fields. In
these applications, large amounts of data are generally col-
lected, and it is desirable to approximate this data with
a compressed representation. In some situations, the data
is known to obey certain symmetry conditions, and it is
profitable to preserve such symmetry in the compressed
approximation. We accomplish this task by providing a
symmetry preserving singular value decomposition.

Mili Shah, Danny C. Sorensen
Rice University
mili@rice.edu, sorensen@rice.edu

CP8

On Ill-Conditioning of Google’s PageRank Algo-
rithm

Google is an extremely efficient search engine. The main
ingredient of Google’s algorithm is PageRank. In their
original paper : ”The PageRank Citation Ranking: Bring-
ing Order to the Web”, Page et al. show that ranking the
web pages boils down to solving a huge eigenvalues prob-
lem Ax = x where A is a matrix which represents a graph
related to the web. In our talk, we would like to show that
this eigenvalues problem is highly ill-conditioned. Small
change in the matrix can result in huge change in the so-
lution vector. We will demonstrate that due to this fault,
PageRank can give unrealistic results.

Hillel Tal-Ezer
Academic College of Tel-Aviv Yaffo
hillel@mta.ac.il

CP8

The Reduction to Hamiltonian Schur Form Ex-
plained

The Linear-Quadratic Gaussian problem of control the-
ory can be solved by computing the stable invariant sub-
space of a Hamiltonian matrix. For 25 years it has been
an open problem to produce a backward-stable algorithm
that solves the problem in a structure-preserving way by
computing the Hamiltonian Schur form. Recently Chu,
Liu, and Mehrmann proposed such an algorithm. We will
present an alternate derivation of their algorithm that ex-
plains it in terms of swapping blocks of eigenvalues in the
square of the Hamiltonian matrix.

David S. Watkins
Washington State University
Department of Mathematics
watkins@math.wsu.edu

CP9

Limit Behavior of the Optimal Value of Random
Multidimensional Assignment Problem

The Multidimensional Assignment Problem (MAP) is a
hard combinatorial optimization problem that arises in the
areas of data association, target tracking, resource alloca-
tion, etc. We elucidate the question of limit behavior of
the optimal value of large-scale MAP whose assignment
costs are iid random variables from a broad class of proba-
bility distributions. Moment convergence and almost sure
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convergence of its optimal value are investigated, and con-
verging asymptotical bounds for the expected optimal cost
are constructed.

Pavlo Krokhmal
Department of Mechanical and Industrial Engineering
University of Iowa
pavlo-krokhmal@uiowa.edu

Panos Pardalos
Department of Industrial and Systems Engineering
University of Florida
pardalos@ufl.edu

Don Grundel
Air Force Research Lab
Eglin AFB
don.grundel@eglin.af.mil

CP9

Radiation Source Inversion From Detector Data

The determination of a radiation source in a closed do-
main given only surface detector data is formulated as
an inverse problem for the source fields. In particular,
the mathematical formulation is expressed as a regular-
ized PDE-constrained optimization problem for the un-
known emission field (and possibly density and absorption
fields), where the PDE constraints are the equations for the
discretized specific intensities obtained from the radiation
transfer equation. Forward calculations of the radiation
field on a finite-element mesh are presented, as well as pre-
liminary inverse calculations based on the specification of
a Lagrangian objective function, the introduction of La-
grange multipliers for the PDE constraints and a solution
of the KKT necessary conditions. The ability to detect
sources from non-intrusive detector measurements has var-
ious security applications, including the identification of
radioactive devices in transport containers.

Stephen B. Margolis
Sandia National Laboratories
Computational Sciences and Mathematics Research
margoli@ca.sandia.gov

Kevin Long
Sandia National Laboratories
krlong@sandia.gov

CP9

Spatiospectral Localization on a Sphere

We pose and solve the analogue of Slepian’s time-frequency
concentration problem on the surface of the unit sphere,
to determine an orthogonal family of strictly bandlimited
functions that are optimally concentrated within a closed
region of the sphere. Such a basis of simultaneously spa-
tially and spectrally concentrated functions should be a
useful data analysis and representation tool in a variety of
geophysical and planetary applications, as well as in med-
ical imaging, computer science, cosmology and numerical
analysis. (SIAM Review, in press, 2006).

Frederik J. Simons
University College London
Department of Earth Sciences
fritsie@beer.com

F. A. Dahlen

Princeton University
Department of Geosciences
fad@princeton.edu

Mark Wieczorek
Institut de Physique du Globe de Paris
Departement de Geophysique Spatiale et Planetaire
wieczor@ipgp.jussieu.fr

CP9

A Constrained Minimization Algorithm for Elec-
tronic Structure Calculation

One of the fundamental problems in electronic structure
calculation is to determine wave functions associated with
the minimum total energy of large atomistic systems in-
cluding nanoscale structures. A constrained minimization
algorithm for solving such a problem will be presented in
this talk. The performance of these algorithm wil be com-
pared with the commonly used Self Consistent Field (SCF)
iteration, a fixed point iteration applied to a non-linear
eigenvalue problem characterizing the 1st-order necessary
condition of the minimization problem.

Chao Yang
Lawrence Berkeley National Lab
CYang@lbl.gov

CP9

Smooth Optimization for Sparse Semidefinite Pro-
grams

We show that the optimal complexity of Nesterov’s smooth
first-order optimization technique is preserved when the
function value and gradient are only computed up to a
small, uniformly bounded error. This means that only a
partial eigenvalue decomposition is necessary when apply-
ing this technique to semidefinite programs, thus signifi-
cantly reducing the method’s computational and memory
requirements. This also allows sparse problems to be solved
efficiently.

Alexandre d’Aspremont
ORFE, Princeton University
aspremon@Princeton.EDU

CP10

Vacuum Formation in Multi-Dimensional Com-
pressible Flows

It is well known that vacuum formation can occur for invis-
cid compressible flows. However, for viscous compressible
flows, governed by the Navier-Stokes equations, vacuum
formation in the multidimensional case is an open ques-
tion. The analytic difficulties associated with this problem
translate into numerical difficulties requiring the use of a
highly accurate method. Using a spectrally accurate collo-
cation method, we show that vacuum formation does occur
under certain conditions.

Pierre Gremaud
Department of Mathematics and Center for Research in
Scientific Computing, North Carolina State University
gremaud@ncsu.edu

Kristen J. DeVault
Department of Mathematics and Center for Research in
Scientific Computation, North Carolina State University
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kjdevaul@ncsu.edu

Kris Jenssen
Pennsylvania State University
hkj1@psu.edu

CP10

Analysis and Computation of the Paraxial Wave
Equation

We present analysis and computation of an initial value
problem for the Paraxial Wave Equation. The computa-
tion is based on the Galerkin Method and Hermite-Gauss
eigenfunctions.

Reza Malek-Madani, Peter A. McCoy
US Naval Academy
Department of Mathematics
research@usna.edu, pam@usna.edu

CP10

A New Spectral Dynamical Core for the High-
Resolution Global Atmospheric Model

We are developing a new spectral dynamical core for the
global atmospheric model, aiming to improve the compu-
tational efficiency of the model with the maximum trun-
cation wavenumber T959. The core is equipped with a
reduced Gaussian grid and a unique semi-Lagrange advec-
tion scheme. The model will be used for the research of
global warming at MRI and for daily weather forecasts at
JMA. The specifications and the performance of the model
will be presented.

Kengo Miyamoto

Advanced Earth Science & Technology Organization /
Numerical Prediction Division, Japan Meteorological
Agency
miyamoto@naps.kishou.go.jp

Hiromasa Yoshimura
Meteorological Research Institute
hyoshimu@mri-jma.go.jp

CP10

Seismic Sources and Waves Using Finite Differ-
ences

We present a finite difference method for the 2nd order
elastodynamic equations. We avoid stability problems by
using a special treatment of the discretized equations close
to the boundary. The method is second order accurate,
and energy conserving. Seismic events often have singu-
lar behavior in space. We describe observed convergence
properties of the numerical solution and improvements in
modeling of the singular parts of the source. We will give
examples of simulations of seismic events in the San Fran-
cisco region.

Stefan Nilsson
Lawrence Livermore National Laboratory
Center for Applied Scientific Computing
nilsson2@llnl.gov

CP10

High-Precision Solution of the Poisson Equation by

a Redundant Basis

We present a procedure for solving the Poisson equation
using a redundant set of eigenfunctions. The procedure
involves a uniform grid, and an overcomplete dictionary
comprising sines and cosines. The right-hand side of Pois-
son’s equation is preconditioned with a set of cosine ba-
sis functions determined by its boundary behavior; then a
standard spectral solver is applied to the preconditioned
equation. The procedure is highly accurate, and extend-
able to other elliptic problems. Several examples will be
given.

Sergio E. Zarantonello
Dept. of Applied Mathematics,
Santa Clara University
szarantonello@scu.edu

CP11

On Trivial Solutions to the Steady States of
Kuramoto-Sivashinsky Equations

In this talk we consider the integrated Kuramoto-
Sivashinky equation (KSE). We show that the only locally
integrable steady state solutions on RN , N = 1, 2, are the
trivial constant solutions. However, for N = 3 D. Michel-
son was able to construct, using a computer assisted proof,
a non-trivial radial steady state solution. It is worth men-
tioning that in the particular case of periodic boundary
conditions one can easily show that the only steady state
solutions to the integrated KSE are the constant solutions,
for all N = 1, 2, · · · .
Edriss S. Titi
University of California, Irvine and
Weizmann Institute, Israel
etiti@math.uci.edu, edriss@wisdom.weizmann.ac.il

Yanping Cao
University of California, Irvine
ycao@math.uci.edu

CP11

Teleprojective Integrators for Atomic Kinetics
Problems

Projective integrators are explicit methods that efficiently
exploit the multiscale features that are characteristic of stiff
systems. We will introduce these methods, and describe
their use on stiff atomic kinetics problems. An important
outcome is that the new integrators, when combined with
a telescopic projective inner integrator, can result in fully-
explicit methods with adaptive outer step size selection and
solution accuracy comparable to those obtained by implicit
integrators.

Steven L. Lee
Lawrence Livermore National Labotatory
Center for Applied Scientific Computing
slee@llnl.gov

CP11

A Modified-Leray-α Subgrid Scale Model of Tur-
bulence

Inspired by the remarkable performance of the Leray-α
(and the Navier-Stokes alpha (NS-α), subgrid scale model
of turbulence as a closure model to Reynolds averaged
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equations (RANS) for flows in turbulent channels and
pipes, we introduce another subgrid scale model of turbu-
lence, the Modified Leray-α (ML-α) subgrid scale model
of turbulence. The application of the ML-α to infinite
channels and pipes gives, due to symmetry, similar reduced
equations as the Leray-α and the NS-α. As a result the re-
duced ML-α model in infinite channels and pipes is equally
impressive as a closure model to RANS equations as the
NS-α.

Edriss S. Titi
University of California, Irvine and
Weizmann Institute, Israel
etiti@math.uci.edu, edriss@wisdom.weizmann.ac.il

Evelyn M. Lunasin
UC Irvine Department of Mathematics
Graduate Student
emanalo@math.uci.edu

Alexei Ilyin
Keldysh Institute of Applied Mathematics
Russian Academy of Sciences
ilyin@spp.keldysh.ru

CP11

Existence and Uniqueness of Viscous/Inviscid In-
teractions Using Interfacial Data in Navier-Stokes
Equations.

Navier-Stokes equations are often used in computations
of static/dynamic models which require an understand-
ing of interfacial interaction between the viscous/inviscid
regions. This paper will discuss the following (i) exis-
tence/uniqueness of system solutions (ii) system solutions
limited by two sub-problems with sub-domains defined
by Xus theory [SIAM J. Numerical Analy., 38, 4, 2000,
1217]. Also discussed will be methods of numerical sta-
bility, faster computation characteristics and, flow regimes
with extended separation regions localized within viscous
sublayers.

Leela Rakesh
Central Michigan University
Applied Mathematics Group
LRakesh@aol.com

CP11

Double Periodicity in the Gledzer Shell Model of
Turbulence

The shell model of turbulence introduced by Gledzer with
six real variables is studied numerically by using Mathe-
matica. Doubly periodic stable solutions are observed in
the space of the first three modes. The complex represen-
tation of the two successive values of the first mode in the
Poincare section gives the return map of its argument. The
function has many Fourier components but the bifurcation
diagram is similar to that of the sine circle map.

Makoto Umeki
Department of Physics, University of Tokyo
umeki@phys.s.u-tokyo.ac.jp

CP11

Numerical Modeling of Fluid Mixing for Laser Ex-

periments and Supernova

We have conducted front tracking simulations for axisym-
metrically perturbed spherical explosions relevant to su-
pernovae as performed on NOVA laser experiments, with
excellent agreement with experiments. We have extended
the algorithm and its physical basis for preshock interface
evolution due to radiation preheat. Our second focus is
to study turbulent combustion in a type Ia supernova (SN
Ia) which is driven by Rayleigh-Taylor mixing. We have
extended our front tracking to allow modeling of a reactive
front in SN Ia. Our 2d axisymmetric simulations show a
successful level of burning.

Yongmin Zhang
SUNY at Stony Brook
yzhang@ams.sunysb.edu

CP12

Modeling the Effects of 4-Methylimidazole Expo-
sure

The chemical 4-Methylimidazole (4-MI) is used in the man-
ufacture of a variety of pharmaceuticals as well as pho-
tographic and agricultural chemicals, and its toxicity has
been under investigation by the National Toxicology Pro-
gram. In support of this study, a physiologically based
pharmacokinetic model of the uptake and disposition of
4-MI in rats and mice was developed to predict the tis-
sue doses of 4-MI resulting from intravenous and oral ex-
posure. Acute exposure data were used to gain informa-
tion needed for the model. The model was then used to
predict chronic exposures, and the numerical results were
compared to chronic data.

Cammey E. Cole
Meredith College
Department of Mathematics and Computer Science
colec@meredith.edu

CP12

Calculations of Oxygen Transport in Muscle Using
Simulated and Measured Capillary Network Geom-
etry

The details of O2 transport heterogeneity in muscle, par-
ticularly during exercise, are difficult to obtain experimen-
tally. Therefore, a computational model is used to study
muscle O2 distributions under resting and exercising con-
ditions, based on measurements of resting capillary hemo-
dynamics and red cell oxyhemoglobin saturation. Blood
flow and O2 transport models are described, and results
are presented of steady-state O2 transport simulations us-
ing both simulated capillary networks (parallel arrays) and
3D networks reconstructed from experimental data.

Daniel Goldman
New Jersey Institute of Technology
dgoldman@oak.njit.edu

CP12

Einstein Relation Approach to Protein Folding Dy-
namics

We propose a protein folding simulation approach (based
on energy type partition and Einstein Relations for con-
strained movements) as the important key for understand-
ing of protein shape change dynamics. Lagrange methods
ensure that the simultaneous minimization of two or more
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energy forms is describable in terms of the free energies,
gradients or forces. Interesting point is that a structural
free energy gradient exactly balances an electrical ensemble
gradient leading to an infinite mobility.

Yeona Kang
Dept. of Applied mathematics and Statistics
Stonybrook University
yakang@hotmail.com

Charse Fortmann
StonyBrook University at New york
Applied mathematics and Statistics
fortmann@ams.sunysb.edu

CP12

Using Stochastic Partial Differential Equations to
Model and Treat the Seizing Human Cortex

We discuss a mathematical model of the seizing human
cortex. The model consists of fourteen stochastic partial
differential equations (SPDEs). We illustrate the bifurca-
tions in a simplified formulation of the model and relate
these results to traveling wave solutions of the complete
SPDEs system. We compare the model results with elec-
trocorticogram recording from a human subject and show
that the simulated and observed data agree. Finally, we
suggest techniques to abort a seizure.

Mark Kramer
Boston University
mak@bu.edu

Heidi Kirsch
Univeristy of California, San Francisco
heidi@itsa.ucsf.edu

Andrew Szeri
University of California, Berkeley
andrew.szeri@berkeley.edu

CP12

Morphogen Gradient Mechanisms in the Develop-
ing Brain

Morphogens are secreted signalling molecules that influ-
ence cell fate specification, proliferation, and the activ-
ity of induced genes on the basis of their spatio-temporal
concentrations. Understanding morphogen gradient inter-
pretation mechanisms ”[Ashe HL, Briscoe J. The inter-
pretation of morphogen gradients. Development. 2006
Feb;133(3):385-94. ]” at the cellular level is important to
understanding morphogen functioning. We focus on cel-
lular mechanisms in the developing brain ”[Monuki ES,
Porter FD, Walsh CA. Patterning of the dorsal telen-
cephalon and cerebral cortex by a roof plate-Lhx2 path-
way. Neuron. 2001 Nov 20;32(4):591-604. ]” that enable
bistable switch-like behavior of the induced genes. We
identify several bistable switch-like candidates in the de-
veloping brain based on a) morphogen and induced gene
expressions, and b) regulatory pathway network structures.
The analysis of the complex dynamics is done with the help
of logical and ODE-based methods ”[ THOMAS, R. and
KAUFMAN, M., ”Multistationarity, the basis of cell dif-
ferentiation and memory. II. Logical analysis of regulatory
networks in terms of feedback circuits.”, Chaos 11, (2001)
180-195.]”,”[ THOMAS, R. and KAUFMAN, M., ”Multi-
stationarity, the basis of cell differentiation and memory. I.
Structural conditions of multistationarity and other non-

trivial behavior.”, Chaos, 11 (2001) 165-179.]”.

Shyam Srinivasan, Wayne Hayes, Edwin Monuki
University of California, Irvine
shyams@uci.edu, wayne@ics.uci.edu, emonuki@uci.edu

CP12

Evolution Equations of Biological Structures
Formed in Cholesterol Crystallization Processes

In gallbladder bile, its three major components, bile salts,
cholesterol and phospholipids, under certain conditions,
conglomerate and evolve to form a wide variety of struc-
tures: filaments, helices, membranes, and tubules, to name
a few. These structures, believed to have a cholesterol
core and phospholipid surfaces, have thicknesses on the
nanoscale while their contour length is on the micron scale.
We present sets of evolution equations that describe the
shape of the centersurface of these structures, the surface
boundaries, and the local average phospholipid concentra-
tions along the surface. Comparisons of our theory with
our ongoing experimental program are presented.

Burt S. Tilley
Franklin W. Olin College of Engineering
burt.tilley@olin.edu

Yevgeniya Zastavker, Kathleen King, Joanne Pratt
Franklin W. Olin College of Engineering
Needham, MA
yevgeniya.zastavker@olin.edu,
kathleen.king@students.olin.edu, joanne.pratt@olin.edu

CP13

High-Frequency Cavity Modes: Fast Methods and
Quantum Chaos

The ‘drum problem’—finding the eigenmodes of the Lapla-
cian in a cavity—has a long history and a wealth of appli-
cations. At high wavenumber k this becomes a challenging
multiscale problem. New variants of the Method of Par-
ticular Solutions (global basis representations, boundary
matching) allow O(k) tighter eigenvalue inclusion bounds,
and O(k) more efficient calculation of eigenmodes. I discuss
the recent convergence with the work of Betcke-Trefethen,
and present a large-scale study of eigenmode equidistribu-
tion in ‘quantum chaos’.

Alexander H. Barnett
Mathematics Department
Dartmouth College
ahb@math.dartmouth.edu

CP13

Closure Conditions for Convergence of Discrete
Approximations in Optimal Control

While Eulerian type discrete approximations to optimal
control problems have been widely studied with roots go-
ing back to Eulers own derivation of the Euler-Lagrange
equations, higher-order approximations are of recent vin-
tage. Higher-order approximations are computationally
more attractive, but they do not naturally offer the el-
egant control-theoretic properties of Eulerian approxima-
tions. In recent years, Hager has offered a class of non-
traditional Runge-Kutta methods for optimal control that
is based on commuting the operations of dualization and
discretization. These unconventional Runge-Kutta meth-
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ods must satisfy closure conditions that lead to a new class
of symplectic methods. While Hagers closure conditions
are in the primal space, the closure conditions for the Leg-
endre pseudospectral (PS) method are in dual space. Un-
like Hagers conditions, PS approximations to optimal con-
trol problems converge without an imposition of closure
conditions; however, closure conditions are still necessary
to select the proper sequence of discrete multipliers that
converge to their continuous-time counterparts.

Fariba Fahroo
Air Force Office of Scientific Research
fariba.fahroo@afosr.af.mil

CP13

Some Results Concerning the Stability of Stag-
gered Multistep Methods

Staggered multistep methods are quite useful for approxi-
mating solutions to wave equations. In this talk, we prove
two theoretical results concerning staggered finite differ-
ence methods. First, we give an extension of Dahlquists
First Stability Barrier to staggered finite difference meth-
ods. Secondly, we prove that staggered backwards differen-
tiation methods are unstable for orders greater than four.

Michelle L. Ghrist
United States Air Force Academy
michelle.ghrist@usafa.af.mil

CP13

A Krylov-Karhenun-Loeve Moment Equations Ap-
proach for Uncertainty Assessment

The Karhenun-Loeve moment equation (KLME) method
has emerged as a competitive alternative for subsurface
uncertainty assessment since it involves simulations at a
lower resolution level than Monte Carlo. Algebraically, the
KLME method reduces to the solution of several linear
systems with different right hand sides. We propose a new
family of block deflated Krylov iterative to efficiently com-
pute different orders and statistical moments. Numerical
results are encouraging to extend the approach to other
numerical/industrial applications.

Hector Klie
Center for Subsurface Modeling, UT Austin
klie@ices.utexas.edu

Adolfo Rodriguez
Center for Subsurface Modeling,
UT Austin
adolfo@ices.utexas.edu

Mary Wheeler
Center for Subsurface Modeling
The University of Texas at Austin, USA
mfw@ices.utexas.edu

CP13

How Rare Are Large Growth Factors?

The growth factor of a matrix quantifies potential error
growth when a linear system is solved by Gaussian elimi-
nation with partial pivoting. While the growth factor has
a maximum of 2n−1 for an n × n matrix, the occurrence
of matrices with exponentially large growth factors is ex-
tremely rare. We implemented a multicanonical Monte

Carlo method to explore the tails of growth factor proba-
bility distributions for random matrices. Our results attain
a probability level of 10−12.

Tobin A. Driscoll, Kara L. Maki
University of Delaware
driscoll@math.udel.edu, maki@math.udel.edu

CP13

Is Gauss Quadrature Better Than Clenshaw-
Curtis?

Gauss quadrature is famous, elegant, and in a certain sense
optimal, but determining the Gauss nodes and weights is
difficult for large n. By contrast the nodes and weights for
Clenshaw-Curtis quadrature are given by explicit formulas
and trivially implemented with the FFT, even if n is as
large as 106. But doesn’t Clenshaw-Curtis require twice as
many points for a given accuracy? For most integrands,
the surprising answer is no. This observation was made by
O’Hara and Smith in 1967 but seems to have been forgot-
ten. We explain what is going on.

Lloyd N. Trefethen
Oxford University
Oxford University Compting Lab
LNT@comlab.ox.ac.uk

CP14

Infinite-Dimensional Black-Scholes Equation with
Hereditary Structure

This paper considers the option pricing problem for con-
tingent claims of the European type in a (B,S)-market in
which the stock price and the asset in the riskless bank ac-
count both have hereditary structures. The Black-Scholes
equation for the classical option pricing problem is gen-
eralized to an infinite-dimensional equation to include the
effects of time delay in the evolution of the financial mar-
ket as well as a general payoff function. It is shown that
the pricing function is the unique viscosity solution of the
infinite-dimensional Black-Scholes equation. A computa-
tional algorithm for the solution is also obtained via a
double sequence of polynomials of a certain bounded linear
functional on a Banach space and the time variable.

Mou-Hsiung Chang
U. S. Army Research Office
Mathematics Division
mouhsiung.chang@us.army.mil

CP14

A Comparison of Numerical Optimization Tech-
niques for Financial Markets

We study mathematical models, dynamical systems, and
numerical optimization techniques with parameter iden-
tification related to price dynamics. We implement the
corresponding algorithms and compare their performance.
We test the algorithms on a large set of closed end funds
trading in US markets.

Gunduz Caginalp
University of Pittsburgh
Department of Mathematics
caginalp@pitt.edu

Ahmet Duran
University of Pittsburgh



144 AN06 Abstracts

ahd1@pitt.edu

CP14

A Condition Number for the Integral Representa-
tion of American Options

The pricing of an American option can be formulated as
a free boundary value problem for the Black-Scholes equa-
tion. In this talk it is shown in which way the approxi-
mation error of the boundary influences the error in the
option evaluation. A condition number κ depending only
on the option parameters will be introduced to measure
this deviation.

Pascal Heider
University of Cologne
pheider@mi.uni-koeln.de

CP14

Stochastic Models of Multimodal Systems of Cargo
Delivery

A general scheme for modeling the transport flows in-
teraction at trans-shipment points under uncertainty is
presented. This scheme is based on the theory of semi-
Markov and linear-Markov drift processes. The condi-
tions are analyzed under which different types of inter-
action are most efficient: without warehousing, via ware-
houses,combined variant, etc. The boundary-value prob-
lems for systems of PDE are derived to determine the
stationary joint distribution of queue-length of transport
units and cargo at warehouse. Solving this problems is
necessary step for determination of explicit expressions for
items of total mean current expencies concerning trans-
portation and trans-shipment of cargo. Reference: Postan,
M.Ya. Economic-Mathematical Models of Multimodal
Transport.Astroprint,Odessa,2006.

Mikhail Y. Postan
Professor, Head of Chair, Odessa National Maritime
University
postan@ukr.net

CP15

Modeling Faculty Teaching Workload as a Linear
Program

We present an assignment problem that distributes classes
among instructors in the Mathematics department. Cur-
rently, the Director of Scheduling assigns about 190 classes
to 60 instructors using the manual process of trial-and-
error by considering, for example, an instructor’s teaching
workload and class preferences. However, this process is
quite time-consuming. Therefore, we model the problem
as a linear program with binary variables. Results are pre-
sented for the Fall 2006 schedule.

M.C. Villalobos, Kanadpriya Basu, Treena Sircar
The University of Texas-Pan American
mcvilla@utpa.edu, kanad.basu@rediffmail.com,
treena sircar@yahoo.com

CP15

A Special Class of Whispering-Gallery Modes in
Billiards with Rational Caustics

Motivated by the search for optimized resonators of
semi-conductor lasers one is interested in solutions of

Helmholtz’s equation for di-electrica analogous to whisper-
ing gallery solutions, but with the support localized in the
interior of the resonator. By quasi-classical approximation
solutions can be linked to classical trajectories in a mathe-
matical billiard. In this talk it will be shown that billiards
supporting a family of p-periodic orbits of the billiard map
possess such solutions.

Pascal Heider
University of Cologne
pheider@mi.uni-koeln.de

CP15

Adaptive Radial Basis Function Methods with
Residual Subsampling Technique for Interpolation
and Collocation Problems.

We construct a new adaptive algorithm for radial ba-
sis functions (RBFs) method applied to interpolation,
boundary-value, and initial-boundary-value problems with
localized features. Nodes can be added and removed based
on residuals evaluated at a finer point set. The shape pa-
rameters of RBFs are adapted based on the node spacings
to prevent the conditioning growth of the interpolation ma-
trix. Numerical examples in one and two space dimensions
with nontrivial domains will be given.

Tobin Driscoll
University of Delaware
Mathematical Sciences
driscoll@math.udel.edu

Alfa Heryudono
DEPARTMENT OF MATHEMATICAL SCIENCES
UNIVERSITY OF DELAWARE
heryudon@math.udel.edu

CP15

Mesoscopic Simulation of Self-Organization in Sur-
face Processes

Self-organization of components of two phase mixtures
through diffusion is known as Ostwald ripening. This
multiscale phenomenon is well-suited to study using meso-
scopic models which are stochastic partial differential equa-
tions that have been derived directly from the underlying
microphysics. In this talk, spectral schemes for stochastic
partial differential equations are described and verified us-
ing exactly solvable benchmark problems. These schemes
are then applied to the mesoscopic model and the simula-
tion results are compared with theoretical results such as
the Lifshitz-Slyozov growth law.

David J. Horntrop
Department of Mathematical Sciences
New Jersey Institute of Technology
david.horntrop@njit.edu

CP15

A Multigrid Approach to Spectral Methods for
Time-Dependent Variable-Coefficient PDE

We present a high-order multigrid method for solving PDE
of the form ut = Lu. Coarse-grid correction is performed
using Duhamel’s Principle with the residual from the next
finer level as the source term. At each level, a Krylov
subspace spectral method is used to solve the appropri-
ate PDE. Coarsening is achieved by performing canoni-
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cal transformations in phase space, inspired by Fefferman’s
SAK Principle, to obtain approximate invariant subspaces
corresponding to smaller eigenvalues of L.

James V. Lambers
Stanford University
Department of Petroleum Engineering
lambers@stanford.edu

Elizabeth J. Spiteri
Chevron Energy Technology Company
espiteri@chevron.com

Oren E. Livne
Scientific Computing and Imaging Institute
University of Utah
livne@sci.utah.edu

CP15

Mimetic Discretizations of Differential Forms and
Operators

Compatible discretizations for solving partial differential
equations are often used to preserve underlying physical
properties expressed in the equations. Using algebraic
topology, discrete differential complexes, and differential
forms, it has been shown that mimetic methods (a class
which includes examples of finite volume, finite element,
and finite difference methods) can be placed in a common
framework. This talk addresses existence and uniqueness
of solutions to discrete div-curl systems that have been
placed within this framework.

Kathryn A. Trapp
University of Richmond
Dept. of Mathematics and Computer Science
ktrapp@richmond.edu

Pavel Bochev
Sandia National Laboratories
Computational Math and Algorithms
pbboche@sandia.gov

CP16

Electromagnetic Scattering From an Anisotropic
Impedance Half-Plane at Skew Incidence

A closed-form solution to the problem of scattering of an
electromagnetic wave from an anisotropic impedance half-
plane at skew incidence is presented. The governing equa-
tions reduce to a system of two first-order difference equa-
tions with periodic coefficients subject to a symmetry con-
dition. The method leads toward a scalar Riemann-Hilbert
problem on a hyperelliptic surface of genus 3. A procedure
for this problem and also for the associated Jacobi inver-
sion problem is proposed.

Yuri A. Antipov
Louisiana State University
Department of Mathematics
antipov@math.lsu.edu

CP16

The Timoshenko Model for a Compliant Offshore
Structure

A system involving axial motion and beam displacement
is considered for a compliant offshore structure model in

an ocean environment. The response of the Timoshenko
model is influenced by transverse loads, boundary condi-
tions and a feedback action of the initial values of a steady-
state response. Eigenfunctions of the beam model sat-
isfy a damped matrix equation with non-commuting coeffi-
cients. Numerical experiments has been carried for Euler-
Bernoulli, Rayleigh, Vlasov and Timoshenko beam models.

Sanzara N. Costa
PPGMAp-UFRGS
Universidade Federal do Rio Grande do Sul
sanzara@mat.ufrgs.br

Julio R. Claeyssen
Instituto de Matematica-Promec
Universidade Federal do Rio Grande do Sul
julio@mat.ufrgs.br

CP16

Dynamic Matching in the TFT-LCD Cell Assembly
Process

We consider the dynamic matching problem in the cell as-
sembly process for producing TFT-LCD panel, where the
mating of TFT array and Color Filter is assembled to
produce a final product, the LCD display. The dynamic
matching problem is formulated as a mathematical pro-
gramming model, where the objective is to optimize the
yield rate. In this new formulation, the precut layers are
first grouped by different cut-types to reduce the modeling
complexity. A yield matrix for the mating of two layers
is then constructed. We explore the special structure of
this new mathematical model; and new properties are es-
tablished. Efficient algorithms are developed and compu-
tational performance of the developed procedures is inves-
tigated.

Shine-Der Lee
National Cheng Kung University
Dept. of Industrial Management Science
shindlee@mail.ncku.edu.tw

CP16

Recurrence Relations for Regularized Coulomb In-
teractions and Application to a Treecode Algo-
rithm

Recurrence relations are derived for the Taylor coefficients
with respect to Cartesian coordinates of several regularized
particle interactions, including the Coulomb potential, gen-
eral power laws (e.g. Lennard-Jones), screened Coulomb
potential (i.e. Debye-Huckel), and real space Ewald sum-
mation kernel. The recurrence relations are used in a
particle-cluster treecode to accelerate the evaluation of po-
tentials and long-range forces in molecular dynamics sim-
ulations. Results are presented for several cases including
a time-dependent simulation of Newton’s equations for a
large number of particles.

Hans Johnston
Department of Mathematics & Statistics
University of Massachusetts
johnston@math.umass.edu

Peijun Li
Department of Mathematics
University of Michigan
lipeijun@umich.edu
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Robert Krasny
University of Michigan
Department of Mathematics
krasny@umich.edu

CP16

A Multilevel Preconditioner for FEM Modeling of
Semiconductor Devices

Preliminary results for an unstructured mesh stabilized fi-
nite element formulation of the drift diffusion equations to
model semiconductor devices will be presented. A paral-
lel Newton-Krylov method is preconditioned by a multi-
level method based on an aggressive coarsening algebraic
method involving a graph partitioning algorithm. A brief
motivation, overview of the formulation and preliminary
results are presented. Performance results for domain de-
composition and multilevel solution methods on large-scale
simulations will also be presented. Sandia is a multipro-
gram laboratory operated by Sandia Corporation, a Lock-
heed Martin Company, for the United States Department
of Energy’s National Nuclear Security Administration un-
der contract DE-AC04-94AL85000.

Robert J. Hoekstra
Sandia National Laboratories
rjhoeks@sandia.gov

John Shadid
Sandia National Laboratories
Albuquerque, NM
jnshadi@sandia.gov

Ray S. Tuminaro
Sandia National Laboratories
Computational Mathematics and Algorithms
rstumin@sandia.gov

Gary Hennigan
Sandia National Labs
glhenni@sandia.gov

Marzio Sala
ETHZ Computational Laboratory
marzio@inf.ethz.ch

Paul Lin
Sandia National Laboratories
ptlin@sandia.gov

CP16

Phononic Band Gaps with Effects of the Density
Ratio and Contrast of Elastic Constants

We develop a fast method for computing band structures of
phononic band gap materials with particular emphasis on
the effects of the density ratio and of the contrast of elastic
constants. First, we explore an omnidirectional reflector
in a wide range of frequencies. Next, we consider two-
dimensional arrays of different media embedded in rubber.
Third, we examine the modes of waveguide that propagate
along the cylinder axis of two-dimensional phononic band
gap materials.

Chien-Chung Chang
Academia Sinica,
tba@gate.sinica.edu.tw

Chien-Cheng Chang, Ying-Hong Liu
Division of Mechanics, Research Center for Applied
Sciences,
Academia Sinica,
mechang@gate.sinica.edu.tw, yinghung@gate.sinica.edu.tw

CP17

Adaptive Panel Method for Particle Simulation of
Three Dimensional Vortex Sheet Motion

New local, adaptive, higher order, tree-based quadrature
and point insertion method to describe 3-D vortex sheet
motion . This method for the first time enabled us to con-
sider long time behavior of unstable vortex rings and rings
collision. Not limited to vortex ring motion and can be
applied to any vortex sheet such as jets and wakes. The
topic is interdisciplinary including Applied Mathematics,
Physics, Fluid Dynamics, as well as Computer Science (re-
cursive tree-codes).

Leon Kaganovskiy
The University of Michigan Ann Arbor
leonk@umich.edu

Robert Krasny
University of Michigan
Department of Mathematics
krasny@umich.edu

CP17

Krylov Subspace Spectral Methods for Conserva-
tion Laws

Krylov subspace spectral methods have been shown to be
effective high-order methods for solving variable-coefficient
time-dependent scalar PDE. In this talk, we present a gen-
eralization to systems of PDE, along with new results con-
cerning their stability. We then present a modification of
these methods to make them conservative. Wavelets are
used instead of trigonometric polynomials for trial func-
tions, and it is shown that we can obtain highly accurate
cell averages of the residual, which helps to enforce conser-
vation.

James V. Lambers
Stanford University
Department of Petroleum Engineering
lambers@stanford.edu

Margot Gerritsen
Dept of Petroleum Engineering
Stanford University
margot.gerritsen@stanford.edu

CP17

Granular Flows in Convering Hoppers: Inserts and
Mass Flow Limits

Two models of granular flow through a converging nonax-
isymmetric hopper are considered, for comparison to each
other and to experimental results. The resulting first or-
der nonlinear partial differential algebraic systems admit
similarity solutions for stress, velocity, and a plasticity co-
efficient. A pseudospectral discretization is applied and the
resulting solutions compared. The effect of inserts into the
hopper is explored, as is the idea of computational deter-
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mining the mass flow limit.

John Matthews
Department of Mathematics
University of Tennessee at Chattanooga
matt-Matthews@utc.edu

CP17

Strictly Stable Wave Propagation in Discontinuous
Media and Complex Geometries

Strictly stable approximations are derived for the second
order wave equation in discontinuous media and complex
geometries. The discontinuity is treated by splitting the
domain at the discontinuities in a multi block fashion. Each
sub domain is discretized with compact second derivative
summation by parts operators, and the blocks are patched
together to a global domain by using a penalty method.
The analysis is verified by numerical simulations in two
and three spatial dimensions.

Frank Ham, Gianluca Iaccarino
CTR, Stanford University
fham@stanford.edu, giaccarino@gmail.com

Ken Mattsson
Stanford University
mattsson@stanford.edu

CP17

An Implicit, High Resolution Riemann Solver for
Time Dependent Particle Transport

We present a Riemann solver for the spherical harmonics
(Pn) approximation to the radiation transport equation.
To make the high resolution scheme implicit in time, it is
necessary to solve a system of nonlinear equations at each
time step. This is accomplished using an two-step method
that eliminates the need for a traditional nonlinear solver.
Results are presented that show auspicious agreement with
analytical solutions and other benchmarks using time steps
well beyond the CFL limit.

Ryan G. Mcclarren, James Paul Holloway
Department of Nuclear Engineering and Radiological
Sciences
University of Michigan
rmcclarr@umich.edu, hagar@umich.edu

Thomas Brunner
Sandia National Laboratories
tabrunn@sandia.gov

CP17

Stochastic Modeling of Traffic Flow

We employ a novel energy driven stochastic model in order
to describe the complex traffic flow phases which arise for
different concentration regimes. A major advantage of the
proposed stochastic model is that it lends itself to analy-
sis and, most importantly, no ad hoc noise is introduced.
Kinetic Monte Carlo simulations are used to validate the
proposed model against experimental data.

Alexandros Sopasakis
University of Massachusetts
Mathematics
sopas@math.umass.edu

CP18

Complex Hermite-Gaussian Approximation to the
Mode-Locked Laser

We examine a new numerical discretization of the complex-
valued governing equations of an actively mode-locked laser
via a novel mapping. The resulting approximation is based
on a set of shifted Hermite functions on an infinite line.
Numerical comparisons are given with a finite difference
scheme on a mapped domain as well as a finite element
method on a truncated domain for various time stepping
schemes.

Kelly Black
Department of Mathematics
Union College
blackk@union.edu

John B. Geddes
Franklin W. Olin College of Engineering
john.geddes@olin.edu

CP18

Mesh Redistribution in the Least-Squares Finite
Element Methods

This work concerns optimal grids construction for solu-
tions of convection dominated flow problems based on least
squares finite element approximations. Redistribution ap-
proach is considered to generate the optimal grids. Numer-
ical results which lead to an appropriate grading of optimal
grids for weighted least squares finite element methods will
be provided. Theoretical results on the choice of weighting
functions will also be presented.

Tsu-Fen Chen
Department of Mathematics
National Chung Cheng University
tfchen@math.ccu.edu.tw

CP18

A Method to Generate a Grid with Prescribed Vol-
umes

We study methods of adaptive grid generation for given
cell volumes in the two dimensional domain. We present
two different methods, one is using the deformation theory,
called deformation method and the other is our alternative
approach, displacement method. Both techniques lead to
qualitatively similar grid configurations. We further com-
pare the numerical accuracy and CPU time of these two
methods. We show that our displacement method has ad-
vantages in both CPU time and achieving desired accuracy.

Gian Luca Delzanno
LANL
delzanno@lanl.gov

Yeojin Chung
Southern Methodist University
ychung@smu.edu

Giovanni Lapenta
Los Alamos National Laboratory
lapenta@lanl.gov

CP18

On the Solution of Heat-Like Equations by the Hy-
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brid Laplace Transform/Finite Difference Method

The effect of spatial truncation errors on inverting the
Laplace transform in the hybrid method for solving heat-
like partial differential equations is examined. Using four
characteristic problems, the accuracy of the hybrid method
is compared against the exact and Crank-Nicolson solu-
tions when the Fourier and a regularization method are
used to invert the Laplace transform. It is shown that for
sufficiently high spatial resolution both methods give ex-
cellent results.

Dean G. Duffy
Retired
dean g duffy@hotmail.com

CP18

Domain Decomposition Applied to Biharmonic
Problems

Steady-state 2-D creeping flow problems are governed by
the biharmonic equation for the streamfunction. Classi-
cal solutions exist for simple geometries such as a wedge,
sphere, and driven cavity. We present a method for de-
veloping numerical solutions in more complex geometries
using a domain decomposition procedure solving a set of
coupled equations. The procedure allows high-order accu-
racy, is computationally efficient, and provides a natural
framework for local grid refinement. Several examples will
be presented.

Drazen Fabris
Dept. of Mechanical Engineering
Santa Clara University
dfabris@scu.edu

CP19

Use of Fish Fin Rays for Hydrodynamic Efficiency

Fish fins have evolved over millions of years in a conver-
gent fashion, leading to a highly-intricate fin-ray structure
that is found in half of all fish species. This fin ray presum-
ably arose for reasons of efficient hydrodynamic interaction.
We will present a simple model of the fin ray, which iden-
tifies the key geometrical and mechanical parameters for
performance. The model is optimized for mechanical ad-
vantage, leading to structures which resemble the natural
structures. We will then present simulations of a fully-
coupled fin-fluid model which helps us understand the effi-
ciency of fish swimming through the phenomenon of vortex
shedding.

Silas Alben
Harvard University
alben@deas.harvard.edu

Peter Madden, George Lauder
Organismic and Evolutionary Biology
Harvard University
pmadden@oeb.harvard.edu, glauder@oeb.harvard.edu

CP19

Vortex Sheet Simulations of 3D Boussinesq Flow
Using a Treecode and Triangular Panel Method

We develop a method to compute vortex sheet motion in
a Boussinesq three-dimensional flow. The sheet is repre-
sented as a set of Lagrangian particles lying on an adap-
tive triangular mesh. To resolve the severe stretching of

the sheet, remeshing is performed after each time step. A
panel method and tree code are used to evaluate the veloc-
ity. Computational results will be shown.

Robert Krasny
University of Michigan
Department of Mathematics
krasny@umich.edu

Hualong Feng
University of Michigan
hualongf@umich.edu

CP19

A Moving Mesh Finite Element Method for Non-
linear Time-Dependent Pdes

The derivation and application of a new moving mesh finite
element algorithm will be described for the solution of gen-
eral families of time-dependent parabolic PDEs of second
and fourth order. The mesh evolution is based upon en-
suring local conservation of prescribed monitor functions as
the solution evolves. Results will be presented and assessed
for problems in one, two and three space dimensions.

Peter Jimack
University of Leeds, UK
pkj@comp.leeds.ac.uk

Michael J. Baines
The University of Reading, UK
Department of Mathematics
m.j.baines@reading.ac.uk

Matthew Hubbard
University of Leeds
meh@comp.leeds.ac.uk

CP19

Synthesis of Force-Free Magnetic Fields Via Curl
Operator Eigenvalue Problems with Non-Classical
Boundary Conditions

Lorentz force minimization often constrains high inten-
sity magnetic field device design. Force-free fields, with
magnetic fields locally parallel to their curl, can arise as
eigenfunctions of the curl operator. For smooth, topolog-
ically non-trivial domains, boundary conditions rendering
the curl operator self-adjoint are non-local, and form an in-
finite dimensional space. The isotopy invariant subset how-
ever, is elegantly parameterized and, via Whitney forms,
provides an effective tool for finite element discretization
of the curl operators eigenvalue problem.

Sebastien Tordeux
ETH, Seminar fur Angewante Mathematik
sebastien.tordeux@sam.math.ethz.ch

P. Robert Kotiuga
Boston University, Department of Electrical and
Computer Eng
PRK@BU.EDU

Ralf Hiptmair
Seminar for Applied Mathematics,
ETH Zurich
hiptmair@sam.math.ethz.ch
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CP20

Multilevel Methods for Dual Total Variation Min-
imization

This work describes a computational method for the in-
verse problem of edge-preserving image restoration. Total
Variation (TV) regularization removes noise from an image
while retaining its edges. Earlier primal TV methods re-
quire a user-chosen smoothing parameter which, if chosen
too large, will lead to blurred edges . We solve an equiv-
alent dual version of the TV problem independent of a
smoothing parameter. Our multigrid methods show faster
convergence than the Chan-Golub-Mulet primal-dual sys-
tem of PDEs.

Jamylle Carter
San Francisco State University
jcarter@sfsu.edu

Ke Chen
University of Liverpool
k.chen@liverpool.ac.uk

Tony F. Chan
University of California, Los Angeles
TonyC@college.ucla.edu

CP20

Displacement Rank Concept for Solving the In-
verse Problem of Electrical Impedance Tomogra-
phy

Applying the conventional Output Least Squares method
to the nonlinear inverse problem of Electrical Impedance
Tomography involves the inversion of a sequence of dense
nonstructured matrix problems. Given the dimensional-
ity of currently studied 3D problems, such an approach
becomes computationally prohibitive. Starting from a
modified problem formulation which retains the underly-
ing sparsity structure, we derived a fast iterative solution
method based on imbedding the original displacement rank
concept in a conjugate gradient scheme.

Luca Dimiccoli, Jan Cornelis, Bart Truyen
Vrije Universiteit Brussel
ETRO-IRIS Research Group
ldimicco@etro.vub.ac.be, jpcornel@etro.vub.ac.be, ba-
truyen@etro.vub.ac.be

CP20

A Posteriori Error Estimates for An Augmented
Mixed Finite Element Method in Linear Elasticity

We develope an a posteriori error analysis for an augmented
mixed finite element method for the problem of linear elas-
ticity in the plane. We derive both residual and Bank-
Weiser type a posterori error estimators for the case of
mixed boundary conditions.

Maria Gonzalez
Universidade da Corunha
Spain
mgtaboad@udc.es

Tomas Barrios
Universidad Catolica de la Santisima Concepcion
Chile
tomas@ucsc.cl

CP20

Existence Theorem for Functional Differential
Equations with Advance and Delay

Functional Differential Equations (FDEs) with advanced
and delayed arguments arise in the nerve conduction the-
ory, cell growth and several other applications. Here, we
discuss various formulations of initial value problems asso-
ciated with such FDEs and prove an existence theorem.

Karthikeya S. Mamillapalle, Gnana Bhaskar Tenali
Florida Institute of Technology
kumars@fit.edu, gtenali@fit.edu

CP20

Structure Preserving Solution Method for Electri-
cal Impedance Tomography

The well-established concept of subspace algorithms has
led us to introduce a new structured problem formulation
for Electrical Impedance Tomography. Whereas conven-
tional output-least squares methods can be regarded as
minimizing a certain error norm, solutions are recovered
here as the minimizers of a closely related residual norm
problem. An iterative solution scheme is shown to lead to
a sequence of structured sparse matrix problems, the con-
ditioning of which appears to be far more favorable than
typically observed in output least squares.

Luca Dimiccoli, Jan Cornelis, Bart Truyen
Vrije Universiteit Brussel
ETRO-IRIS Research Group
ldimicco@etro.vub.ac.be, jpcornel@etro.vub.ac.be, ba-
truyen@etro.vub.ac.be

CP21

A Novel Distribution Classifier

We present a novel classifier for a collection of densities. In
information theory, capacity is the smallest radius enclos-
ing these distributions, in terms of information divergence.
Our problem is , given two sets of distributions, called nor-
mal data and abnormal data, to find a classifier with the
smallest radius enclosing these normal data and, exclud-
ing abnormal data. Based on this, we propose a model to
find such a classifier. We show the existence and unique-
ness of the classifier theoretically, and suggest an efficient
algorithm.

Yunmei Chen, Murali Rao, Pengwen Chen
University of Florida
yun@math.ufl.edu, rao@math.ufl.edu,
pchen@math.ufl.edu

CP21

Jammer Mitigation Via Space-Time Adaptive Pro-
cessing

The use of the Global Positioning System (GPS) for accu-
rate knowledge of geographical location and timing infor-
mation has become ubiquitous. This paper concerns the
mitigation of GPS receiver jamming. The focus is on the
implementation of spacetime adaptive processing (STAP)
algorithms to mitigate jamming. We illustrate the perfor-
mance of STAP by analyzing the frequencyangle response
(FAR). Explanations and visualizations of algorithmic per-
formance, in terms of jammer mitigation and satellite avail-
ability, are provided for different jammer types and angular
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locations.

Peter J. Costa
MITRE
pjcosta@mitre.org

Keith McDonald, Ronald Fante
MITRE Corporation
kfmcd@mitre.org, rfante@mitre.org

CP21

A Network Analysis of Committees and Subcom-
mittees in the United States House of Representa-
tives

Network theory provides a powerful tool for the repre-
sentation and analysis of complex systems of interacting
agents. Here we investigate the networks of committee
and subcommittee assignments in the United States House
of Representatives from the 101st–108th Congresses, with
committees connected according to interlocks” or common
membership. We examine the House’s community struc-
ture using several algorithms and reveal strong links be-
tween different committees as well as the intrinsic hierarchi-
cal structure within the House as a whole. We combine our
network theory approach with analysis of roll call votes us-
ing singular value decomposition and successfully uncover
political and organizational correlations between commit-
tees in the House without the need to incorporate other
political information. This is joint work with Peter Mucha,
Mark Newman, A.J. Friend, and Casey Warmbrand.

Mason A. Porter
California Institute of Technology
Department of Physics
mason@caltech.edu

CP21

Shape Scale: Representing Shapes at Their Abso-
lute Scales

Scale space idea is used in many computational vision tasks
including extraction of local symmetries. Despite its ap-
peal, the idea has not been applicable in generic shape
recognition. The selection of the same coarsening param-
eter for different shapes does not guarantee that these
shapes will be represented at the same scale. Geometric
shape may behave different than a self similar fractal and
it may have its own absolute scale at which it has to be
interpreted. We propose an alternative hierarchical repre-
sentation in which each simple closed curve is represented
at an absolute scale determined by its geometry and topol-
ogy. Iterative diffusion is used as the basic implementation
mechanism.

Sibel Tari
Middle East Technical University
stari@metu.edu.tr

Cagri Aslan, Emre Baseski, Aykut Erdem
METU
cagriaslan@yahoo.com, emrebaseski@gmail.com,
aykut@ceng.metu.edu.tr

CP22

A Posteriori Error Estimators for a Two-Level Fi-
nite Element Discretization of Viscoelastic Fluid

Flow

We derive locally calculable a posteriori error estimators
for a two-level method of discretizing the equations of
steady-state flow of a viscoelastic fluid obeying an Oldroyd-
type constitutive equation with no-slip boundary condi-
tion. The two-level algorithm consists of solving a small
non-linear system of equations on the coarse mesh and then
using that solution to solve a larger linear system on the
fine mesh. Specifically, following Najib and Sandri, we use
a Newton linearization on the Oldroyd-type constitutive
equation about the coarse mesh solution thus nullifying
the difficulties brought by the advection term. Our theo-
retical error estimates show that it has optimal order ac-
curacy provided the true solution is smooth and its norm
is sufficiently small. In addition, our computational error
estimates exhibit the validity of our analysis.

Anastasios Liakos
U.S. Naval Academy
liakos@usna.edu

Hyesuk Lee
Clemson University
Dep. of Mathematical Sciences
hklee@clemson.edu

CP22

Resistive Oscillation in Planetary Magnetic Fields

Planetary magnetic fields, including the Earth’s, are gener-
ated by dynamo action in fluid cores. These planetary cores
are modeled as thin spherical shells containing an electri-
cally conducting fluid. Asymptotic techniques are used to
study slow oscillations with very short wave lengths. Pos-
sible instabilities for given ambient magnetic fields are of
primary interest. Short wavelength solutions are impor-
tant since most numerical dynamo models are unable to
capture dynamo behavior at such length scales.

Steven D. London
University of Houston-Downtown
Dept of Comp & Math Sciences
londons@uhd.edu

CP22

Point-Scattering Description of Headwaves in An
Acoustic Medium

In this talk we provide the point scattering description of
headwaves for a simple acoustic medium with one inter-
face. We start with the construction of solution for the
three dimensional Helmholtz equation using the perturba-
tive approach of scattering theory and analytically continue
these solutions using Padé approximants. The approach al-
lows the description of a point-source experiment including
large offset arrivals and headwaves. An interesting repre-
sentation of these solutions using Feynman diagrams will
also be discussed.

Bogdan G. Nita
Montclair State University
nitab@mail.montclair.edu

CP22

Analysis of Acoustic Influence of Frequency Varia-
tion in an Upper-Sediment Model

Acoustic propagation in sandy shallow-water environments



AN06 Abstracts 151

is modeled using a convenient parameterization to inves-
tigate influences of sediment frequency variations. The
modal attenuation coefficients for isospeed-layer environ-
ments show a rapid decrease as frequency increases from
10 to 1000 Hz. However, the addition of a geoacoustic
structure that models a thin poro-elastic sediment pro-
duces modal attenuation coefficients that increase with fre-
quency. This behavior corresponds to experimental find-
ings in the literature.

Wendy Saintval
Rensselaer Polytechnic Institute
Dept. of Mathematical Sciences
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CP22

Two-Component Miscible Displacement in Frac-
tured Media

In this talk, we present a model which describes the effects
of turbulent mechanical mixing of nonstationary, incom-
pressible, two-component, miscible displacement in frac-
tured media with moderate-sized matrix blocks. In a frac-
tured medium, there is an interconnected system of frac-
ture planes dividing the porous rock into a collection of
matrix blocks. The fracture planes, while very thin, form
paths of high permeability. Most of the fluids reside in ma-
trix blocks, where they move very slow. Let ε denote the
size ratio of the matrix blocks to the whole medium and
let permeability, gravity and width ratios of matrix blocks
to fracture planes be of the orders ε2, ε and ε0 respectively.
Microscopic models for the two-component, miscible dis-
placement in fractured media converge to a dual-porosity
model as ε tends to 0. In this macroscopic model, domain
is regarded as a porous medium consisting of two super-
imposed continua, a continuous fracture system and a dis-
continuous system of matrix blocks. The two-component
miscible flow is formulated by conservation of mass princi-
ples for each continuum. Matrix blocks play the role of a
global source distributed over the entire medium. A source
term is included in flow equations in the fracture system,
which representing the exchange of fluid between matrix
blocks and the fractures.

Li-Ming Yeh
Department of Applied Mathematics
National Chiao Tung University, Taiwan
liming@math.nctu.edu.tw

CP23

Dynamics of Density Stratified Vortex Sheets in an
Inclined Channel

A model of two incompressible, immiscible density strati-
fied fluids subject to Kelvin-Helmholtz instability is consid-
ered. The approach uses a boundary integral representa-
tion in which the fluid interface is represented as a free vor-
tex sheet and the channel walls as bound vortex or source
sheets. The dynamics of the interface is studied numeri-
cally using the vortex blob method. The goal is to simulate
the flow in the inclined channel and compare the numerical
results with the experimental results obtained by Thorpe
[J. Fluid Mech. 46 (1971) 299–319]. Singularity formation
in vortex sheets in the channel is also analyzed and the
results are compared with the case of unbounded vortex
sheets as well as with long-wave model. If time permits,
the effect of electrical field will be discussed.

Robert Krasny
University of Michigan
Department of Mathematics
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CP23

Steady-States and Tip-Streaming of a Slender Bub-
ble with Surfactant in Extensional Flow

Slender-body theory is used to investigate steady-states
and time-dependent evolution of an inviscid axisymmetric
bubble in extensional Stokes flow, when insoluble diffusion-
free surfactant resides on the bubble surface. The steady
states reveal ellipsoidal bubbles covered in surfactant and,
at larger strain, solutions with a cylindrical surfactant-free
central part and endpoint surfactant caps. A model for
time-dependent evolution at still larger strain is described
which exhibits elongating tip-streaming filaments.

Michael R. Booty
Department of Mathematical Sciences, NJIT
booty@njit.edu

Michael Siegel
Department of Mathematical Sciences
New Jersey Institute of Technology
misieg@oak.njit.edu

CP23

Models for the Tear Film During a Blink

Lubrication theory for model problems that approximate
the tear film on the eye are developed and solved numer-
ically. The models incorporate viscosity, capillarity, and
surfactant transport. The blink is modeled by a moving
end of the film, and its periodic motion will be studied.
The one-dimensional equations are put onto a fixed do-
main via a mapping, and the resulting PDEs are solved
via a method of lines. The results are very encouraging for
some conditions that are observed in vivo.

Richard Braun
University of Delaware, Newark, DE
Department of Mathematical Sciences
braun@math.udel.edu
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CP23

Vortex Dynamics and Outflow Conditions in Sub-
sonic Simulations of Soap Film Flow

You can visualize vortex shedding in 2-d flow past objects
using a fast flowing soap film. The usual simulations with
INS fail to capture the salient feature of the problem: film
thickness variations! We present an overset grid method
for a new 2-d compressible soap film model which captures
thickness variations and complex vortex dynamics. Numer-
ical results illustrate new non-reflecting outflow conditions
which are transparent to pressure pulses and transported
vortices in a ”subsonic” regime.

Petri Fast
Center for Applied Scientific Computing
Lawrence Livermore National Laboratory
fast1@llnl.gov

CP23

On Puck Motion Down a Thin Film on an Inclined
Plane

We investigate experimentally and theoretically the motion
of a freely moving puck down an inclined plane along a thin,
viscous Newtonian fluid. The evolution equations describe
the balance of the normal and tangential forces and a net
torque balance, are found on two different time scales. This
balance requires an excess pressure near the leading edge of
the puck, evidence of which has been observed experimen-
tally. In the quasi-steady limit, self-similar solutions are
found, where the puck gradually sinks into the fluid and
rotates in a direction parallel to the plane. However, the
appearance of this solution depends on the dynamics dic-
tated by the fast-time solution, which includes linear and
angular acceleration terms.

Burt S. Tilley
Franklin W. Olin College of Engineering
burt.tilley@olin.edu
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CP23

A Front Tracking Algorithm with Surface Tension
and Mass Diffusion

The chaotic mixing of two distinct fluids has been a chal-
lange for theory, simulation and experiment for several
decades. The Rayleigh-Taylor instability is a basic special
case in which the mixing is driven by a steady accelerating
force between fluids of different densities. In this case, a
long standing problem has been the disagreements between
simulations and experiments. In the work presented here,
simulated mixing rates of Rayleigh-Taylor instability for
miscible fluids with physical mass diffusion are shown to
agree with experiment; for immiscible fluids with physical

values of surface tension the numerical data lies in the cen-
ter of the experimental values; for miscible flow when the
visocity is dominant and mass diffusion is neglectable, the
simulation data with physical viscosity (no regard to the
numerical viscosity) agrees with experiment. The simula-
tions are based on an improved front tracking algorithm to
control numerical surface tension and on improved physical
modeling to allow physical values of mass diffusion or sur-
face tension. In summary, we find significant dependence
of the mixing rates on scale breaking phenomena.

James G. Glimm
SUNY at Stony Brook
Dept of Applied Mathematics
glimm@ams.sunysb.edu

Xinfeng Liu
State University of New York at Stony Brook
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MS0

Networks and Mathematical Epidemiology

Mathematics has long been an important tool in infectious
disease epidemiology. I will provide a brief overview of com-
partmental models, the dominant framework for modeling
disease transmission, and then contact network epidemiol-
ogy, a more powerful approach that applies bond percola-
tion on random graphs to model the spread of infectious
disease through heterogeneous populations. I will derive
important epidemiological quantities using this approach
and provide examples of its application to issues of public
health.

Shweta A. Bansal
University of Texas, Austin
sbansal@ices.utexas.edu

MS0

Towards an Effective Image Registration Method
for 4D CT Lung Images

In collaboration with Guerrero et al from MD Anderson
Cancer Center, we are developing a new method for ac-
curate registration of 4D CT lung images which accounts
for: (1) the compressible nature of the lungs, (2) noise
in the images, (3) higher computational workload. In or-
der to account for lung compressibility, the pixel displace-
ment is assumed to obey the continuity (conservation of
mass) equation. Second, the effects of noise are alleviated
by applying the local-global approach of Weickert et al.
to the conservation of mass setting. Third, the resulting
large scale linear systems are solved using a parallelizable,
preconditioned GMRES algorithm. Preliminary numerical
results obtained from applying the new method to 2D syn-
thetic images, as well as 2D lung CT images, are promising.
Current research focuses on modifying and extending the
2D implementation for the full 4D problem.

Edward Castillo
Rice University
ec@rice.edu

MS0

Highly Accurate Prediction of mRNA Polyadeny-
lation Sites using a Support Vector Machine

Messenger RNA (mRNA) polyadenylation is the process
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that is responsible for the 3’ end formation of most mR-
NAs in eukaryotic cells. Prediction of mRNA polyadenyla-
tion sites (poly(A) sites) can help identify genes and define
gene boundaries. Previous algorithms achieved moderate
success in poly(A) site prediction. Here we describe an
algorithm for highly accurate prediction of poly(A) sites
that uses the enhancing cis elements that were identified
recently and the support vector machine.
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MS0

A Condition Estimate for Pseudo-Arclength Con-
tinuation

Numerical continuation is the process of solving nonlinear
equations of the form G(u, λ) = 0 for various parameter
values, λ. Pseudo-arclength continuation is a technique
that no longer solves G(u, λ) = 0 directly, but solves a
newly parameterized version F (u(s), λ(s)) = 0 where s is
arclength. We present a new characterization for certain
classes of points that leads to an upper bound on ‖F ′−1‖.
This bound is needed to guarantee the convergence of New-
ton’s method.
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MS0

Shape Analysis Using Spherical Harmonic Trans-
form Applied to Surface Conformal Mapping

We propose a new method for visually detecting shape sig-
natures of simply connected surfaces, using spherical har-
monic transform of an inverse conformal map. Using the
transform, space-invariant shape descriptors are obtained
and normalized against sample mean. Two-dimensional
visualizations of shape descriptors provide a global multi-
resolution shape signature of surfaces. In particular, our
descriptors are useful for visual detection of global patterns
and creation of digital atlases in medical applications.
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University of California, Los Angeles
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MS0

Canonical Correlation Analysis Applied to Chemi-
cal Shift Imaging Data for Cancer Diagnosis

The analysis of Chemical Shift Imaging (CSI) data can be
used as a non-invasive diagnostic tool to detect and local-
ize the presence of a tumor, and to classify its nature. Re-
cently, a fast and robust tissue typing technique has been
developed. It is based on Canonical Correlation Analysis
(CCA), which represents the multivariate variant of ordi-
nary correlation analysis. Extensive simulation and in vivo
studies, carried out on prostate CSI data as well as on brain
data, show that CCA is very accurate and efficient.

Teresa Laudadio
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MS0

Surface-Based Disparity Map Computation for 3D
Reconstruction

The disparity computation between images is of much im-
portance for real-time 3D reconstruction. For the case of
a rectified pair of images, the disparity between them can
be though of as a map with features aligned in the same
horizontal lines, i.e. sharing the same vertical coordinate.
Hence, the mapping only affects the horizontal position be-
tween the images and can be visualized as a 2D manifold
in 3D space. The algorithm developed for this application
uses a representation of an image based on a truncated tri-
angular wavelet expansion, which is constrained to yield a
conforming triangulation. This triangulation is also used
for representing the disparity map which is computed over
time as an update of previous estimates. As part of the
algorithm, multiscale operators are defined in the triangu-
lated domain for smoothing and convergence of an energy
functional to determine the optimal disparity map.

Edgar Lobaton
UC Berkeley
edgar loba@yahoo.com

MS0

Image Partition Regularity of Affine Transforma-
tions

Let u, v ∈ N, let A be a u× v matrix with rational entries,

and let �b ∈ Q
u \ {0}. Let S be one of N, Z, or Q. We say

that the affine transformation �x �→ A�x+�b is image partition
regular over S provided that whenever S is partitioned into
finitely many cells, one cell contains the image of �x for some
�x ∈ Q

v. We determine precisely when A is image partition
regular over N, Z, or Q. We will also present the history
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of this problem.

Irene Moshesh
Howard University
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MS0

Adaptive Local Refinement

Local refinement enables us to concentrate computational
resources in areas that need special attention, for example,
near steep gradients and singularities. This talk will discuss
a strategy for determining which elements to refine in order
to optimize the accuracy/computational cost. Set in the
context of a full multigrid algorithm, our strategy leads
to a refinement pattern with nearly equal error on each
element. Further refinement is essentially uniform, which
allows for an efficient parallel implementation.

Josh Nolting
University of Colorado at Boulder
josh.nolting@colorado.edu

MS0

Cost-Benefit Analysis of a Rotavirus Immunization
Program in the Arab Republic of Egypt

Rotavirus diarrhea is a significant cause of morbidity and
mortality in Egyptian children aged 0-5 years. In light
of recent developments in rotavirus vaccine development
and licensing, one contributing factor to assist decision
and policy makers on whether to add rotavirus vaccina-
tion to national immunization programs is to understand
the costs and benefits from such type of policy decision.
In Egypt, approximately 1,799,000 children are born each
year. Within this birth cohort of children, 3000 die before
they reach the age of five, while close to 1,709,000 will have
become ill with rotavirus by the age of five. The Egyptian
Ministry of Health and Population (MoHP) is the main
payer of health care and responsible for administering the
Expanded Program on Immunization with the country. To
inform these decision makers, a cost-benefit analysis, from
the perspective of the MoHP, based on available local data
from published and unpublished sources was conducted to
evaluate the economic impact of introducing a rotavirus
vaccine to the current national immunization schedule.

Omayra Ortega
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Talk Title To Be Announced

Abstract not available at time of publication.
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MS0

Implementing High-performance Multigrid Soft-
ware

Barry F. Smith
Argonne National Lab
MCS Division

bsmith@mcs.anl.gov

MS0

Basic Issues and Tools in Scientific Programming

Input your abstract, including TeX commands, here. The
abstract should be no longer than 75 words. Only input
the abstract text. Don’t include title or author information
here.
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MS0

Talk Title To Be Announced

Abstract not available at time of publication.
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MS1

Extracting s-wave Scattering Lengths from BEC
Dynamics

At extremely low temperatures, elastic collisions between
bosonic atoms are characterized by a single microscopic pa-
rameter: the atomic s-wave scattering length. This param-
eter also characterizes most of the macroscopic properties
of a Bose-Einstein condensate (BEC). In a system of two
BECs, three s-wave scattering lengths characterize the mi-
croscopic interatomic interactions (intra- and interspecies),
as well as the macroscopic interactions between the two
condensates. I will discuss a technique that attempts to
extract the ratios of these scattering lengths by examining
the macroscopic BEC dynamics that result from the sud-
den creation of a binary condensate in two spin states of
87Rb. The experimentally observed atomic density distri-
butions exhibit striking transient ring patterns that match
closely the results of numerical simulation.
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MS1

Multi-Component Vortex Solutions in Coupled
NLS Equations

A Hamiltonian system of coupled nonlinear Schrodinger
(NLS) equations is considered in the context of experiments
in photorefractive crystals and Bose-Einstein condensates.
Due to the incoherent coupling, the Hamiltonian system
has a large group of symmetries that include symmetries
with respect to gauge transformations and polarization ro-
tations. We show that the group of symmetries generates
a large family of vortex solutions that include vortices with
double charge and hidden charges. New families of vortices
with different charges at the same component are also con-
structed and their stability problem is block-diagonalized
to a simpler form, which is convenient for numerical analy-
sis of unstable eigenvalues. In particular, we show that the
hidden-charge vortex is less stable compared to the double-
charge vortices under the presence of symmetries. Our re-
sults hold both for continuous and discrete versions of the
NLS system. This is a joint work with A. Desyatnikov
(Australian National University) and J. Yang (University
of Vermont).
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MS1

Bose-Einstein Condensates in Optical Lattices and
Superlattices

Bose-Einstein condensates (BECs), formed at extremely
low temperatures when particles in a dilute gas of bosons
condense into the ground state, have generated consider-
able excitement in the atomic physics community, as they
provide a novel, experimentally-controllable regime of fun-
damental physics. In this talk, I will discuss my research on
the macroscopic dynamics of coherent structures in BECs
loaded into optical lattice and superlattice potentials, for
which I employ methods from dynamical systems and per-
turbation theory. Using Hamiltonian perturbation theory,
I will give an analytical construction of wavefunctions (ob-
served in recently reported experiments) whose spatial pe-
riodicity is an integer multiple of the lattice period. I will
also discuss BECs in superlattice potentials and how to
manipulate solitary waves controllably with appropriate
temporal adjustments of such potentials. Time permit-
ting, I will briefly discuss more recent work on parametric
excitation of BECs and work in progress on BECs with
inhomogeneous (space-dependent) scattering lengths.

Mason A. Porter
California Institute of Technology
Department of Physics
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MS1

Derivation of the Gross-Pitaevskii Equation for Ro-
tating Bose Gases

The Gross-Pitaevskii equation is commonly used to de-
scribe dilute, trapped Bose gases at zero temperature. We
present a proof of its correctness for the description of the
ground state energy and corresponding one-particle density
matrix of such systems with repulsive two-body interac-

tions, starting from the underlying many-body Schrödinger
equation. Our result applies to both rotating and non-
rotating Bose gases. In particular, we prove the occurrence
of complete Bose-Einstein condensation and superfluidity
in the system. In the case of a rotating Bose gas in an axi-
ally symmetric trap, our results show that the appearance
of quantized vortices causes spontaneous symmetry break-
ing in the ground state. This is joint work with Elliott
Lieb.
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MS2

Formal Logic, Set Theory, and Data Flow in
the Implementation of a Differentiable, High-
Performance PDE Simulation Toolkit

Sandia’s PDE optimization and simulation toolkit Sun-
dance is based on a high-performance kernel for sparse
in-place functional differentiation of symbolic weak forms.
The preprocessing required for setting up optimal evalu-
ation objects in this kernel can be compactly represented
in terms of a family of operations acting on the sets of
nonzero functional derivatives at each node in the graph of
a problem’s weak form. This representation facilitates the
analysis of the preprocessing algorithms used, and further-
more translates directly into compact and comprehensible
code.
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MS2

Using Discrete Structure to Optimize Variational
Forms

I will present some new results on automatic determination
of efficient algorithms for evaluating element matrices for
finite element methods. In previous work, we have shown
how to evaluate element stiffness matrix by contractions
between ”reference tensors” encoding information about
the form and basis functions and ”element tensors” en-
coding information about the geometry and coefficients.
I will present a new technique for optimizing this process
based on finite geometry and how it may be combined with
complexity-reducing metrics.

Robert C. Kirby
The University of Chicago
kirby@cs.uchicago.edu

MS2

Discrete Topological Structures

Numerical methods for PDEs can benefit from a geometric
framework based on the notions of a fiber bundle and a
sheaf of sections of a bundle. Motivated by these ideas we
develop a discrete topological framework based on the no-
tion of a Sieve that facilitates computation and geometrical
reasoning about PDEs in the discrete setting. Following
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the ideas of etale topology, a Sieve encodes the topology
of an abstract space in terms of its coverings by progres-
sively ”finer” pieces. Physical and geometric fields (e.g.,
mesh coordinates) over a Sieve acquire natural notions of
restriction and cocycle that facilitate the local computa-
tion and assembly phases. An important guiding principle
of this work is the need to find natural discrete expressions
of geometric ideas. These expressions are suggested by the
specific nature of the computational process rather than
by a simple transfer continuous concepts to software. In
particular, our framework naturally accomodates the dis-
tributed nature of numerical algorithms implemented for
parallel computers. We present examples of the use of the
framework in the PDE-based simulations of compressible
gas flow, geophysical dynamics and ion channel dynamics.

Matthew G. Knepley, Dmitry Karpeev
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Symmetric Groups for Mesh Refinement

Abstract not available at time of publication.
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MS3

A Geometric Analysis of Traveling Waves in a
Bioremediation Model

Bioremediation is promising technology for cleaning con-
taminated groundwater and soil. The traveling wave cor-
responds to a moving Biologically Active Zone, in which
microorganisms consume both substrate (contaminant to
be removed) and acceptor (added nutrient). Using geomet-
ric singular perturbation theory we construct the traveling
wave and indicate how properties of the wave can be used
to determine its spectral stability.
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MS3

The Periodic Modulational Instability and the
Krein Sign

We consider the (linearized) stability of a standing wave
solution to the nonlinear Schrodinger equation with a
periodic potential. We give a general condition (non-
perturbative) which guarantees the existence of a mod-
ulational, or long-wavelength, instability. In the case of

weak nonlinearity this instability has a nice interpretation
in terms of the ”effective mass” of a particle in the pe-
riodic potential. We also analyze some finite wavelength
instabilities. The possible ways in which such instabilities
can bifurcate from the real axis can be related to the Krein
sign of the eigenvalues.
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MS3

The Evolution of Hot Spots in Optical Parametric
Oscillators

We analyze the stability and dynamics of pulse solutions
of the parametrically forced nonlinear Schroedinger equa-
tion when the pulses also drive a thermal gradient in the
medium. Depending on their relative sign and position,
the pulses and their “thermal aprons” are seen to merge to
form new stably bound multi-bump solutions that are ren-
dered amenable to analysis through a disparity in spatial
decay scales.

Richard O. Moore
Dept. of Mathematical Sciences, NJIT
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MS3

Algebraic Stability of Semi-Strong Interactions in
the Gray-Scott System

Recent work of Kaper and Doelman constructs multi-pulse
solutions of the Gray-Scott systems in which localized ac-
tivator pulses interact semi-strongly through a delocalized
inhibitor. We consider a scaling of the Gray-Scott sys-
tem for which the delocalized inhibitor is weakly damped,
with a linearization whose essential spectrum is asymptoti-
cally close to the origin. Employing a novel renormalization
group approach, we replace the exact linearization with a
large perturbation which is able to control the flow local
to the multi-pulse, and show solutions of the full PDE ap-
proach at an O(1) algebraic rate into an asymptotically
small neighborhood about the formal pulse dynamics.

Keith Promislow
Michigan State University
kpromisl@math.msu.edu

MS4

Inverse Problems in Transient Thermal Imaging for
Nondestructive Testing

We discuss efficient algorithms for the recovery of defects—
either surface corrosion or internal cracks and voids—
in an otherwise homogeneous object, from input heat
flux/surface temperature measurements. Of particular in-
terest in our analysis is the optimal choice for the input
heat flux and measurement strategy which maximizes im-
age resolution and stability. Conclusions will be illustrated
with computational examples. This is joint work with
Lester Caudill.

Kurt Bryan



AN06 Abstracts 157

Department of Mathematics
Rose-Hulman Institute of Technology
Kurt.Bryan@rose-hulman.edu

Lester Caudill
University of Richmond
lcaudill@richmond.edu

MS4

Recent Developments in the Elliptic Systems
Method for Time Dependent Diffusion Tomogra-
phy

The elliptic systems method in its earliest forms was a PDE
based approach to solving inverse problems in time depen-
dent diffusion tomography. The author and his colleagues
have expanded and simplified this method and its applica-
bility in many ways, including working with multiple source
positions and both continuous wave and more generally
frequency based data. This talk will be centered on recent
work, generalizations and examples with improved numeri-
cal results for problems with restricted data (backscattered
or transmitted) for parabolic problems. A new semipara-
metric approach to noise reduction will be introduced that
has wide applicability to all of the above problems.

Thomas R. Lucas
Department of Mathematics
University of North Carolina at Charlotte
trlucas@uncc.edu

MS4

Parameter Identification in a Parabolic System
Modelling Chemotaxis

Chemotaxis is the process by which cells aggregate under
the force of a chemical attractant. The cell and chemoat-
tractant concentrations are governed by a coupled sys-
tem of parabolic partial differential equations. We estab-
lish identifiability of the nonlinear chemotactic parameter.
A least-squares approach with Tikhonov regularization is
used to find the chemotactic parameter. Numerical results
are presented.

K. Renee Fister, Maeve L. McCarthy
Murray State University
renee.fister@murraystate.edu,
maeve.mccarthy@murraystate.edu

MS4

Determination of Unknown Isothermal Surfaces by
Thermal Imaging: Stability Properties

In this talk I will discuss the stability issue for an inverse
parabolic problem arising from nondestructive evaluation
by thermal imaging. The model of the problem is the de-
termination of an unknown portion of the boundary of a
thermic conducting body by prescribing initial and bound-
ary values of the temperature and by measuring the corre-
sponding thermal flux on an accessible and known portion
of the boundary. The unknown part of the boundary is
assumed to be an isothermal surface. I will show that,
even when the unknown part of the boundary is a priori
known to be smooth, the data are as regular as possible
and all possible measurements are taken into account, still
the problem is exponentially ill-posed, that is logarithmic
stability estimates are essentially optimal. Finally, I will
present an essentially optimal stability estimate with a sin-

gle measurement, under some a priori information on the
unknown part of the boundary and minimal assumptions
on the data, in particular on the thermal conductivity. This
is a joint with Michele Di Cristo and Sergio Vessella.

Luca Rondi
Dipartimento di Matematica e Informatica
Universita‘ degli Studi di Trieste
rondi@units.it

MS5

Discrete Concepts and Algorithms in PDE Con-
strained Optimization

We propose a tailored discrete concept for optimization
problems with nonlinear pdes including control constraints
and develop a new discrete concept in pde constrained op-
timization with state constraints. The key idea consists in
conserving as much as possible the structure of the infinite-
dimensional KKT (Karush-Kuhn-Tucker) system on the
discrete level, and to appropriately mimic the functional
analytic relations of the KKT system through suitably cho-
sen Ansätze for the variables involved. For both cases we
provide numerical analysis, including convergence proofs
and adapted numerical algorithms. As a class of model
problems we consider optimization with (nonlinear) ellip-
tic and parabolic pdes. This allows to validate and com-
pare the new concepts to be developed against existing
approaches for the class of elliptic control problems.

Klaus Deckelnick
Universität Magdeburg
Germany
klaus.deckelnick@mathematik.uni-magedeburg.de

Michael Hinze
Universität Hamburg
Department Mathematik
hinze@math.uni-hamburg.de

MS5

Robustness Issues in Model Validation of Complex
Processes

Methods for parameter estimation and design of optimal
experiments are the key methods for validation of mod-
els. The paper presents new effective algorithms for robust
parameter estimation and design of robust optimal exper-
iments in dynamic systems. Numerical results for real-
life applications from chemical engineering, robotics and
aerospace will be presented.

Ekaterina Kostina
IWR - University of Heidelberg
ekaterina.kostina@iwr.uni-heidelberg.de

MS5

Robust Optimization in Cancer Treatment Plan-
ning

There are various sources of uncertainty in radiotherapy
treatment planning for cancer, e.g. in calculated radia-
tion doses and in organ location. Failure to take account
of this uncertainty can lead to underdosing of the tumor
and failure of the treatment plan. We describe robust op-
timization formulations and efficient algorithms for solving
them, including a sequential linear programming algorithm
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for second-order cone programming.

Stephen J. Wright, Arinbjorn Olafsson
University of Wisconsin
swright@cs.wisc.edu, arinbjor@cs.wisc.edu

MS5

Sparse Covariance Selection Via Robust Maximum
Likelihood Estimation

We address a problem of covariance selection, where we
seek a trade-off between a high likelihood against the num-
ber of non-zero elements in the inverse covariance matrix.
We solve a maximum likelihood problem with a penalty
term given by the sum of absolute values of the elements
of the inverse covariance matrix, and allow for imposing
bounds on the condition number of the solution. The prob-
lem is amenable to interior-point algorithms for convex op-
timization.

Alexandre d’Aspremont
ORFE, Princeton University
aspremon@Princeton.EDU

Onureena Banerjee, Laurent El Ghaoui
EECS, U.C. Berkeley
onureena@eecs.berkeley.edu, elghaoui@eecs.berkeley.edu

MS6

Contact with Slip in Multi-Material Eulerian Cal-
culations

Multi-material Eulerian and arbitrary Lagrangian-Eulerian
methods were originally developed for solving hyperveloc-
ity impact problems, but they are attractive for solving
a broad range of problems having large deformations, the
evolution of new free surfaces, and chemical reactions. The
contact, separation, and slip between two surfaces have tra-
ditionally been addressed by the mixture theory, however
the accuracy of this approach is severely limited. To im-
prove the accuracy, an extended finite element formulation
is developed and example calculations are presented.

David Benson
Department of Applied Mechanics and Engineering
Sciences
University of California, San Diego
dbenson@ucsd.edu

MS6

Interface Reconstruction with the Moment Data

A new mass-conservative interface reconstruction method
is presented. Unlike volume-of-fluid methods, which calcu-
late the interface location from the volumes of the cell frac-
tions occupied by different materials, the new algorithm lo-
calizes the interface based on both volumes and centroids
of the cell fractions. The normal of the linear interface in
each mixed cell is determined by fitting the centroid of the
fraction behind to the reference centroid. This results in
a second order accurate interface approximation, which is
shown to be more accurate than the volume-of-fluid coun-
terparts.

Mikhail Shashkov, Vadim Dyadechko
Los Alamos National Laboratory
shashkov@lanl.gov, vdyadechko@lanl.gov

MS6

Multi-material Interface Reconstruction using Par-
ticles and Power Diagrams

We present a new method for interface reconstruction
in multi-material flow simulations. The method intro-
duces particles into mixed cells and uses an an attraction-
repulsion model to draw particles of the same material type
together. The interface is then reconstructed from the par-
ticles using a weighted Voronoi diagram or Power Diagram.
The new method eliminates the material order dependence
of the interface topology commonly seen in VOF recon-
struction of three or more materials in a cell.

Raphael Loubere
Universite Paul-Sabatier Toulouse 3
Toulouse Cedex 9, France
loubere@mip.ups-tlse.fr

Rao V. Garimella, Marianne Francois
Los Alamos National Laboratory
rao@lanl.gov, mmfran@lanl.gov

MS7

On the Uniqueness of the Finite Deformation, In-
verse Hyperelastic Problem

In most elastic reconstructions performed to date the tissue
is modeled as a linear elastic material undergoing infinites-
imal deformations. These assumptions render the forward
problem linear, thereby simplifying the analysis and the
solution of the inverse elasticity problem as well. However,
for large compressions in quasi-static elasticity imaging,
the assumptions of infinitesimal deformations and a linear
response may both be incorrect. For example recent ex-
perimental data indicates that breast tissue stiffens signif-
icantly with applied strain (by an order of magnitude with
20 percent overall strain). With this as motivation we con-
sider an inverse problem wherein finite deformations are
allowed and the tissue is modeled as having a non-linear
stress strain relation within a hyperelastic framework. We
consider this problem in two dimensions and provide es-
timates of the number of deformation fields required to
evaluate unique distributions of material parameters.

Paul Barbone
Department of Aerospace & Mechanical Engineering
Boston University
barbone@bu.edu

Nachiket Gokhale
Department of Aerospace and Mechanical Engineering
Boston University
gokhalen@bu.edu

Assad Oberai
Department of Mechanical, Aerospace and Nuclear
Engineering
Rensselaer Polytechnic Institute
oberaa@rpi.edu

MS7

Shear Stiffness Imaging Using MR and Ultrasound
Acquired Data

The goal is to image the shear wave speed in tissue with
the purpose of identifying cancerous tumor inclusions. We
develop two algorithms: one algorithm utilizes the po-
sitions of propagating wave fronts in tissue; the second
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employs variance controlled differentiation where the win-
dow size is adjusted according to SNR. We show results
from both algorithms with measured data. We also ex-
hibit improvements when viscoelastic effects are taken into
account. Data is from Mathias Fink’s group at ESPCI in
Paris, from Richard Ehman’s group at Mayo Clinic, and
from Kevin Parker’s group at the University of Rochester.

Jeong-Rock Yoon
Department of Mathematical Sciences
Clemson University
jryoon@clemson.edu

Daniel Renzi
Department of Mathematical Sciences
Rensselaer Polytechnic Institute
renzid@rpi.edu

Jens Klein, Kui Lin
Rensselaer Polytechnic Institute
klein4@rpi.edu, link@rpi.edu

Joyce R. McLaughlin
RPI
mclauj@rpi.edu

MS7

Characterizing Soft Tissue Stiffness Using Impul-
sive Radiation Force: Exploring the Potential for
Modulus Quantification

Acoustic radiation force provides focused, short (¡0.1 msec)
mechanical excitations in tissue. Tissue displacement is
monitored using ultrasonic correlation methods. 2D im-
ages are typically synthesized from multiple excitations to
display displacement at a given time after excitation. Here,
we present methods for generating more quantitative met-
rics of shear modulus by combining information obtained
within the excitation region with shear-wave propagation
information from outside the ROE. Simulation, phantom,
and in vivo data sets will be presented.

Kathryn Nightingale
Department of Biomedical Engineering
Duke University
kathy.nightingale@duke.edu

MS8

Playing the Game: What I Have Learned

This talk will focus on developing a research career while
being a successful teacher. It will also address the joys and
challenges that one has with work and family.

K. Renee Fister
Murray State University
renee.fister@murraystate.edu

MS8

Juggling Eggs

At times (most times!) managing to cope with the pulls
and pushes of an academic career – research, teaching, and
service – while balancing your personal life and maintaining
your sanity seems like juggling 5 eggs at a time. At every
stage, at least 3 are up in the air, and you are certain
that in a moment, you will have to mop up the floor. But
somehow, you keep on juggling and nothing drops. In this

talk, I will share my experiences in the tenure track, talk
about my career in juggling, and describe my mistakes so
you won’t repeat them.

Sigal Gottlieb
UMASS-Dartmouth
sgottlieb@umassd.edu

MS8

Smooth Transitions and Turbulence: Shifts Be-
tween Professor and Administrator

Shifting into positions which require more administrative
responsibilities can leave you wondering if your research
has been lost in the transition. I’ll speak about my experi-
ences as a Director of Graduate Studies and as a Program
Director at NSF and the challenges of keeping all the balls
in the air.

Mary Ann Horn
Vanderbilt University and National Science Foundation
horn@nsf.gov

MS8

Developing a Commonsensical Approach to Aca-
demic Career

That other people’s experience is relevant to yours, let
alone that one can learn from it, is a questionable premise.
With this caveat in mind, I will share some thoughts on
surviving one’s career choices, one step at the time.

Smadar Karni
University of Michigan
Department of Mathematics
karni@umich.edu

MS9

Nonholonomic Distribution and Utility Theory

Utility theory is one of the cornerstones of the modern
economic theory. One of the critical aspects of the re-
vealed preference relation is its rationality, e.g. absence
of cycles, where each consecutive option is referable to its
predecessor. We address here the question of existence of
N-cycles in a preference relation. Its continuous relaxation
leads naturally to a hyperplane distribution, which is non-
rational if distribution is non-holonomic. We show that
in each continuously non-rational preference relation there
exists a finite cycle, and address the question of minimal
length of such a cycle.

Yuliy Baryshnikov
Mathematical Research
Bell Laboratories
ymb@research.bell-labs.com

MS9

Exterior Differential Systems and Billiards

Abstract not available at time of publication.

Joseph M. Landsberg
Department of Mathematics
Texas A&M University
jml@math.tamu.edu
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MS9

Periodic Orbits in Outer Billiards

It is conjectured that in classical billiards periodic orbits
constitute a set of zero measure and so far it is proved
only for orbits of period 2 and 3. Recently, Genin and
Tabachnikov proved that 3-period orbits in outer billiards
have an empty interior. We prove that 4-period orbits in
outer billiards also have an empty interior.

Alexander Tumanov
Department of Mathematics
University of Illinois
tumanov@math.uiuc.edu

MS9

Continuous Families of Periodic Orbits Via Control
Theory

In this talk a control theory approach is used to construct
classical billiards (different from elliptic domains) which
possess continuous family of periodic orbits.

Vadim Zharnitsky
Department of Mathematics
University of Illinois
vz@math.uiuc.edu

MS10

Open Discussion

William Briggs
Department of Mathematics
University of Colorado at Denver
wbriggs@math.cudenver.edu

MS10

Industrys Need for Computational Scientists and
Engineers

Computation plays ever increasing and vital role in indus-
try in many scientific areas; from modeling of gas turbines
for jet engines to decrease testing to biological models for
heart disease to speed clinical trials. In industry, there is
an increasing reliance on computational models and sim-
ulations. To emphasize this, I will briefly describe a few
examples of industrys trend toward simulation and model-
ing. As this trend continues, industry will continue to seek
individuals with a computational science and engineering
background. I will briefly describe what industry might be
looking for when seeking to hire an individual with a com-
putational science and engineering background. In closing,
I will try to briefly describe how industry works and how
to have an impact there.

Kirk E. Jordan
IBM
Deep Computing
kjordan@us.ibm.com

MS10

Internships and Work Experience in Undergradu-
ate CSE Education

An internship or work experience can be the climax of a
CSE undergraduate’s education. With exposure to many
new ideas, techniques, and applications at another institu-

tion, such an experience can greatly broaden and deepen
the student’s understanding of computational science and
make the classroom education more meaningful. More-
over, work with a professional computational science team
and contacts made during the summer can greatly enhance
opportunities and options available to the CSE undergrad-
uate.

Angela B. Shiflet
Mathematics and Computer Science
Wofford College
shifletab@wofford.edu

MS10

Introduction to the Report on Undergraduate CSE

This presentation will provide an overview of the report on
Undergraduate CSE Education and an introduction to the
contributors to both the report and the minisymposium.
We will begin with our working definition of CSE, outline
the sections and the topics for the presentations to follow.
Attention will be paid to the differing forms and needs an
undergraduate education in CSE can take and must try to
meet.

Peter R. Turner
Clarkson University
Mathematics and Computer Science Department
pturner@clarkson.edu

MS10

Undergraduate CSE Programs

The presentation will outline the major characteristics of
the various types of undergraduate CS&E programs in the
U.S. (i.e., minors, specialized majors, concentrations, cer-
tificates, etc). Specific examples will be presented. The
talk will raise a number of questions for open discussion
with participants: i) what are the “ingredients” for an un-
dergraduate CS&E degree? ii) Major or minor or certifi-
cate? Pros and Cons; iii) what should be the learning
outcomes of an undergraduate CS&E degree?

Ignatios E. Vakalis
Professor of Mathematics and Computer Science
Capital University, Ohio
ivakalis@capital.edu

MS11

Thyra and Rythmos: Object-Oriented Generic
Programming for the Development of Transient
Sensitivity Computations

Work is underway to develop a new library called Ryth-
mos for transient simulation and sensitivity computations.
Rythmos is being designed from the ground up to support
algorithmic research into various types of transient simu-
lation and sensitivity methods. Rythmos is being built on
the foundation of Thyra for abstract vectors, vector spaces,
linear operators, linear solvers, nonlinear solvers, and ac-
cess to ODE/DAE models. The rational for Rythmos and
the foundations of Thyra will be described.

Todd S. Coffey
Sandia National Laboratories
Computer Science Research Institute
tscoffe@sandia.gov

Roscoe A. Bartlett
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Sandia National Laboratories
rabartl@sandia.gov

MS11

Nonlinear Full Approximation Multigrid for PDE-
constrained Optimization

Large scale optimization of systems governed by partial
differential equations (PDEs) is a frontier problem in sci-
entific computation. In practice, one is rarely content with
performing a simulation of a physical or engineered sys-
tem; sensitivity analysis, parameter estimation, and opti-
mization are required for a complete analysis and to re-
flect design goals. Instead of traditional trial-and-error
approaches, optimization techniques that are efficient for
large-scale systems have been devised, and their use results
in orders-of-magnitude savings over traditional methods.
In my talk I will describe a family of multilevel methods
that exhibit parallel and algorithmic scalability. The main
component is nonlinear full approximation scheme. The
main questions are whether a full or reduced space are ap-
propriate, what are the appropriate smoothing schemes,
and what are the appropriate restriction and prolongation
operators. I will discuss examples for problems with ellip-
tic, and parabolic constraints.

George Biros
University of Pennsylvania
biros@seas.upenn.edu

MS11

Automatic Differentiation and Large-Scale Opti-
mization

Abstract not available at time of publication.

Paul D. Hovland
Argonne National Laboratory
MCS Division, 221/C236
hovland@mcs.anl.gov

MS11

Sensitivity Analysis for Systems Described by
ODEs and DAEs

Derivatives with respect to problem parameters of solution
components and/or functionals of the solution of dynam-
ical systems are a critical ingredient for derivative-based
dynamically-constrained optimization (as well as for many
other types of analyses, such as model reduction, uncer-
tainty quantification, etc). Obtaining such derivatives is
the object of (local) sensitivity analysis (SA). We briefly
overview the two possible approaches to SA for systems
described by ODEs and/or DAEs, namely the forward and
adjoint methods, and present the SA capabilities of the
time integrators in the SUNDIALS suite.

Radu Serban
Lawrence Livermore National Laboratory
Center for Applied Scientific Computing
serban1@llnl.gov

MS12

Magnetic Resonance Elastography: Introduction
and Potential Medical Applications

A medical imaging technology capable of depicting the
mechanical properties of tissue would be of great value,

particularly for detecting cancer. The goal of our re-
search is to develop MRI-based elastography methods,
using novel techniques for visualizing propagating acous-
tic shear waves. Mathematical inversion algorithms are
needed to process the acquired data to calculate tissue
properties such as stiffness, viscosity, and anisotropy. Pre-
liminary studies indicate that the technique has substantial
potential as a diagnostic tool.

Armando Maduca, Richard Ehman
College of Medicine
Mayo Clinic
maduca.armando@mayo.edu, ehman.richard@mayo.edu

MS12

Multiphase Mathematical Models for the Mechan-
ics of Vascularized soft Tissue

Elastography techniques enable the quantitative measure-
ment of tissue strain in vivo. An inverse problem to find
the tissue biomechanical properties results, given the tis-
sue’s constitutive equation and the law of conservation of
momentum. Typically tissue is assumed to be elastic or
viscoelastic. However, soft tissues contain both fluid and
solid phases. In this talk, we review and discuss mathe-
matical models for multiphase mechanics and the resulting
coupling between the fluid and elastic responses.

Paul Barbone
Department of Aerospace & Mechanical Engineering
Boston University
barbone@bu.edu

Ricardo Leiderman, Assad Oberai
Department of Aerospace and Mechanical Engineering
Boston University
leider@bu.edu, oberai@bu.edu

MS12

Physical Bases of Elastography

Elastography methods are based on solving an inverse
problem: determining unknown causes based on the obser-
vation of their effects. Ultrasound and MRI Elastography
translate measured changes in the strain pattern in the
tissue under various types of loading into a map of elas-
tic properties of tissue. Another elastographic technique
termed Mechanical Imaging is based on measurements of
stress pattern to evaluate 3-D distribution of tissue elastic-
ity. An overview of physical bases of various elastographic
techniques will be presented.

Armen Sarvazyan
Artann Laboratories, Inc.
armen@artannlabs.com

MS12

Dynamic MR/US Elastography as a Non-invasive
Imaging Modality: In-vivo Application to Breast,
Liver and Brain

Dynamic elastography offers the ability to measure the
complex shear modulus at various frequencies. This can
either be done in the transient or the stationary regime of
wave propagation with MRI or Ultrasound. Each technique
offers unique opportunities for certain aspects of elastog-
raphy and certain applications. Results for breast cancer
and liver fibrosis are presented. Initial results for in-vivo
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brain elastography are shown. Elastography as a tool to
understand the rheology of tissue is discussed.

Ralph Sinkus
Laboratoire Ondes et Acoustique
Université Paris VII
ralph.sinkus@espci.fr

MS13

On Balanced Truncation by Krylov Projection

Balanced truncation is one of the most powerful methods
for model reduction. This method is similar to matrix ap-
proximation using the SVD. An open questions is whether
balanced truncation can be accomplished by Krylov pro-
jection, that is interpolation methods. In this talk we will
present results which establish such connection in a special
case. This leads to approximate balanced truncation by
rational interpolation.

Athanasios Antoulas
Rice University
Dept. of Electrical and Computer Eng.
aca@ece,rice.edu

MS13

Inexact Krylov Projection Methods for Model Re-
duction

Rational Krylov subspaces are often capable of providing
nearly optimal approximating subspaces for model reduc-
tion, although large linear systems of equations must be
solved to generate the required bases. In practice, iter-
ative solvers become necessary and choice of termination
criteria and effect of preconditioning influences the quality
of final reduced order models. General bounds on the H∞
error associated with a reduced order model are introduced
that provide a new tool to understand both features.

Chris Beattie
Virginia Tech
beattie@vt.edu

MS13

An Iterative SVD-Krylov Based Method for Model
Reduction

We propose a model reduction algorithm which combines
the SVD and Krylov-based techniques.It is a two-sided pro-
jection method where the SVD-side depends on the observ-
ability gramian, and the Krylov-side is obtained via itera-
tive rational Krylov steps. The reduced model is asymp-
totically stable, matches moments at the mirror Ritz val-
ues and is the best H2 approximation among all reduced
models having the same reduced system poles. Numerical
results prove the effectiveness of the proposed approach.

Serkan Gugercin
Virginia Tech.
Department of Mathematics
gugercin@math.vt.edu

MS13

The Role of Sampling and Projection in Model Re-
duction

In this talk we show that several seemingly projection-
based model reduction strategies do not require explicit

system representation, but only a finite set of output fre-
quency responses. Uncovering methods for which input-
output frequency samples is sufficient is important, be-
cause such methods can easily be extended. As a demon-
stration, some of the sampling methods will be applied to
example systems described directly by PDE’s and by delay-
differential equations.

Jacob White
Research Lab. of Electronics
MIT
white@mit.edu

MS14

An Analysis of Partitioned Nonlinear Systems

In many application contexts, one can choose between var-
ious equivalent differential or integral equation models that
in turn suggest discretization schemes and preconditioners
for iterative methods for the solution of the correspond-
ing discrete systems of equations. Effective preconditioners
frequently use properties of the original continuous oper-
ators involved. I will present some recent work exploring
iterations for solving nonlinear equations that arise from
discretizing PDEs, specifically aimed at identifying crite-
ria for distinguishing competing formulations.

Dhavide Aruliah
University of Ontario Institute of Technology
Dhavide.Aruliah@uoit.ca

MS14

Maintaining the Non-Negativity of Numerical
Solutions of Time-Dependent Reaction-Diffusion
Problem

The solution to many application models should remain
non-negative at all times for physical reasons. For a system
of time-dependent reaction-diffusion equations as example,
whose true solution is guaranteed to be non-negative, we
discuss how non-negativity can be compromised in real-
life calculations by the spatial discretization, the time dis-
cretization, the non-linear solver, and the linear solver. For
the same example, we will show one way to enforce non-
negativity of the solution numerically.

Matthias K. Gobbert
University of Maryland, Baltimore County
Department of Mathematics and Statistics
gobbert@math.umbc.edu

MS14

Solving Hyperbolic PDEs in MATLAB

We have developed software in the MATLAB problem solv-
ing environment (PSE) that solves initial-boundary value
problems for first order systems of hyperbolic PDEs in one
space variable x and time t. Four explicit, central differ-
ence schemes are available in variants advantageous in the
PSE. We have devised a convenient way to deal with rather
general boundary conditions. Vectorization is key to the
efficient implementation of the methods in Matlab.

Lawrence Shampine
Southern Methodist University
lshampin@post.cis.smu.edu
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MS14

Solving PDEs with the VODE F90 ODE Solver

We illustrate the use of a Fortran 90 extension, VODE
F90, of the VODE ODE solver. Using PDE/MOL prob-
lems from chemical kinetics, polymer formation, and fluid
flow, we illustrate new features including dynamic storage
management, keyword options, root finding, solution con-
straints, and sparse Jacobians. We further illustrate the
use of a MATLAB-like gui interface that simplifies specifi-
cation of problem information, allows automatic generation
of necessary subroutines, and provides convenient graphics.

Skip Thompson
Department of Mathematics and Statistics
Radford University
thompson@runet.edu

MS15

A Stochastic Immersed Boundary Method Incro-
porating Thermal Fluctuations: Toward Modeling
Cell Micromechanics

The mechanics of many cellular systems involve elastic
structures which interact with a fluid, for example the outer
cell membrane deforms during protrusions generated dur-
ing motility and cell organelles such as the Golgi Appa-
ratus and Mitochondria involve membranes which deform
and bud vesicular and tubular structures during biological
processes. Modeling, analyzing, and simulating the me-
chanics of such systems presents many mathematical chal-
lenges. The immersed boundary method is one modeling
approach for such systems, and has been applied to many
macroscopic biological problems, such as blood flow in the
heart and lift generation in insect flight. At the length
scales of cells and cell organelles, thermal fluctuations also
become significant and must be taken into account. In
this talk we discuss an extension of the immersed bound-
ary method framework which incorporates thermal fluctu-
ations through appropriate stochastic forcing terms in the
fluid equations. This gives a system of stiff SPDE’s for
which standard numerical approaches perform poorly. We
discuss a novel stochastic numerical method which exploits
stochastic calculus to handle stiff features of the equations.
We further show how this numerical method can be ap-
plied in practice to model the basic microscopic mechanics
of polymers, polymer knots, membrane sheets, and vesi-
cles. We also discuss preliminary work on modeling the
dynamics of cell organelle structures.

Paul Atzberger
Rensselaer Polytechnic Institute
atzberg@rpi.edu

MS15

Two Dimensional Movement of Nematode Sperm
Cell

In this talk, I shall present numerical simulations of a two-
dimensional moving boundary problem (MBP). Under ap-
propriate conditions, this MBP possesses a traveling do-
main solution. We shall show that computationally, solu-
tions of the MBP converge to the traveling domain solu-
tion as time goes to infinity for different types of initial
domains. This MBP is an attempt to generalize the 1D
model of Mogilner and Verzi (J. Stat. Physics, 2003) on
crawling nematode sperm cell to 2D. The computation was
done using level set method. If time allows, I shall outline

the proof of the existence of traveling domain solutions.

Roger Lui
Worcester Polytechnic Institute
rlui@wpi.edu

MS15

Mechanics of Bacterial Flagella

Bacterial flagellar filaments can abruptly change shape in
response to mechanical load or changes in solution pH or
ionic strength. These polymorphic transformations are an
instance of a ubiquitous phenomenon, the spread of confor-
mational change in large macromolecular assemblies. We
propose a new theory for polymorphism, whose essential el-
ements are two molecular switches and an elastic mismatch
strain between the inner and outer cores of the filament.
We calculate the phase diagram for helical and straight
states, the response of a helical filament to an external
moment, and discuss the effects of external flow.

Thomas R. Powers
Brown University
Division of Engineering
Thomas Powers@brown.edu

MS15

The Torque-Speed Relationship of the Bacterial
Flagellar Motor

Many swimming bacteria are propelled by flagellar fila-
ments driven by a rotary motor. Each of these tiny motors
can generate an impressive torque. The motor torque vs.
speed relationship is considered one of the most important
measurable characteristics of the motor and so is a ma-
jor criterion for judging models proposed for the working
mechanism. With a previously developed efficient numeri-
cal technique for solving coupled Fokker-Planck equations
(Xing, et. al., Biophysical Journal, 89: 1551-1563 (2005)),
we give an explicit explanation for this torque-speed curve.
The same physics can also explain certain puzzling prop-
erties of other motors. The work was published at PNAS
103: 1260-1265.

Jianhua Xing
Lawrence Livermore National Laboratory
xing@nature.berkeley.edu

MS16

Optical Manipulation of Matter Waves

Recent experimental and theoretical progress in the stud-
ies of Bose-Einstein condensation (BEC) has precipitated
an intense effort to understand and control interactions of
nonlinear matter-waves. Key ingredients in manipulations
of matter-waves in BECs are a) external localized impu-
rities (generated by focused laser beams) and b) periodic
potentials (generated by interference patterns from multi-
ple laser beams illuminating the condensate). In this talk
we highlight the ability of time-dependent external optical
potentials to drag, capture and pin a wide range of local-
ized BEC states, such as dark and bright solitons. The
stability and existence of pinned states is analyzed using
perturbation techniques, which predict results that are well
corroborated by direct numerical simulations. The control
of these macroscopic quantum states has important appli-
cations in the realm of quantum storage and processing of
information, with potential implications for the design of
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quantum computers.

Ricardo Carretero-Gonzalez
Department of Mathematics
San Diego State University
carreter@sciences.sdsu.edu

MS16

Soliton Dynamics and Scattering for the Gross-
Pitaevskii Equation

We describe some results on long-time dynamics in Gross-
Pitaevskii (or NLS) equations. We consider, in particu-
lar, classical soliton dynamics, and the nonlinear scattering
problem.

Stephen Gustafson
Department of Mathematics
University of British Columbia
gustaf@math.ubc.ca

MS16

Topological Effects with Matter Waves: A New
Twist on BEC

Ultracold gases present new opportunities to control and
influence matter waves by clever manipulation of the trap-
ping potential. For example, one can create beautifully
ordered vortex lattices in a Bose-Einstein condensate by
magnetic or optical ”stirring” of the superfluid. In our
laboratory at Georgia Tech we have used Bragg scatter-
ing to study these lattices, and have focused on the spa-
tial profile of the diffracted atoms, which offers a new
window into condensate physics. In addition to the me-
chanical forces, magnetic fields can also profoundly affect
the wavefunction ”simply” by coupling to the spin. We
present a novel experimental realization of this coupling
(and its rather dramatic consequences) using an ”optically
plugged” quadrupole trap (OPT) for sodium BECs.

Chandra Raman
Physics Department
Georgia Tech.
chandra.raman@physics.gatech.edu

MS16

High Temperature Superfluidity and the Super-
fluid - Mott Insulator Transition in Ultracold
Atomic Gases

Ultracold atomic gases are ideally suited to study strongly
correlated many body systems. They provide clean, easy
to model systems, where interactions can be tuned over
an enormous range. I will discuss two recent experiments
on high temperature superfluidity in a strongly interacting
Fermi gas and the Superfluid - Mott Insulator transition of
a Bose-Einstein-Condensate in a 3D optical lattice.

Christian Schunck
MIT
sch

MS17

Modelling and Simulation of a Schistosomiasis In-
fection With Biological Control

A mathematical model is developed for a schistosomiasis
infection that involves humans and intermediate snail hosts

as well as an additional mammalian host and a competi-
tor snail species. The model consists of a system of eight
differential equations for the infected and susceptible sub-
populations. The deterministic system is generalized to a
stochastic system of differential equations to account for
the random behavior of demographic changes in the pop-
ulation levels. Values for the parameters in the model are
estimated and the populations are computationally simu-
lated under various conditions. Results of the simulations
indicate several interesting features such as the rapidity by
which an invading competing snail species can change the
dynamics of a schistosomiasis infection.

Edward Allen
Texas Tech. University
Department of Mathematics
edward.allen@ttu.edu

H. D. Victory
Texas Tech University
harold.victory@ttu.edu

MS17

SIS Epidemic Models with Multiple Pathogen
Strains

The dynamics of discrete-time and continuous-time SIS
epidemic models with multiple pathogen strains are stud-
ied. The population infected with these strains may be
confined to one geographic region or patch or may disperse
between two patches. The persistence and extinction dy-
namics of multiple pathogens strains in a single patch and
in two patches are investigated. It is shown for the sin-
gle patch model that the basic reproduction number de-
termines which strain dominates and persists. The strain
with the largest basic reproduction number is the one that
persists and outcompetes all other strains provided its mag-
nitude is greater than one. However, in the two-patch epi-
demic model, both the dispersal probabilities and the basic
reproduction numbers for each strain determine whether a
strain persists. With two patches, there is a greater chance
that more than one strain will coexist. Analytical results
are complemented with numerical simulations to illustrate
both competitive exclusion and coexistence of pathogens
strains within the host population.

Linda Allen
Dept. of Mathematics and Statistics
Texas Tech University
lallen@math.ttu.edu

MS17

Asssessing Strategies for Control of Vector Borne
Diseases

The control of vector-borne diseases is in many ways a
different problem than the control of diseases that spread
through person to person contact. Since the pioneering
work of Ross in the late 19th and early 20th centuries, one
classical approach for controlling vector-borne diseases in-
volves the eradication or strict population control of the
vectors. Vaccination, or other methods for generating re-
sistance to the pathogen in humans, can also be effective,
but since many vector borne diseases have a non-human
amplifying host (eg. birds in the case of West Nile Virus)
vaccination, even when a vaccine exists, is often less suc-
cessful in controlling outbreaks than for a disease that is
transmitted directly between human hosts. Furthermore,
for many vector-borne diseases, there does not yet exist
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long term immunization measures for the hosts. Other op-
tions consist in prophylactic measures preventing contacts
between vectors and hosts. Recent technological develop-
ments have made possible a potential new form of con-
trol, the genetic modification of vector species to introduce
pathogen resistance. This presentation will examine the
efficacy of different forms of control for a vector-borne dis-
ease through a mathematical model. We will introduce a
model for transgenic control in the case of malaria, and
investigate its potential utility.

Chris Bowman
Institute for Biodiagnostics, Canada
christopher.bowman@nrc-cnrc.gc.ca

MS17

Estimation of the Reproductive Number and the
Effects of Hypothetical Interventions During the
Great Influenza Pandemic of 1918 in Geneva,
Switzerland

I will present an analysis of historical hospital notification
data of the 1918 influenza pandemic in Geneva, Switzer-
land. We estimated the number of secondary cases gen-
erated by a primary case during its period of infectious-
ness during the first two waves of infection. We then used
these estimates to evaluate the single and combined effect
of reductions in the overall influenza transmission rate via
effective isolation strategies in hospitals or via reductions
in the susceptibility of the general population through, for
example, increasing hygiene and protective measures (e.g.,
increase hand washing, use of face masks), prophylactic
antiviral use, and vaccination.

Gerardo Chowell
Mathematical Modeling and Analysis
Los Alamos National Laboratory
gchowell@t7.lanl.gov

Catherine Ammon
Institute of Social and Preventive Medicine
Faculty of Medicine, CMU, PoBox 1211, Geneva 4,
Switzerland
catherine-ammon@bluewin.ch

Nicolas Hengartner
Statistical Science Group
Los Alamos National Laboratory
nick@lanl.gov

Mac Hyman
Mathematical Modeling and Analysis
Los Alamos National Laboratory
mac@t7.lanl.gov

MS18

Mechanical and Geometrical Aspects of Uterine
Contractions

Uterine contractions play a critical role in labor and par-
turition and are an important factor in female reproduc-
tive health. However, how uterine contractions are regu-
lated and controlled is not well understood. I analyze how
structural components such as muscle layer arrangement
and muscle wall geometry affect uterine contractions, uti-
lizing a theoretical framework that makes the force-balance
assumption of quasi-static equilibrium. Linear elasticity
equations of passive deformation are also considered in or-
der to investigate both non-pregnant and pregnant cases.

Numerical analysis indicates that the existent muscle layer
is necessary to achieve wall movement in the non-pregnant
uterus with realistic forces as well as to minimize movement
outside of the uterus organ. Model results indicate that a
cylinder is a reasonable approximation to the uterus in the
non-pregnant state. Other simulations indicate that the el-
lipsoid is likely a better approximation than the sphere to
the term pregnant uterus. I discuss biological implications
of these results and propose future extensions to the work
presented.

Angela Gallegos
Department of Mathematics
Occidental College
angela@oxy.edu

MS18

Sensitivity of Dynamical Systems to Banach Space
Parameters

We study the sensitivity equations of general nonlinear dy-
namical systems in a Banach space with dependence on
parameters in a second Banach space. First, we present
an abstract theoretical framework for sensitivity equations
and the numerical schemes to approximate the sensitivity
equations. Then, we illustrate the theoretical results and
the numerical methods with an application to measure de-
pendent delay differential systems arising in a class of HIV
models.

Hoan Nguyen
Center for Research in Scientific Computation
North Carolina State University
hknguyen@ncsu.edu

MS18

Model Development
and Evaluation for Trichloroethylene Metabolism
in Humans

Trichloroethylene (TCE) is an industrial chemical and an
environmental contaminant. TCE and its metabolites may
be carcinogenic and affect human health. Physiologically
based pharmacokinetic (PBPK) models that differ in com-
partmentalization are developed for TCE metabolism, and
the focus of this investigation is on evaluating alternative
models. Specifically, the model structures are compared
through sensitivity analyses in order to discern what is
necessary and what can be ignored computationally. (This
abstract does not reflect EPA policy.)

Karen A. Yokley
University of North Carolina-Chapel Hill
Curriculum in Toxicology
yokley.karen@epa.gov

MS18

Superquadric Modeling in Computed Tomography
Simulation

A novel asymptotic framework is presented to describe
hydraulic fracture propagation. The problem consists of
a system of nonlinear integro-differential equations, with
local and nonlocal effects. This causes transitions on a
small scale near the fracture tip, which control the be-
havior across the whole profile. These transitions depend
upon dominant physical process(es), and are identified by
simultaneously scaling the associated parameters with the
distance from the tip. An analytic solution incorporating
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several processes is obtained.

Jiehua Zhu
Georgia Southern University
jzhu@georgiasouthern.edu

MS19

Hierarchical Approach to Design Optimization of
Mechanical Systems with Multiple Frictional Con-
tacts

We consider the design of mechanisms involving rigid body
dynamics and multiple frictional contacts. Automated de-
sign of such mechanisms often requires numerical explo-
ration of high-dimensional parameter spaces. Since explo-
ration of this design space depends on accurate simulations
of systems with many contacts that are intermittent, fric-
tional, and locally compliant, a naive search can be infeasi-
ble for even simple systems. Verification with the dynamic
model adds even more complexity to the problem as some
region of dynamic model parameters must be sufficiently
sampled for each point in design space. We are describing
a hierarchical method for design optimization that relies on
reduced-order models to efficiently prune both the design
and model spaces, that are refined to explore and optimize
feasible designs. We illustrate the results with simulations
and experimental prototypes.

Vijay Kumar
Department of Mechanical Engineering and Applied
Mechanics
University of Pennsylvania
kumar@central.cis.upenn.edu

Jon Fink
University of Pennsylvania
jonfink@grasp.upenn.edu

MS19

Semicopositive Linear Complementarity Systems

After reviewing existing well-posedness results of linear
complementarity systems (LCSs), we present new results
on the existence and uniqueness of weak solutions to LCSs
with strictly semicopositive matrices, whose definitions in
an integral form are shown to be equivalent to a well-known
vector-matrix definition. The existence is based on a con-
structive time-stepping scheme, and the uniqueness on an
explicit connection to Mandelbaum’s dynamic complemen-
tarity problem and on the integral form of strict semicopos-
itivity.

Jong-Shi Pang
Department of Mathematical Sciences
Rensselaer Polytechnic Institute
pangj@rpi.edi

Jinglai Shen
Rensselaer Polytechnic Institute
shenj2@rpi.edu

MS19

Dynamical Systems Subject to State-induced Mode
Changes

In various applied domains, such as friction mechanics,
power converters, and resource networks, one finds systems
that are subject to internally induced abrupt changes of be-

havior. The modeling framework of cone complementarity
systems applies in this context. Well-posedness issues lead
to the consideration of linear complementarity problems
that are in some cases nonstandard in the sense that both
globalness and uniqueness of solvability are only required
in a qualified sense.

Hans Schumacher, Igor Korostil
Tilburg University
J.M.Schumacher@uvt.nl, i.korostil@uvt.nl

MS19

Convolution Complementarity Problems and Im-
pact Mechanics

Convolution complementarity problems (CCP’s) are a kind
of dynamic complementarity problem of the form 0 ≤
u(t) ⊥ (k ∗ u)(t) + q(t) ≥ 0 for all t. These general-
ize the Linear Complementarity Systems of Schumacher et
al. in the sense that k need not come from a matrix expo-
nential. Some complementarity problems with PDE’s lead
to systems of this kind with k(t) ∼ K0t

α−1 for small t with
0 < α < 2 and K0 s.p.d. We will see how this affects ex-
istence and uniqueness questions for CCP’s, and what this
means for applications such as impact problems.

David E. Stewart
University of Iowa
Department of Mathematics
dstewart@math.uiowa.edu

MS20

Microscopic-macrosopic Characterization of Vis-
coelastic Materials

The classical characterization tools of viscoelastic materi-
als are ”macroscopic”. Devices impose either a stress or
deformation boundary condition, at sufficiently low levels
that the material response is in the linear regime, and ei-
ther deformation or stress is measured to infer the mate-
rial properties. It has always been of interest to develop
experiments and associated theory that allows one to char-
acterize materials in the nonlinear regime, typically involv-
ing heterogeneous flow or deformations and associated vis-
coelastic stress features. In the past decade, there has been
an upsurge in microscopic characterization tools and mod-
els, with advanced instrumentation and new modeling chal-
lenges. The key modeling advances require a sophisticated
understanding of stochastic and deterministic behavior of
small probe particles in viscoelastic media, or of ensembles
of small particles of various shapes and degrees of rigidity
in viscous solvents. This minisymposium highlights several
advances, ranging mathematically from computational to
applied analysis to new rigorous analysis, and scientifically
from instrumentational advances to new features of com-
plex biological systems.

Gregory Forest
University of North Carolina
Chapel Hill, NC 27599
forest@amath.unc.edu

MS20

Beads in Mucus, Generalized Langevin Equations,
and State Space Models

High speed microscopy has enabled experimentalists to
track individual microbeads in complex fluids such as hu-
man lung mucus. The dynamics of such a bead in a
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viscoelastic fluid is governed by the generalized Langevin
equations. In this talk, a maximum likelihood method
to estimate parameters for a certain class of generalized
Langevin equations will be presented. In addition, an im-
proved stochastic simulation method for this class of mod-
els will be shown.

John Fricks
Department of Statistics
Penn State University
fricks@stat.psu.edu

MS20

Computational Studies of Nematic Liquid Crys-
talline Polymers in Planar Shear Flow

We present fully three-dimensional numerical simulations
of the dynamics of the Doi-Marrucci-Greco model for ne-
matic liquid crystals. The model couples the Smoluchowski
equation for the orientational distribution function with
the Navier-Stokes equations, via a closure approximation.
The simulations show the formation and dynamics of roll
cells and disclinations, and are in both qualitative and
quantitative agreement with recent experiments.

Harley Klein
University of Leeds
harley@engineering.ucsb.edu

Gary Leal
Department of Chemical Engineering
University of California, Santa Barbara
lgl20@engineering.ucsb.edu

Carlos Garcia-Cervera
Department of Mathematics
UCSB
cgarcia@math.ucsb.edu

Hector D. Ceniceros
Department of Mathematics
University of California Santa Barbara
hdc@math.ucsb.edu

MS20

Mesoscopic Structure Phenomena in Sheared Rigid
Rod Dispersions

I will present recent analytical results on 2-D nematic poly-
mers under weak shear.

Hong Zhou
Department of Applied Mathematics
Naval Postgraduate School, Monterey, CA
hzhou@nps.edu

MS21

Optimal Experimental Design in Molecular Life
Sciences

The Systems Biology Markup Language has been estab-
lished as a standard XML notation for models of biological
systems. Two main reasons impede the direct application
of existing tools for optimal experimental design from the
field of model-based engineering. First, they cannot derive
a DAE system from an SBML description. Second, they
are unable to reflect variety of experimental set-ups. We
present a very effective tool that overcome these limitations

and results for real-life applications.

Georg Bock
IWR
University of Heidelberg
bock@iwr.uni-heidelberg.de

Samuel Bandara
DKFZ
Heidelberg
s.bandara@dkfz-heidelberg.de

Ivayla Vacheva
DKFZ Heidelberg
i.vacheva@dkfz-heidelberg.de

Johannes P. Schloeder
IWR Universitat Heidelberg
j.schloeder@iwr.uni-heidelberg.de

Roland Eils
DKFZ Heidelberg
r.eils@dkfz-heidelberg.de

MS21

Optimizing Control of Reactive SMB Processes

Simulated Moving Bed processes are difficult to control
due to their hybrid dynamics, spatially distributed state
variables with steep slopes, and slow and strongly nonlin-
ear responses of the concentration profiles to changes of
the operating parameters. This contribution deals with
the optimization-based control of reactive SMB processes
where the operating parameters are optimized over a finite
horizon to minimize an economic cost function while the
product purities appear as constraints in the optimization
problem.

Sebastian Engell
University of Dortmund
Germany
sebastian.engell@bci.uni-dortmund.de

Achim Kuepper
Dept. of Biochemical and Chemical Engineering
University of Dortmund
Achim.Kuepper@bci.uni-dortmund.de

MS21

Issues in the Practical Implementation of Near
Time-Optimal Control of Robots

Making robots perform repetitive tasks faster has benefits
in increased manufacturing productivity. There is a very
substantial gap between numerical solution of time-optimal
robot maneuvers, and implementing such fast maneuvers
routinely in hardware. This paper summarizes results that
aim to fill this gap, including handling of vibrations, mak-
ing use of existing controllers, supplying optimized nonlin-
ear feedback with NMPC, and conversion to regulation at
the end of the maneuver.

Richard Longman
Columbia University
rwl4@columbia.edu
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MS21

Detailed Numerical Simulation of Reactive Flows
in Catalytic Channels

Using the boundary-layer assumption, the steady-state
laminar flow through a catalytic channel is simulated
numerically. The chemical processes are modeled by
elementary-step kinetics involving intermediate species in
gas-phase and on the surface. Furthermore, the transport
coefficients are derived from molecular data for each species
mixture. The large and stiff DAE systems are solved by
a new code, based on backward differentiation formulas.
Direct shooting is then used to solve an optimal control
problem.

Hoang Duc Minh, Olaf Deutschmann, Steffen Tischer
Institute for Chemical Technology
University of Karlsruhe
hdminh@iwr.uni-heidelberg.de, deutschmann@ict.uni-
karlsruhe.de, Tischer@ict.uni-karlsruhe.de

MS22

Optimal Nodes for Radial Basis Function Interpo-
lation

Radial basis functions (RBFs) provide mesh-free approxi-
mations suitable for interpolation and the solution of dif-
ferential equations. Like polynomials, RBFs can be spec-
trally accurate but suffer from potential instabilities such
as the Runge effect. In a special case, Gaussian RBFs can
be transformed to polynomials and thus studied using po-
tential theory. From this one can find node distributions
that are stable for all functions analytic on the interval of
approximation.

Tobin Driscoll
University of Delaware
Mathematical Sciences
driscoll@math.udel.edu

MS22

Point-to-point and Volumetric Measures of Unifor-
mity of Point Sets

Abstract not available at time of publication.

Max Gunzburger
Florida State Unviersity
School for Computational Sciences
gunzburg@csit.fsu.edu

MS22

Optimal Points for High Dimensional Problems

For numerical integration, numerical function approxima-
tion, and statistical design of experiments, the positioning
of the sample points, also called the design, influences the
error of the approximation. Several measures of design
quality appear in the literature, such as, fill distance, sepa-
ration distance, discrepancy, and energy. Designs that op-
timize these different quality measures may or may not look
the same. This talk reviews these different quality mea-
sures, explains the connections between them, and demon-
strates their role in error bounds.

Fred J. Hickernell
Illinois Institute of Technology
Department of Applied Mathematics
hickernell@iit.edu

MS22

Maximum Area with New Measures of Perimeter

The oldest competition for an optimal shape (area-
maximizing) was won by the circle. But if the fixed perime-
ter is measured by the line integral of |dx| + |dy|, a square
would win. Or if the boundary integral of max(|dx|, |dy|) is
given, a diamond has maximum area. For any norm in R2,
we show that when the integral of ||(dx, dy)|| around the
boundary is prescribed, the area inside is maximized by a
ball in the dual norm. This has application to computing
minimum cuts and maximum flows in a plane domain.

Gilbert Strang
Massachusetts Institute of Technology
gs@math.mit.edu

MS23

Introduction/Overview/Historical Perspective

Over his fifty years of professional life, Ben Noble (1922-
2006) made many outstanding contributions (both research
and teaching) to several areas of applied mathematics. Af-
ter a distinguished career at the Admiralty Research Lab-
oratory, United Kingdom, during the World War II, he
embarked on an active academic career. Since his migra-
tion to US in 1962, Professor Noble devoted his professional
life to research on a variety of applied mathematical top-
ics that continue to be highly relevant to Defense Science
Technology. In this symposium, former students, collabo-
rators, associates, and friends of Noble will review some of
these topics; evaluate the logical evolution of these areas
and their impact on contemporary applied mathematics.

Jagdish Chandra
George Washington UNIVERSITY
jchandra@gwu.edu

MS23

Numerical Methods for Integral Equations

Amongst his many contributions to numerical analysis,
Ben Noble had a great impact on the development of
numerical methods for the solution of integral equations.
Through his own work and the work of his students he
created an interest in this topic that brought it from rel-
ative obscurity to an active area of research with many
applications. This talk will trace the development of inte-
gral equation methods from the early 1960s to the present
time.

Peter Linz
UC Davis
linz@cs.ucdavis.edu

MS23

Ben Noble and the Changes in Teaching Linear Al-
gebra

The teaching of linear algebra has changed more signifi-
cantly, and in more universities, than any other subject
in undergraduate mathematics. From the beginning, Ben
Noble played a very important and constructive part. His
textbook pointed the way, and later editions with Jim
Daniel were major steps forward to a course that meets
the needs of students. We will talk informally about this
change from ”abstract” to ”concrete”. Instead of teaching
proofs we are closer to communicating ideas. The mathe-
matical content does not suffer, most students learn more.
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Linear algebra is a beautiful subject and this is a happy
chance to offer students a course that they can use and
even enjoy.

Gilbert Strang
Massachusetts Institute of Technology
gs@math.mit.edu

MS24

A Fully Implicit R-refinement Algorithm

R-refinement techniques rely on suitable grid equations to
guide mesh motion. Such grid equations are generally stiff,
making its numerical inversion a challenge. Furthermore,
R-refinement methods typically split the mesh motion from
the physics, resulting in grid lagging. We propose an R-
refinement algorithm based on the Laplace-Beltrami for-
mulation that efficiently inverts the coupled grid-physics
system. We will demonstrate that the algorithm is both
efficient (cost effective vs. uniform grid approaches) and
scalable under grid refinement.

Giovanni Lapenta, Luis Chacon
Los Alamos National Laboratory
lapenta@lanl.gov, chacon@lanl.gov

MS24

Planar, Surface, and Volume Mesh Generation us-
ing the Laplace-Beltrami Target Metric (LBTM)
Method

The Laplace-Beltrami equations have recently been consid-
ered for the generation of quasi-conformal meshes in two-
and three-dimensional applications. These equations allow
the specification of mesh characteristics by using an ap-
proximate metric tensor. Indeed, it is often possible to
prescribe final mesh criteria by forming, on an element
by element basis, an ideal target element representation
that is based upon local modification of the existing mesh
state. The use of a prescriptive target metric as a solution-
dependent diffusion tensor in the Laplace-Beltrami proce-
dure results in the LBTM method; an elliptic mesh gener-
ation method that is robust with respect to domains con-
taining complex convex or concave boundaries. This pre-
sentation discusses the mechanics of the LBTM method
and its application to selected example problems.

Andrew Zardecki
Computational Science Methods
Los Alamos National Laboratory (retired)
azardecki@cfl.rr.com

Doran Greening
Geophysics
Los Alamos National Laboratory
dgreening@lanl.gov

Randy Bos
Applied Science & Methods
Los Alamos National Laboratory
rbos@lanl.gov

Glen Hansen
Dept. of Math and CS
South Dakota School of Mines
Glen.Hansen@sdsmt.edu

MS24

R-refinement Within the Target-Matrix Paradigm

A matrix-based approach to mesh quality optimization is
presented in which ’target’ matrices describe application-
specific mesh quality. The paradigm provides a general
framework to guide mesh optimization for a variety of
mesh improvement and adaptive problems, including r-
refinement. For r-refinement, target matrices are com-
puted from local error estimates or indicators, most promi-
nently using approximations to the solution Hessian. The
paradigm shifts focus away from mesh quality metrics to-
ward the design of automatic target-matrix calculators.

Patrick M. Knupp
Sandia National Laboratories
pknupp@sandia.gov

MS24

The New Error Minimization Based Moving Mesh
Method: Theoretical andNumerical Analysis

We describe and analyze a moving mesh method for fluid
flow. A typical moving mesh method includes an opti-
mal mesh criterion, an error indicator or estimator, and a
strategy for mesh improvement. We apply the standard
a posteriori error estimate and minimizes the L2-norm of
error over a set of smooth meshes which is our mesh im-
provement strategy. The results of analysis will be used
to explains common features of a few other moving mesh
methods. The proposed method improves accuracy of the
numerical solution of the system of 1D gasdynamics equa-
tions. Extension of the method in 2D will be also discussed
and illustrated with preliminary results.

Konstantin Lipnikov, Mikhail Shashkov
Los Alamos National Laboratory
lipnikov@lanl.gov, shashkov@lanl.gov

Yuri Vassilevski
Institute of Numerical Mathematics
Russian Academy of Sciences
vasilevs@dodo.inm.ras.ru

MS25

Modeling Human Papillomavirus (HPV) Transmis-
sion, Cervical Cancer Development, and Impact of
HPV Vaccines in an Age-structured U.S. Popula-
tion

Abstract not available at time of publication.

Elamin Elbasha
Merck Inc.
elamin elbasha@merck.com

MS25

Optimal Peptide-based Vaccination for HTLV-I In-
fection

Human T-lymphocyte virus type I (HTLV-I) is the
causative agent of HTLV-I associated myelopathy (HAM)
and other illnesses. Clinical evidence suggests that the mi-
totic expansion of infected clones plays a relevant role in
the infection dynamics. The use of peptide-based vaccines
that target those rapid proliferating clones has been clin-
ically suggested. We consider a mathematical model for
peptide-vaccination regime for HTLV-I and analyze an op-
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timal control mechanism for such vaccination procedure.

Abba Gumel
University of Manitoba
Department of Mathematics
gumelab@cc.umanitoba.ca

Horacio Gomez-Acevedo
Department of Mathematics and Computer Sciences
Tougaloo College
hgomez@tougaloo.edu

MS25

Host Extinction Dynamics in Epidemiology Models

This talk begins by presenting a simple SI model for
formulated through the basic birth and death processes.
Complete mathematical investigation of this simple model
shows that the host extinction dynamics can happen and
the outcomes may depend on the initial conditions. We
also present some extensions of this model to structured
SI models, including delay differential equation SI models.
We show that host extinction dynamics is ubiquitous to
many well formulated epidemiology models.

Yang Kuang
Arizona State University
Department of Mathematics
kuang@asu.edu

MS25

Optimal Control for Management of an Invasive
Plant Species

We consider the management of the spread of invasive plant
populations consisting of a large main focus and several
smaller outlier populations. We formulate a discrete time
model to determine the optimal control strategy, including
a constraint on the total amount of control applied.

Andrew Whittle
University of Tennessee
Knoxville, TN
whittle@math.utk.edu

Louis Gross
University of Tennessee
Ecology and Evolutionary Biology
gross@tiem.utk.edu

Suzanne M. Lenhart
University of Tennessee
Department of Mathematics
lenhart@math.utk.edu

MS26

Phases and Aquatic Locomotion: Wake-body In-
teractions

Irrotational inviscid flow models and Stokes flow models
fail to account for the generation of dynamic vortex wakes
by moving bodies, a phenomenon central to locomotion in
water on a macroscopic scale. This talk will describe some
reduced models for capturing the dynamic interaction of
fish with the wake vorticity.

Eva Kanso
University of Southern California

kanso@usc.edu

MS26

Phases and Aquatic Locomotion: Driftless Swim-
ming

Symmetries exhibited by idealized models for the locomo-
tion of deformable bodies in fluids provide for the definition
of principal connections which encapsulate relationships
between body deformations and resulting translations and
rotations in space. It follows that issues of controllability
and motion-planning for such systems can be addressed in
terms of geometric phases. This talk will describe the geo-
metric treatment of swimming in the driftless extremes of
irrotational inviscid flow and Stokes flow.

Scott Kelly
Department of Mechanical & Industrial Engineering
University of Illinois at Urbana-Champaign
sdk@uiuc.edu

MS26

Lie Group Variational Integrators and Discrete
Under-actuated Optimal Control Problems

We introduce Lie group variational integrators, which are
based on a discretization of Hamilton’s principle that au-
tomatically remain on the Lie group without the use of
local charts, reprojection, or constraints. In particular,
these yield highly efficient geometric integration schemes
for rigid body dynamics. We will address the application
of these numerical methods to the control of the 3D pendu-
lum system, and the role of geometric phases in the study
of under-actuated control problems.

Melvin Leok
University of Michigan, Ann Arbor
Department of Mathematics
mleok@umich.edu

Taeyoung Lee, N. Harris McClamroch
University of Michigan, Ann Arbor
Department of Aerospace Engineering
tylee@umich.edu, nhm@engin.umich.edu

MS26

Applications of Geometric Phases in Classical Me-
chanics: Molecular Dynamics

In N-body systems from macromolecules to triatomic
molecules, internal motions can produce an overall rota-
tion often neglected yet explainable by a geometric phase.
The overall rotation has been observed in molecular dy-
namics simulations of protein molecules at zero total an-
gular momentum. This overall rotation is also described for
triatomic molecular systems with either normal modes or
large-amplitude motions. These situations provide exam-
ples of geometric phases occurring more generally in clas-
sical systems.

Florence J. Lin
University of Southern California
fjlin@usc.edu

MS27

Hyperbolic Systems with Dissipation

Global weak solutions of a strictly hyperbolic system with
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dissipative source are constructed via the vanishing viscos-
ity method. Moreover, we establish sharp estimates on the
uniformly Lipschitz semigroup generated by the vanishing
viscosity limit in the general case which includes also non-
conservative systems and prove uniqueness of solutions by
means of local integral estimates, which shows that every
viscosity solution can be constructed as a limit of vanishing
viscosity approximations.

Cleopatra Christoforou
Northwestern University
Department of Mathematics
cleo@math.northwestern.edu

MS27

Patterns on Growing Square Domains via Mode
Interactions

We consider reaction-diffusion systems on growing square
domains with Neumann boundary conditions (NBC). As
suggested by numerical simulations, we study the simpler
problem of mode interactions in steady-state bifurcation
problems with both translational symmetry and square
symmetry, combined with the symmetry constraint im-
posed by NBC. We show that the transition between differ-
ent types of squares can be generically continuous. Also, we
show that transitions between squares and stripes can oc-
cur generically via a jump, via steady-states or via steady-
states and time-periodic states. We point out some differ-
ences between stable patterns in the NBC problem and in
the periodic boundary conditions problem. This is joint
work with Martin Golubitsky.

Adela Comanici
University of Houston
adela@math.uh.edu

MS27

Irregular to Regular Sampling, Deconvolution, De-
noising and Zoom

We propose an algorithm to solve a problem in image
restoration which considers several different aspects of it,
namely: irregular sampling, denoising, deconvolution, and
zooming. Our algorithm is based on an extension of a
previous image denoising algorithm proposed by A. Cham-
bolle using total variation, combined with irregular to reg-
ular sampling algorithms proposed by H.G. Feichtinger, K.
Grchenig, M. Rauth and T. Strohmer. The proposed vari-
ational problem incorporates local constraints in order to
preserve textures and flat zones.

Gloria Haro
University of Minnesota
haro@ima.umn.edu

MS27

An Asymptotic Framework for Finite Hydraulic
Fractures Driven by Multiple Physical Processes

A novel asymptotic framework is presented to describe
hydraulic fracture propagation. The problem consists of
a system of nonlinear integro-differential equations, with
local and nonlocal effects. This causes transitions on a
small scale near the fracture tip, which control the be-
havior across the whole profile. These transitions depend
upon dominant physical process(es), and are identified by
simultaneously scaling the associated parameters with the
distance from the tip. An analytic solution incorporating

several processes is obtained.

Sarah Mitchell
University of British Columbia
sarah@iam.ubc.ca

MS28

An Asynchronous Parallel Algorithm for Handling
General Constraints in the Context of Generating
Set Search Methods for Derivative-free Optimiza-
tion

We will discuss an asynchronous parallel implementation
of a derivative-free augmented Lagrangian algorithm for
handling general nonlinear constraints. Our primary fo-
cus will be on solving problems whose objective and/or
constraint functions are computationally expensive. The
method solves a series of linearly constrained subprob-
lems, seeking to approximately minimize the augmented
Lagrangian which involves the nonlinear constraints. Each
subproblem is solved using a generating set search algo-
rithm capable of handling degenerate linear constraints.
We use APPSPACK to solve the linearly-constrained sub-
problems, enabling the objective and nonlinear constraint
functions to be computed asynchronously in parallel. A
description and theoretical analysis of the algorithm will
be given followed by extensive numerical results.

Josh Griffin
Sandia National Labs
jgriffi@sandia.gov

Tamara G. Kolda
Sandia National Laboratories
tgkolda@sandia.gov

MS28

Implicit Filtering and Applications

Implicit filtering samples the objective function at a stencil
of points centered at the current best point. The optimiza-
tion is governed by a finite difference quasi-Newton step
and the results of a direct search on the stencil. In this
talk we describe a new implementation of implicit filter-
ing in MATLAB, some new convergence results, and the
application of the new code to a problem in hydrology.

Katie Folwer
Clarkson University
kfowler@clarkson.edu

Vincent Bannister
North Carolina State University
vebannis@eos.ncsu.edu

Tim Kelley
North Carolina State Univ
Department of Mathematics
tim kelley@ncsu.edu

MS28

An Augmented Lagrangian Pattern Search Algo-
rithm for Linear and Nonlinear Constrained Opti-
mization

This talk demonstrates a pattern search algorithm for lin-
ear and nonlinear constrained optimization. Our approach
is motivated by the bound constrained augmented La-
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grangian algorithm for pattern search by Michael Lewis
and Virginia Torczon. Our implementation handles linear
and bound constraints separately from the nonlinear con-
straints. A sub-problem is formulated by combining the ob-
jective, the nonlinear equality, and the nonlinear inequality
constraint functions using Lagrangian and penalty param-
eters. A sequence of such optimization problems are ap-
proximately minimized using the pattern search such that
the linear and bounds constraints are satisfied. The sub-
problem formulation and the update of Lagrangian and
penalty parameters is an adaptation of work by Conn,
Gould, and Toint on augmented Lagrangian methods. We
give numerical results for this method on several test prob-
lems.

Rakesh Kumar
The Mathworks, Inc.
rkumar@mathworks.com

MS28

Constrained Optimization by Generating Set
Search

We discuss an augmented Lagrangian approach to apply-
ing generating set search to nonlinear programming. The
approach is based on the approximate minimization, with
a suitable derivative-free stopping criterion, of a sequence
of augmented Lagrangian relaxations of the original prob-
lem, with bound and general linear constraints kept ex-
plicit. We highlight the analytical results underlying the
approach and provide numerical illustrations. We also dis-
cuss strategies for active set identification and techniques
for accelerating the overall optimization process.

Robert M. Lewis
College of William and Mary
rmlewi@wm.edu

Tamara G. Kolda
Sandia National Laboratories
tgkolda@sandia.gov

Virginia J. Torczon
College of William & Mary
Department of Computer Science
va@cs.wm.edu

MS29

Flow Models of Ferroelectric Liquid Crystals

This presentation deals with modeling of nonlocal electro-
static effects in liquid crystals. While many of the liquid
crystals found in applications are dielectric, the synthesis of
new materials, such as the bent-core molecule type, moti-
vate studies of ferroelectric phases. The spontaneous polar-
ization of the liquid crystal creates an electrostatic energy
that may be felt in the whole space. Molecular and shape
rearrangement take place in order to prevent energetically
costly configurations. We will discuss bulk rearrangements
in terms of undulation and periodicity. Likewise, we argue
that the development of telephone cord shapes observed in
bent-core molecule liquid crystal filaments is also the result
of an optimization mechanism. We will discuss the forma-
tion of helical filaments from the point of view of nonlinear
elasticity. We will end the presentation addressing related
flow phenomena.

Maria-Carme Calderer
Deparment of Mathematics

University of Minnesota, USA
mcc@math.umn.edu

MS29

Numerical Modeling of Electric-field-induced Tran-
sitions in Cholestric-liquid-crystal Films

We consider thin films of a cholesteric liquid-crystal mate-
rial subject to an applied electric field. In such materials,
the liquid-crystal ”director” (local average orientation of
the long axis of the molecules) has an intrinsic tendency to
rotate in space; while the substrates that confine the film
tend to coerce a uniform orientation. The electric field en-
courages certain preferred orientations of the director as
well, and these competing influences give rise to several
different stable equilibrium states of the director field, in-
cluding spatially uniform, translation invariant (functions
only of position across the cell gap), and periodic (with 1-D
or 2-D periodicity in the plane of the film). These struc-
tures depend on two principal control parameters: the ratio
of the cell gap to the intrinsic ”pitch” (spatial period of ro-
tation) of the cholesteric and the magnitude of the applied
voltage. We report on numerical work (in progress) on the
bifurcation and phase behavior of this system. The study
was motivated by potential applications involving switch-
able gratings and eyewear with tunable transparency. We
compare our results with recent experiments conducted in
the Liquid Crystal Institute at Kent State University

Eugene C. Gartland
Kent State University
gartland@math.kent.edu

Peter Palffy-Muhoray
Liquid Crystal Institute, Kent State University
mpalffy@cpip.kent.edu

Oleg Lavrentovich
Liquid Crystal Institute
Kent State University
odl@lci.kent.edu

Ivan Smalyukh
Liquid Crystal Institute and Chemical Physics Program
Kent State University
smalyukh@lci.kent.edu

Bahman Taheri
Liquid Crystal Institute, Kent State University
bahman@alphamicron.com

Housan Huang
Mathematics Department
Kent State University
hhuang@math.kent.edu

Tamas Kosa
AlphaMicron, Inc.
tamas@alphamicron.com

MS29

Hydrodynamics inside the Lung: Materials, Forces
and Flows

Abstract not available at time of publication.

Richard Superfine
Department of Physics and Astronomy
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UNC Chapel Hill
super@physics.unc.edu

MS29

Kinetic Model Simulations of 2-d Structure Forma-
tion in Sheared-rigid Rod Suspensions

We present a numerical algorithm for nano-rod suspen-
sion flows, and provide benchmark simulations of a plane
Couette cell experiment. The system consists of a Smolu-
chowski equation for the orientational distribution function
of the nano-rods together with the Navier-Stokes equation
for the solvent with an orientation-dependent stress. The
rigid rods interact through nonlocal excluded-volume and
distortional elasticity potentials and hydrodynamic inter-
actions. The algorithm resolves full orientational config-
uration space, two dimensional physical space, and time,
and employs a velocity-pressure formulation of the Navier-
Stokes equation. This method extends our previous solver
from 1D to 2D in physical space.

Qi Wang
Florida State University
Department of Mathematics
wang@math.fsu.edu

Ruhai Zhou
Department of Mathematics and Statistics
Old Dominion University
rzhou@odu.edu

Gregory Forest
Mathematics Department
UNC Chapel Hill
forest@email.unc.edu

MS30

Conformal Cortical Cartography Using the Dis-
crete Approach of Circle Packings

The functional processing of the human brain occurs on
the highly fold surface, called the gray matter. Neuroscien-
tists are interested in developing 2D, surface-based analysis
methods for analyzing the location of functional process-
ing and studying disease and aging. Our group was the
first group to propose using conformal-based methods for
unfolding and flattening the cortical surface. We compute
our quasi-conformal maps using circle packings and since
then, a number of other conformal-based approaches have
been suggested. I will discuss the method of circle pack-
ings, how we are applying it to brain imaging and open
questions which need to be investigated.

Monica K. Hurdal
Florida State University
Department of Mathematics
mhurdal@math.fsu.edu

MS30

Automatic Detection of Anatomical Features Using
Brain Conformal Parametrization

Important anatomical features on the cortical surface are
usually represented by landmark curves, called sulci/gyri
curves. Manual labelling of these landmark curves is time-
consuming, especially when there is a large set of data.
In this paper, we propose a method to trace the land-
mark curves on the cortical surfaces automatically based

on the principal directions. Suppose we are given the
global conformal parametrization of the cortical surface,
our method traces the landmark curves iteratively on the
spherical/rectangular parameter domain along the princi-
pal direction, which is based on a variational approach.
This involves solving a PDE on the cortical surface. Con-
sequently, the landmark curves can be mapped onto the
cortical surface. To speed up the iterative scheme, we
propose a method to get a good initialization by extract-
ing the high curvature region on the cortical surface using
Chan-Vese segmentation method, which involves solving
another PDE on the surface. Using the global conformal
parametrization technique, we propose a method to solve
PDEs on surfaces with arbitrary topologies. The main idea
of this method is to map the surface conformally to a 2D
rectangle and then transform the PDE on the 3D surface
into a modified PDE on the 2D parameter domain. Con-
sequently, we can solve the PDE on the parameter domain
by using some well-known numerical schemes on R

2 . To do
this, we have to define a new set of differential operators
on the manifold such that they are coordinates invariant.
Since the Jacobian of the conformal mapping is simply a
multiplication of the conformal factor, the modified PDE
on the parameter domain will be very simple and easy to
solve. Experimental results show that the landmark curves
detected by our algorithm closely resemble to those man-
ually labelled curves. As an application, we used these
automatically labelled landmark curves to build average
cortical surfaces with an optimized brain conformal map-
ping method. Experimental results show our method can
help automatically matching brain cortical surfaces.

Tony F. Chan, Paul M. Thompson, Lok Ming Lui
UCLA
chan@math.ucla.edu, thompson@loni.ucla.edu,
malmlui@math.ucla.edu

Yalin Wang
Mathematics Department
University of California, Los Angeles
ylwang@math.ucla.edu

MS30

Computational Methods for Quantitative Analysis
of the brain

This talk will summarize our work on analysis of MR brain
images. Our main research goal aims at developing au-
tomated image analysis methods for precisely quantifying
subtle and complex structural/ functional changes in the
brains, to be used for early detection of brain diseases,
such as Alzheimer’s Disease (AD). Accordingly, we devel-
oped a 3D brain registration method, called HAMMER,
which has been successfully applied to many large clini-
cal research studies and clinical trials, involving approxi-
mately 3,000 MR brain images. Moreover, we developed
a nonlinear brain classification method to jointly use all
structural changes for classification of schizophrenia pa-
tients from normal controls. Details of HAMMER regis-
tration algorithm and nonlinear brain classification method
will be discussed in this talk.

Dinggang Shen
Department of Radiology
University of Pennsylvania School of Medicine
Dinggang.Shen@uphs.upenn.edu

MS30

Brain Mapping Techniques for Computer Aided
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Diagnosis and Follow Up

In this talk, we will present an integrated neuroimage
processing pipeline being developed in our Center for
computer-aided clinical diagnosis and follow-up of neu-
rological disorders patients. The pipeline is strongly
grounded on a number of mathematical brain mapping
techniques, including high-dimensional hybrid volumetric
and surface warping; cortical surface reconstruction, non-
linear image registration, statistical modeling, conformal
mapping and visualization, whole brain parcellation, and
quantitation of diffusion tensor imaging and gray matter
diffusivity. These mathematical techniques have been ap-
plied to aid the diagnosis and monitoring of patients with
Creutzfeldt-Jakob disease, Alzheimers disease, schizophre-
nia, primary brain tumor, and adolescent idiopathic scol-
iosis. We will report our experimental results from some
of these clinical studies.

Stephen T.C. Wong
Brigham & Women’s Hospital, Harvard Medical School
Boston, MA 02121-8098, USA
swong5@partners.org

MS31

Extension of the Principal Interval Decomposition
for Model Reduction in Fluids

The Principal Interval Decomposition is an extension of
POD that can identify solution modes that are dominant
over short time intervals, but would be missed by standard
POD. We investigate the role of the PID in generating
bases for reduced order models of nonlinear problems using
an example from fluid flow.

Jeff Borggaard
Virginia Tech
Department of Mathematics
jborggaard@vt.edu

MS31

Model Reduction and the Solution of Sylvester
Equations

In this paper, we derive a reliable way to compute the
orthogonal bases of the generalized Krylov subspaces re-
quired for model reduction via tangential interpolation.
The residual error of the large linear systems of equations
that are solved in order to produce the bases are controlled
so as to yield a small backward error in the associated
Sylvester equations and in the model reduction problem.
The efficiency and effectiveness of the algorithm is also dis-
cussed.

Paul M. Van Dooren
Catholic University of Louvain
Belgium
vdooren@csam.ucl.ac.be

Antoine Vandendorpe
Universite Catholique de Louvain
Louvain-la-Neuve, Belgium
vandendorpe@csam.ucl.ac.be

Kyle Gallivan
Florida State University
gallivan@scs.fsu.edu

MS31

Approximate Solution of Lyapunov Equations in
Low Rank Factored Form

An algorithm is presented to approximately solve large
scale Lyapunov equations in low rank factored form. The
algorithm is based upon a synthesis of an approximate
power method (APM) and an alternating direction implicit
(ADI) method. The new algorithm uses an APM correc-
tion step to obtain a basis update and then constructs an
appropriate re-weighting of this correction to provide a fac-
tored update that enjoys ADI-like theoretical convergence
properties. The method converges rapidly in practice.

Danny C. Sorensen
Rice University
sorensen@rice.edu

MS31

Model Reduction for Large-Scale Systems with
High-Dimensional Parametric Input Space

A key challenge that must be addressed to obtain reduced-
order models for large-scale optimal design, optimal con-
trol, and inverse problem applications is the need to cap-
ture variation over a parametric input space of high dimen-
sion. We pose the task of determining appropriate sample
points for a reduced basis method as an optimization prob-
lem, which is implemented using an efficient adaptive al-
gorithm that scales well to systems with a large number of
parameters.

Omar Ghattas
University of Texas at Austin
omar@ices.utexas.edu

Tan Bui-Thanh, Karen E. Willcox
MIT
tanbui@mit.edu, kwillcox@MIT.EDU

MS32

Incoherent Solitons in Instantaneous Nonlinear
Media

Spatially incoherent solitons self trap entities whose struc-
ture varies randomly in time form when diffraction is ro-
bustly balanced by self-focusing. This balance results in
the stationary propagation of the beams envelope. Until
recently, it was believed that a prerequisite for the forma-
tion of incoherent solitons is that the nonlinearity is nonin-
stantaneous having a response time much longer than the
characteristic beam fluctuation time. We present our study
on incoherent solitons in instantaneous nonlinear media.

Oren Cohen
University of Colorado at Boulder
coheno@colorado.edu

MS32

Mode Competition in Bragg Grating Defects

We consider light confined by a defect in a Bragg grat-
ing optical fiber that supports multiple bound states. This
system has no energy-minimization principle, but selects
a sort of ground state when more than one mode is ini-
tialized. The interaction takes place via coupling to the
continuous spectrum. Eigenvalues are computed numeri-
cally using Evans functions. Instabilities arise due to edge
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bifurcations and to collisions between neutral eigenvalues
colliding with the continuous spectrum.

Michael I. Weinstein
Columbia University
Dept of Applied Physics & Applied Math
miw2103@columbia.edu

Roy H. Goodman
New Jersey Institute of Technology
Department of Mathematical Sciences
goodman@njit.edu

MS32

A Hierarchy of Homoclinic Bifurcations at the On-
set of Pulse Self-Replication

We establish a series of properties of symmetric, N -pulse,
homoclinic solutions of the reduced Gray-Scott system

u′′ = uv2, v′′ = v − uv2,

which play a pivotal role in questions concerning the ex-
istence and self-replication of pulse solutions of the full
Gray-Scott model. Specifically, we establish the existence,
and study properties, of solution branches in the (α, β)-
plane that represent multi-pulse homoclinic orbits, where
α and β are the central values of u(x) and v(x), respec-
tively. We prove bounds for these solution branches, study
their behavior for large α , and establish a series of geomet-
ric properties of these branches which are valid throughout
the (α, β)-plane. We also establish qualitative properties
of multi-pulse solutions and study how they bifurcate, i.e.,
how they change along the solution branches.

Tasso J. Kaper
Boston University
Department of Mathematics
tasso@math.bu.edu

Arjen Doelman
CWI Amsterdam, the Netherlands
A.Doelman@cwi.nl

L.A. Peletier
Leiden University
peletier@math.leidenuniv.nl

MS32

Numerical Study of One-dimensional Bose-Einstein
Condensates in a Random Potential

We present a detailed numerical study of the effect of a dis-
order potential superimposed on a confining trap on a one-
dimensional Bose-Einstein condensate in the framework of
a mean-field description, i.e., Gross-Pitaevskii equation.
We find that the ensemble average size of the stationary
profile decreases with an increasing strength of the disor-
der potential for repulsive as well as attractive interactions
among atoms. For repulsive interactions, when the trap is
switched off, with the increasing strength of disorder, an
inhibition of the expansion of the condensate occurs both
in the interaction dominated Thomas-Fermi regime and the
confinement dominated Gaussian regime. However the de-
tails of the time dependent profile differ considerably in
these two situations.

Ziad Musslimani
Dept. of Mathematics
Florida State University

musliman@math.fsu.edu

MS33

Efficient Cluster Computing for Time-Dependent
Reaction-Diffusion Equations on High Resolution
Meshes

The flow of calcium ions in one human heart cell can be
modeled by a system of time-dependent reaction-diffusion
equations. The flow is driven by sources at a large number
of discrete points in the three-dimensional domain that ne-
cessitate the use of meshes with millions of nodes. The use
of parallel computing clusters allows for the solution of this
problem with excellent scalability on a commodity cluster
with a high-performance computational interconnect.

Matthias K. Gobbert
University of Maryland, Baltimore County
Department of Mathematics and Statistics
gobbert@math.umbc.edu

MS33

Tracking the High End of Mesh-based PDE Simu-
lations through the Gordon Bell Prize

The Gordon Bell Prize, awarded annually since 1988 for
high sustained floating point rates on real applications, has
often attracted submissions based on finely resolved meshes
that arise from multiscale PDEs or fundamentally lattice-
based phenomena. Since 1999, the Special Prize has been
awarded for simulations that fall short of highest sustained
flop/s, but define new performance envelopes for mesh-
based applications with irregular data access patterns. We
review the applications and hardware intertwined in this
history, extrapolate trends, and look in detail at recent
noteworthy submissions.

David E. Keyes
Columbia University
Department of Applied Physics & Applied Mathematics
david.keyes@columbia.edu

MS33

Parallel Hybrid Solvers for Large Scale Finite Ele-
ment Problems

We consider the development of hybrid preconditioners
that can accelerate the convergence of parallel Conjugate
Gradients for systems from finite element applications.
Our hybrids exploit tree-structured parallelism to com-
bine the strengths of incomplete Cholesky factorization and
sparse approximate inversion schemes. We will discuss our
hybrid scheme and provide empirical results on the qual-
ity of preconditioning and execution times for precondi-
tioner construction and application on large-scale multi-
processors.

Padma Raghavan
The Pennsylvania State Univ.
Dept of Computer Science Engr.
raghavan@cse.psu.edu

Barry F. Smith
Argonne National Lab
MCS Division
bsmith@mcs.anl.gov

Keita Teranishi
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Department of Computer Science and Engineering
The Pennsylvania State University
teranish@cse.psu.edu

MS33

Parallel Solution of a Finite Element Problem with
10 Billion Unknowns

Large-scale, parallel, finite element simulations require
scalable algorithms, such as the multigrid method and a
careful design and analysis of their implementation. This
includes identifying and removing bottlenecks that limit
the serial performance of component algorithms such as
smoothing and residual error calculation. The Hierarchi-
cal Hybrid Grids (HHG) framework has been developed
as an efficient, memory conserving data structure for mul-
tilevel algorithms that exploits the regularity of very fine
meshes after repeated refinement. The HHG algorithms
and data structures show excellent serial performance and
equally good parallel scalability. The HHG framework has
been implemented on a 1024 processor SGI Altix to solve
large finite element problems with more than ten billion
unknowns.

Ulrich Ruede
Lehrstuhl fuer Simulation
Universitaet Erlangen-Nuernber
ruede@immd10.informatik.uni-erlangen.de

Frank Hülsemann
EDF R&D
frank.hulsemann@edf.fr

Ben Bergen
Los Alamos National Laboratory
ben.bergen@gmail.com

Tobias Gradl
Universität Erlangen
tobias.gradl@informatik.uni-erlangen.de

MS34

How Stability Leads to Variability: An Example
from Gene Expression

Abstract not available at time of publication.

Gabor Balazsi
Department of Biomedical Engineering
Boston University
balazsi@bu.edu

MS34

Interaction of Motor Proteins with Obstacles

Motor proteins frequently interact with obstacles in the
crowded cellular environments. We consider systems in
which two degrees of freedom, the motor protein and the
obstacle, affect each other’s motion. Examples include he-
licase unwinding of DNA, a polymerizing filament which
grows near a wall, and two motor proteins colliding on
a microtubule. This talk describes a simplified model of
the motor protein-obstacle interaction, where an interac-
tion potential describes how the protein and obstacle af-
fect each other’s motion. Results are presented both for
the general model and for the specific problem of helicases,
the motor proteins which unwind double-stranded DNA in
cells. We show that the form of the interaction between

helicase and junction strongly affects the overall DNA un-
winding rate.

Meredith Betterton
University of Colorado, Boulder
mdb@colorado.edu

MS34

A Multi-Scale Approach to Brownian Motors

The problem of Brownian motion in a periodic potential,
under the influence of external forcing, which is either ran-
dom or periodic in time, is studied in this paper. Mul-
tiscale techniques are used to derive general formulae for
the steady state particle current and the effective diffusion
tensor. These formulae are then applied to calculate the
effective diffusion coefficient for a Brownian particle in a
periodic potential driven simultaneously by additive Gaus-
sian white and colored noise. Our theoretical findings are
supported by numerical simulations.

Greg Pavliotis
Imperial College, London
g.pavliotis@imperial.ac.uk

MS34

A Unified Framework for Modeling the Dynamics
of Signaling Pathways

The emergence of high throughput technologies for molec-
ular biology is making the study of biochemical signaling
networks a possibility. However, as more signaling net-
works and elements are being identified, their complexities
and the intricate interactions among signaling molecules, or
cross-talk, are quickly becoming intractable. Understand-
ing how cells do signal processing therefore requires models
that define layers of abstractions in order to view signal-
ing algorithms at different resolutions. While a number of
deterministic and stochastic models have been formulated
over the years to describe different aspects of the dynamics
of signaling networks, most of these models use different
formalisms and concepts making their integration into a
unified framework very difficult. Here, we introduce a new
framework for modeling cellular signal processing based
on interacting Markov chains. This framework provides
a unified way to simultaneously capture the stochasticity
of signaling networks in individual cells while computing
a deterministic solution which provides average behavior
therefore allowing modeling at multiple resolutions within
the same framework. The use of this framework is demon-
strated on two classical signaling networks: the Mitogen
Activated Protein Kinase (MAPK) cascade and the signal-
ing pathway underlying bacterial chemotaxis.

Maya Said
Massachusetts Institute of Technology
mayasaid@MIT.EDU

MS35

Rate of Convergence of Numerical Solutions for
Stochastic Partial Differential Equations

In this talk we will present some of the recent develop-
ments on numerical solutions for stochastic partial differ-
ential equations (SPDEs). We will focus on the error esti-
mates of 1. The stochastic spectral finite element method
for SPDEs with random coefficients; 2. Galerkin approxi-
mation for SPDEs with white noise forcing term; We will
also discuss the challenges of numerical implementations of
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the approximate solutions.

Hongtao Yang
University of Louisiana at Lafayette
hyang@louisiana.edu]

Yanzhao Cao
Florida A&M University
caoy@csit.fsu.edu

MS35

Scaling Behavior of Stochastic, Multiphase Flow in
Porous Media

It has become increasingly apparent that subsurface for-
mations are heterogeneous at all length scales, and that
fine scale heterogeneities, particularly in the permeabil-
ity field, can have a significant impact on large scale flow.
Due to the difficulty in complete and certain characteriza-
tion of these heterogeneities, stochastic representations of
subsurface geologic properties have become commonplace.
As a result, the flow equations have stochastic coefficients,
and must also have stochastic solutions. Thus predictions
of flow outcomes are inherently stochastic. We examine
multiphase flow in stochastically described heterogeneous
porous media. The study centers on the interplay between
nonlinearity and heterogeneity in determining fluid mixing
dynamics. Monte Carlo simulations are used for a quanti-
tative analysis of this mixing. Different flow regimes, iden-
tified by the large time scaling behavior of the mixing dey-
namics, are characterized. This characterization provides
significant guidance for uncovering effective methods (and
their limits) for the scaling-up of multiphase flow systems
to scales suitable for computationally inexpensive yet ac-
curate fluid flow simulations.

Frederico Furtardo
University of Wyoming
Laramie, Wyoming
furtado@uwyo.edu

MS35

Stochastic Multi-Scale Methods for Turbulent Flow
Simulations

The use of stochastic methods for turbulent flow simu-
lations has significant advantages compared to the appli-
cation of deterministic methods: the important effects of
sources (chemical reactions) can be treated exactly, and the
mechanism of turbulent fluctuation dynamics is explained
(which is also helpful to develop consistent closures for cor-
relations of turbulent variables that appear as unknowns in
deterministic equations). However, stochastic methods de-
veloped previously are, basically, only applicable to certain
scales: the molecular scale, small-scale turbulent motions
(filter density function methods) and large-scale turbulent
motions (probability density function methods). First, the
paper illustrates these methods and their characteristic
advantages and disadvantages by means of several exam-
ples. This discussion results in the conclusion that methods
should be developed that have a broader range of applica-
bility, this means we need methods which are applicable to
a variety of scales. The second part of this paper shows how
it is possible to develop such stochastic multi-scale meth-
ods. The capabilities of such multi-scale methods and some
remaining challenges are described finally.

Stefan Heinz
University of Wyoming, USA

Heinz@uwyo.edu

MS35

Approximation of SPDE’s of Wick Type by Finite
Element and Finite Volume Methods

Stochastic partial differential equations (SPDEs) play fun-
damental and important roles in many problems. Their
mathematical treatment is more involved compared to that
of deterministic partial dierential equations. Their numer-
ical simulations become an important strategy in practical
applications. We propose the development of fnite element
and finite volume approximations of SPDEs, particularly
those SPDEs modelling fluid flows such as the stochastic
pressure equations or the stochastic Navier-Stokes equa-
tions that involve additive and multiplicative white noises
via the Wick product. We give existence and uniqueness re-
sults for the continuous problem and its approximation by
finite element method. Optimal error estimates are derived
and algorithmic aspects of the method are discussed. Our
method will reduce the problem of solving SPDEs by solv-
ing a set of deterministic ones. Moreover, one can recon-
struct particular realizations of the solution directly from
Wiener chaos expansions once the coecients are available.
Finally, we present numerical results of some test problems.

Hassan Manouzi
University of Laval
Quebec, Canada
hm@mat.ulaval.ca

MS36

Grid-Free Lagrangian Laser Plasma Simulations

Modeling and simulation of intense laser plasma interac-
tions has gained significant recognition due to advances in
inertial confinement fusion, nondestructive materials test-
ing, wake field accelerators, etc. In many of these systems,
the plasma is simulated using a Lagrangian descriptions,
i.e., the plasma is modeled as a collection of macro parti-
cles in phase space evolving under the action of an external
force. In this work we consider the development of a grid-
free Lagrangian plasma simulation for the self-consistent
simulation of laser plasma interactions. The method is O(N
log N) and couples a treecode field solver with a boundary
integral method. The method has advantages over tradi-
tional mesh based methods, as has been discussed in our
earlier work. As a first step to developing a grid-free elec-
tromagnetic laser plasma model, we model the laser plasma
interaction electrostatically as a ponderomotive force. We
then compare the grid-free solution to one computed using
a traditional mesh based method.

R. Krasny, A.J. Christlieb, G. Izbicki
AFRL
jean-luc.cambier@edwards.af.mil,
jean-luc.cambier@edwards.af.mil,
jean-luc.cambier@edwards.af.mil
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MS36

Virtual Prototyping of High Power Microwave De-
vices using a Massively Parallel Electromagnetic
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Particle-in-Cell Code

We are performing virtual prototyping of RF systems, from
pulse power through to antennas, with the ICEPIC (Im-
proved Concurrent Electromagnetic Particle-in-Cell) HPC
software that we have developed over the past several years
with funding from AFOSR. This code simulates from first
principles (Maxwells equations and Lorenzs force law) the
electrodynamics and charged particle dynamics of HPM
systems. The simulations that are used to design these
tubes can contain over a billion cells, more commonly
around a 100 million. This talk will focus on the electron
emission models used at the cathode and weighting of the
particles motion to the grid as currents. The impact of im-
proving the algorithms for emission and current weighting
is quantified by the improvement of accuracy and decrease
in time to solution for these large design simulations as well
as simple 2d test problems.

Keith L. Cartwright, Peter Mardahl
Air Force Research Laboratory
keith.cartwright@kirtland.af.mil,
peter.mardahl@kirtland.af.mil
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MS36

Implicit Moment Particle In Cell (PIC) Simulation
of Multiple-Scale Plasma Simulation

Kinetic PIC methods are limited by their need to resolve
the smallest scales in space and time for stability. We de-
scribe the latest implementation of the implicit moment
method for kinetic PIC simulation. The primary features
are: 1) elimination of the explicit stability constraint, the
time step and the grid spacing are limited by an accuracy
condition; 2) several orders of magnitude can be gained in
CPU time for a given accuracy; 3) Large scale macroscopic
kinetic simulations becomes feasible.

Giovanni Lapenta
Los Alamos National Laboratory
lapenta@lanl.gov

MS36

Particle Simulations with 2nd-order Accurate Field

Algorithms in the VORPAL Plasma Simulation
Software

We give an overview of the VORPAL plasma simualtion
software and recent improvements which allow for 2nd-
order accurate FDTD field solutions in complex structures
with curved surfaces. Implementation, benchmarking, and
analysis of Dey-Mittra and Zagorodnov cut-cell algorithms
is presented. The VORPAL software contains several par-
ticle simulation methodologies, including particle-in-cell
(PIC), DSMC, and delta-f methods. Issues involving par-
ticle creation, kill, and interactions in the cut-cells will be
discussed, and progress in these areas will be presented.
Use of 2nd-order accurate algorithms with particles is il-
lustrated for accelerator cavity and other complex geome-
tries, using large-scale parallel computing resources. Fund-
ing for this work provided by AFOSR Contract FA9550-
04-C-0041, and DOE Contracts DE-FG02-05ER84172 and
DE-FG02-03ER83841.
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MS37

Modelling the Hiv/AIDS Epidemic in Sub-Sahara
Africa: The Effects of Interventions

In Sub-Sahara Africa the population can be divided into
high-risk and low-risk subgroups. We investigate the effec-
tiveness of intervention focused on reducing the burden of
HIV/AIDS among high-risk individuals. Within decades
drug resistance will be widespread and the epidemic will
continue unabated. Accordingly, we address the problem:
at what rate and at what stage should HIV/AIDS patients
be treated to ensure that the current drugs remain useful
until the next generation of drugs is developed?

Edward Lungu
University of Botswana
LUNGUEM@mopipi.ub.bw
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MS37

Vaccine Induced Pathogen Type Replacement

Many pathogens are represented by multiple antigenically
distinct types. Vaccination provides vaccinated individuals
with immunity specific to the particular type that created
it. What is observed on population level when a vacci-
nation campaign is initiated is that those pathogen types
that circulated in the population before the vaccination di-
minish in prevalence while others (typically not included
in the vaccine) increase in prevalence. This phenomenon
has been termed the replacement effect. The mechanism
of the replacement effect is thought to be the differential
effectiveness of the vaccine. In a recent article we reported
that we observed population level strain replacement in an
epidemic model with super-infection and ”perfect” vacci-
nation, that is vaccination that protects 100 percent all
vaccinated individuals against both strains involved in the
model. Would strain replacement have occurred if the
trade-off mechanism in the model was not super-infection
but coinfection and the vaccine is perfect? If differential
effectiveness of the vaccine is not necessary for the replace-
ment effect to occur, what is the causal mechanism of strain
replacement? How does that mechanism explain the oc-
currence of the effect in the presence and in the absence
of differential effectiveness of the vaccine? I will address
these questions in this talk.

Maia Martcheva
Department of Mathematics
University of Florida
maia@math.ufl.edu
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MS37

Stability for a Class of Epidemic Models with Mass
Action Incidence

An ODE mass action model of tuberculosis with an arbi-
trary number of latent stages is considered, allowing a very
general distribution of latency times to be approximated.
The global dynamics of the system are completely deter-
mined, yielding the traditional threshold behaviour. The
results are extended to the limiting case where the number
of latent classes goes to infinity, giving results for PDE and
integral equation systems.

Connell McCluskey
Wilfrid Laurier University
ccmcc8@gmail.com

MS37

Construction of Dynamical Consistent Finite Dif-
ference Schemes for ODE’s Modeling Biological
Systems

Mathematics plays an essential role in the understanding of
various phenomena in the biological/biomedical sciences by
its use both to formulate models of the underlying dynam-
ics and the subsequent application of techniques to study
the evolution of the system variables. However, the com-
plexity of the derived differential equations generally do
not allow the calculation of explicit solutions. A conse-
quence of this situation is the need to have integration
methods that permit valid numerical solutions to be cal-
culated. A popular technique, widely used in the natural
and engineering sciences, is based on the use of finite differ-
ences to approximate the derivations and other functions
occurring in the differential equations. Using the concept
of dynamical consistency, we demonstrate that valid dis-
crete models of differential equations can be constructed.
In addition to introducing the concepts and methods of
NSFD schemes, their utility is demonstrated by applying
these techniques to several important systems of coupled,
nonlinear ODE’s modeling biological/biomedical systems.
This work has been supported in part by a research grant
from DOE.

Ronald E. Mickens
Clark Atlanta University
rohrs@math.gatech.edu

MS38

High Frequency Sparse Array Synthesis for Target
Identification Signatures

It is known that high frequency in the terahertz (THz)
range have some unique advantages. They have high reflec-
tive properties for biological objects and have a good pen-
etration property through dielectric materials. These radi-
ations are non-ionizing and can be used for civilian appli-
cations. High frequency aperture consisting of THz trans-
mission modules can be fairly small allowing the equipment
to be portable. Phased array components mainly consist
of sources detectors up-converters down-converters mixers
and circulators. These components, for THz applications,
are under active development. However each component of
these high frequency modules for transmission and recep-
tion can be fairly large. In this paper thinned phased arrays
have been investigated. A deterministic approach involv-
ing space tapering using Taylor synthesis for continuous
aperture has been used. Discretization has been carried
out and performance of these arrays has been evaluated
for various side-lobe controls. Circular as well as elliptical
arrays have been considered. Using the results of thinned
circular discrete array elements, elliptical arrays have been
designed using invariant principal of the synthesis and their
performance evaluated. Use of these arrays for generation
of signatures for target identification has been indicated.

Moayyed Hussain

GE Corporate Research and Development/
tba@ge.com

MS38

Reflections on Ben Nobles Contributions to Gen-
eralized Inverses,

Ben Noble and I discussed on many occasions generalized
inverses of matrices and related aspects of integral equa-
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tions of the first kind. He told me once that he is only
a dabbler in this area who wants to learn more. I have
learned from Ben more than he has learned from me. Ben
had strong views on usefulness and strong limitations of
various formulas for matrix generalized inverses and com-
putational methods. In this talk, I will reflect on some of
Ben Nobles contributions to generalized inverses and rem-
inisce about some discussions and encounters.

Zuhair Nashed
University of Central Florida
znashed@mail.ucf.edu

MS38

Analysis of Inexact Inverse Iteration for Large
Sparse Eigenvalue Problems Using Newton’s
Method with Application to Preconditioned Iter-
ative Solvers

The use of Newton’s method to discuss inverse itera-
tion was first considered by Unger in 1950 (ZAMM,vol
30,pp281-282) and was rediscovered by Wilkinson in the
early 1970’s, though the most well-known article didn’t ap-
pear until 1979 (Peters and Wilkinson, SIAM Rev). Ben
Noble told me about Wilkinson’s idea in 1972 and my PhD
thesis in 1974 contained an appendix developing this idea.
Since then similar ideas have been used to great effect to de-
rive numerical methods for nonlinear eigenvalue problems
and bifurcation problems. Very recently this way of looking
at inverse iteration as a Newton method has proved helpful
in analysing the convergence of inexact inverse iteration for
large sparse matrix eigenvalue problems. In such problems
it is often impractical to solve the shifted linear systems di-
rectly and iterative methods are employed to solve systems
to a specified tolerance. In this talk a convergence analysis
for inexact inverse iteration using variable shifts and fixed
or varying solve tolerances will be given. A useful byprod-
uct of the analysis is that it suggests a new approach to the
problem of preconditioning the shifted systems that arise
in inverse iteration. Numerical examples will be given.

Alastair Spence
University of Bath
as@maths.bath.ac.uk

MS38

Mixed Boundary Value Problems and Singular In-
tegral Equations

Some classical problems from dual integral equations and
singular integral equations with Cauchy-Principal -Value
integrals are revisited in the context of uncertain data ,
instability and lack of uniform convergence.

Ram Srivastava
SUNY at Stony Brook
tba

MS38

On Generic Convergence of Numeical Methods for
Hybrid Dynamical Systems

We consider the initial value problem for a large class of
impulsive and hysteretic hybrid systems. We define a ge-
ometrically intuitive metric on a suitable space of cadlag
functions, then construct numerical approximations that
converge generically (but not necessarily generally) in this
metric. We conjecture that the metric used generates the

Skorohod J-1 topology.

Lucio Tavernini
University of Texas, San Antonio
lucio@tavernini.com

MS39

Model Selection as an Inverse Problem

In the literature of infectous diseases, it is common to find
multiple proposed models for the same pathogenic phe-
nomena. In many of these cases, the models are systems
of differential equations, which the authors then fit to ex-
perimental data to infer conclusions about the biological
system. We propose a model selection methodology which
includes models for deterministic individual dynamics and
random population effects. These are combined in a model
selection criterion which balances goodness-of-fit with a
measure of statistical complexity. The inverse problem
concerning the distinguishability of a class of models will
be discussed. Analytical and computational results will be
presented as well as an application to modeling in vivo HIV
infection dynamics under therapy.

David M. Bortz
University of Michigan
Department of Mathematics
dmbortz@umich.edu

MS39

Using Sensitivity Analysis and Fisher Information
in the Design of Viral Dynamics Studies

Abstract not available at time of publication.
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MS39

Back to the Basics to Improve our Ability to Model
Infectious Diseases

Infectious disease modeling has become one of the hottest
topics in mathematical biology. However, to apply mathe-
matical models to infectious disease dynamics can be quite
tricky and complicated. Since there are no natural physical
laws that we can utilize, like those in cancer and develop-
mental biology modeling, one must begin to look at tradi-
tional mathematical concepts to address model correctness.
Fortunately, there are some wonderful tools avialable, such
as model sensitivity, model selection, and model identifia-
bility, that we can use. In this talk I will discuss the reasons
for the use of these tools and how these tools help improve
our modeling capabilities. Our group has been working on
developing algorithms for identifiabiliy and selection that
hopefully will make it easier for modelers to employ these
techniques in their work. I will focus on models for HIV
and HBV dynamics and show the ways that we can im-
prove upon our modeling of these diseases. For instance,
numerous models have been used to predict parameters
from patient data in HIV but applying a simple technique
from algebra, called model identifiability, we have been able
to show that the models we have been using are not neces-
sarily identifiable. Hence, we are working to put modeling
of ID on solid ground using these techniques. We will also
discuss techniques from statistical methods such as boot-
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strapping and monte carlo.

Patrick W. Nelson
University of Michigan
Department of Mathematics
pwn@math.umich.edu

MS39

Statistical Estimation and Identifiability of Dy-
namic Parameters in HIV/AIDS Dynamic Models

In this talk, I will discuss the issues of identifiability
of dynamic parameters in differential equation models of
HIV dynamics. We show that four parameters and the
product of the remaining two parameters in the popu-
lar three dimensional HIV/AIDS model can be identified
based on measurements of viral load. We propose a least
square method to estimate the parameters without addi-
tional assumption about the initial condition. The pro-
posed method is implemented to study the statistical iden-
tifiability of the dynamic parameters in simulation study
and applied to virological response data from HIV-infected
patients receiving antiretroviral treatment. A variety of
statistical estimation methods for estimating the dynamic
parameters in the differential equation models will be re-
viewed and discussed.

Hulin Wu
University of Rochester
Department of Biostatistics and Computational Biology
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MS40

Towards the Efficient Solution of Quantum Optimal
Control Problems

Optimal control of finite-level quantum systems is dis-
cussed and a solution scheme for the optimization of a
control representing lasers pulses is developed. The pur-
pose of this external field is to channel the system’s wave-
function between two given states in its most efficient way.
This problem is solved numerically by multilevel iterative
techniques. Some open issues regarding the solution of ex-
tended quantum optimal control problems are outlined.

Alfio Borzi
Institute for Mathematics and Scientific Computing
University of Graz
alfio.borzi@uni-graz.at

MS40

Electric Impedance Tomography with Circular Pla-
nar Graphs

We present an inversion method that handles the se-
vere ill-posedness of Electric Impedance Tomography by
proper sparse parametrization of the unknown conductiv-
ity. Specifically, we consider finite volume grids, which
are resistor networks in disguise, with the resistors being
averages of the conductivity over grid cells. We show that
resistor networks can be recovered uniquely from Dirichlet-
to-Neumann map measurements and thus can be used for
estimating averages of the conductivity efficiently. Then
we show how to incorporate a priori information about the
solution.

Fernando Guevara Vasquez
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MS40

Distributed Parameter Identification for the
FitzHugh-Nagumo Model of Electrocardiology

We consider distributed parameter identification problems
for the FitzHugh-Nagumo system, aiming at reconstructing
physical parameters from point electrical potential mea-
surements over an interval of time. The inverse problem
is posed as a PDE-constrained optimization problem, min-
imizing a regularized functional describing the mismatch
between model prediction and measurement. We have de-
veloped a parallel algorithm of Newton-Krylov type, using
PETSc. The method combines Newton’s method for nu-
merical optimization with Krylov subspace solvers for the
resulting Karush-Kuhn-Tucker system.

Yuan He
Columbia University
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MS40

Multilevel Preconditioning Techniques for the In-
version of Convection-Diffusion-Reaction Equa-
tions and Incompressible Flows

We demonstrate multilevel preconditioning for the inver-
sion of convection-diffusion-reaction (CDR) and the inver-
sion of the initial state of an incompressible flow. The
multi-level preconditioning is applied to the forward CDR
operator in a reduced space sequential quadratic program-
ming approach. In this case a simple velocity field is as-
sumed. To extend this approach to a practical application,
the velocity field should ideally be inverted. An example
application could be the identification of chemical trans-
port in an external flow where the velocity fields depends
on weather dynamics. To this end we show that multi-level
techniques designed for solving regularized ill-posed prob-
lems can be applied successfully to the inverse problem of
reconstructing the initial state of an incompressible flow
from sparse measurements in space and time. We show
that, at fine resolution, this inverse problem can be solved
at a cost that is a reasonably small multiple of the cost for
a forward solve.
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MS41

Calculating Ion Permeation through Biological
Channel Proteins

We have developed methodology to simulate the current of
ions (Na+, Cl-, etc.) through a general three-dimensional
ion channel structure embedded in a lipid bilayer when an
electric potential is applied across the membrane. These
calculations are done at the level of Brownian dynamics,
i.e., ions are treated as particles and their motion is com-
puted using a stochastic algorithm which simulates Brow-
nian motion. Water solvent is treated as a dielectric con-
tinuum, which both supplies the thermal agitation under-
lying the motion of the ions and influences the electro-
static forces on these ions by virtue of its dielectric con-
stant (which differs substantially from that of the protein-
membrane complex). Application is made to the Glycine
Receptor channel, emphasizing physico-chemical influences
on ion current, e.g., charges of critical pore-lining amino
acids, channel geometry, etc.

Rob Coalson
Department of Chemistry
University of Pittsburgh
rob@ringo.chem.pitt.edu

MS41

Shockley-Ramo Theorem Allows a Glimpse Inside
An Ion Channel

Theorems are rarely useful in biology but Shockley-Ramo
SR* is an exception. This generalization of Kirchoff’s cur-
rent law relates measured macroscopic currents to atomic
charge movements inside proteins. Such measurements of
‘gating currents’ are widely used to estimate energy of
charge movements inside isolated proteins, even though iso-
lated proteins do not exist in biology. Fortunately, SR sup-
ports general interpretations of gating current, although
not every atomic model.*Nonner et al. Biophysical Jour-
nal 87: 3716 (2004).

Robert S. Eisenberg
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MS41

Poisson-Nernst-Planck Systems with Permanent
Charges

We study Poisson-Nernst-Planck (PNP) systems with a
piece-wise constant permanent charge as a model for ion
flow through membrane channels. Assuming the ratio of
the Debye length to the length of channel is small, we ex-
amine steady-states of boundary value problems of PNP
systems using geometric singular perturbation approach.
It turns out steady-state solutions exhibit two boundary
layers at the two ends and two internal layers at each jump
point of the permanent charge.

Weishi Liu
Dept. of Mathematics
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MS41

Funneling Ions from Macroscopic to Atomic: Ion

Access to Nanochannels

Ionic currents through protein channels of biological mem-
branes depend on their atomic level structure and charge
distribution of the proteins, but are driven by an applied
electric potential and ion concentrations macroscopic dis-
tances from the channel. We analyze this multiscale prob-
lem with matched asymptotics, and demonstrate how the
geometry of the access region controls ionic currents, giv-
ing new insights to the operation and design of channels as
inherently multiscale nano-devices. Joint work with Bob
Eisenberg, John Norbury, Zeev Schuss and David Holcman.

Amit Singer
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MS42

Conformal Mapping of Some Non-harmonic Func-
tions in Transport Theory

Since the nineteenth century, conformal mapping has been
used to solve Laplace’s equation by exploiting the con-
nection between harmonic and analytic functions. In this
talk, we note that another special property of Laplace’s
equation – its conformal invariance – is not unique, but
rather is shared by certain systems of nonlinear equations,
whose solutions have nothing to do with analytic func-
tions. This simple observation leads to some unexpected
applications of conformal mapping in physics. For exam-
ple, it has generates a multitude of exact solutions to the
Navier-Stokes equations of fluid mechanics and the Nernst-
Planck equations of electrochemical transport. It also al-
lows conformal-map dynamics for continuous and stochas-
tic Laplacian growth (in models of viscous fingering and
diffusion-limited aggregation, respectively) to be extended
to non-Laplacian growth phenomena, such as advection-
diffusion-limited aggregation (DLA in a fluid flow).

Martin Z. Bazant
Department of Mathematics
Massachusetts Institute of Technology
bazant@mit.edu

MS42

The Average Shape of Transport Limited Aggre-
gates

In this talk I will discuss the relation between stochas-
tic and continuous transport-limited growth models. This
study is based on a nonlinear integro-differential equation
for the average shape of stochastic aggregates, whose mean-
field approximation is the corresponding continuous equa-
tion. Focusing on the advection-diffusion-limited aggrega-
tion (ADLA) model, we show that the average shape of
the stochastic growth is similar, but not identical, to the
corresponding continuous dynamics. Similar results should
apply to DLA, thus explaining the known discrepancies be-
tween average DLA shapes and viscous fingers in a channel
geometry.

Benny Davidovitch
DEAS
Harvard University
bdavidov@deas.harvard.edu

MS42

Conformal Mapping Applied to New Engineering
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Fluid Mechanics Problems

In this talk we shall discuss the application of conformal
mapping to provide new insight into engineering problems,
drawing on examples of inertially or viscously dominated
flows. In the first instance, we shall discuss using conformal
mapping the problem of how external straining flows affect
the laminar wake signature of rigid bodies and lead to the
surprising feature of vorticity annihilation and wake disap-
pearance in multiphase flow problems. This leads to a jus-
tification for the wide spread assumption that viscous and
inertial (inviscid) forces may be added together (which has
previously been confirmed numerically) and how this af-
fects the permanent flow signatures of high Reynolds num-
ber bubbles. In the second example, we show how using
conformal mapping enables the significant body of research
on viscous gravity currents to be naturally extended to
when they are forced, either by an external ambient shear-
ing flow or harmonic topography. Some of the results are
confirmed using a physical analogue, in the spirit of Hele-
Shaw’s ”magnetic field calculator”. Finally, we will re-
port some tentative new results on the use and application
of conformal mapping to unsteady flow problems, an area
which heither to has not received a great deal of attention.

Ian Eames
Mechanical Engineering
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MS42

On a Class of Free-boundary Flows in Hele-Shaw
Cell in the Presence of an External Field

Analysis of displacement of one fluid by another in a Hele-
Shaw cell and porous media is a source of a multitude of
mathematical problems which provide some insight into
general features of nonlinear boundary dynamics. Here, we
consider a slightly modified version of this classical prob-
lem. Generalized two-phase fluid flows in a Hele-Shaw cell
are considered. It is assumed that the flow is driven by the
fluid pressure gradient and an external potential field, for
example, an electric field. Both the pressure field and the
external field may have singularities in the flow domain.
Therefore, combined action of these two fields brings into
existence some new features, such as non-trivial equilib-
rium shapes of boundaries between the two fluids, which
can be studied analytically. Some examples are presented.
It is argued, that the approach and results may find some
applications in the theory of fluids flow through porous
media and microfluidic devices controlled by electric field.

Vladimir M. Entov
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MS43

Light Trapping in Nonlinear Periodic Structures

An area of intense research is that of photonics, where light
propagation features are controlled by clever engineering of
periodic optical structures. For example, the fiber bragg
grating where an additional intensity dependent nonlinear

index of refraction allows soliton like propagation with tun-
able velocities. Here we consider nonlinear periodic geome-
tries. We show that the additional transverse dimension
allows for a richer dynamics of light trapping, bending and
switching, provided stable gap soliton-like bullets exist.

Alejandro B. Aceves
University of New Mexico
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MS43

Nonlocal Stabilization of Ultra-short Pulses in Cu-
bic Nonlinear Media

Abstract not available at time of publication.

Yeo-Jin Chung
Department of Mathematics
Southern Methodist University
ychung@smu.edu

MS43

Solitary Waves in Discrete Media in the Presence
of Four-wave Mixing Products

In this talk, I will discuss solutions that arise in a vec-
tor discrete model of the Nonlinear Schrodinger equation
where nonlinear inter-component coupling and four-wave
mixing are taken into account. We show that solutions
to the equations give rise to both single and mixed mode
branch solutions. Stability of these solutions is obtained
by considering the so-called anti-continuum limit. We also
connect this work with some recent experiments.

Rudy L. Horne
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MS43

Arrest of Collapse for the Nonlinear Schroedinger
Equation by Dispersion-diffraction Management

Abstract not available at time of publication.
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MS44

Emerging Coherent Structures in the Dynamics of
a Class of Nonlinearly Dispersive Evolution Equa-
tions

The interplay between nonlinearity and dispersion is
thought to be responsible for solitary wave solutions of
nonlinear dispersive equations. The exact mechanisms for
which these waves emerge and dominate the long time
asymptotics of a large class of initial conditions are not
completely understood, especially in multidimensional set-
tings. We study an equation class where the balance be-
tween dispersion and nonlinearity is varied continuously,
which results in rich long time dynamical evolution. The
family includes a special 1D case where the equation be-
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comes completely integrable.

Roberto Camassa
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MS44

Ultrashort Optical Pulses in Nanostructured Ma-
terials with Electric and Magnetic Resonance

Nanostructures embedded in a host material are capable of
dramatically changing their optical properties. The most
exotic property is negative refractive index, recently ob-
served experimentally in the optical domain. This phe-
nomenon results from simultaneous magnetic and electri-
cal resonant interactions of nanostructures with an external
electromagnetic field. We will analyze energy confinement
and self-induced transparency phenomena both in the sim-
plest case of metallic nanospheres and nonlinear dynamics
of solitary waves in dual resonance materials. Ultrashort
pulse dynamics will be analyzed for the case of bulk mate-
rials as well as for surface waves.

Ildar Gabitov
Department of Applied Mathematics, University of
Arizona
Theoretical Division, Los Alamos National Laboratory
gabitov@math.arizona.edu

MS44

Multi-dimensional Solitons in Nonlinear Wave
Equations

Most solitions are one-dimensional waves, even in mul-
tidimensional equations. Solitons are nonlinear traveling
waves where the nonlinearity and dispersion are balanced
to create a stable coherent local environment so that that
the solitions maintain their coherence when colliding with
other solitions. Because the same dispersive operators
are much stronger to two and three dimensions than in
one dimension, this balance is usually lost when a one-
dimensional equation is generalized to higher dimensions.
We restore the balance by making the dispersion weaker
in a class of KdV and regularized long wave equations to
create fully two and three dimensional solutions.

James (Mac) Hyman

Group Learder, T-7, Los Alamos National Laboratory,
Los Alamos, NM 87545
mac@t7.lanl.gov

MS44

Emergence of Compact Patterns

Solitons, kinks or breathers, are manifestations of weakly
nonlinear excitations which, for instance, arise in weakly
anharmonic mass-particle chains. In strongly anharmonic
chains the tails of the emerging patterns decay at a super-
exponential rate. In the continuum limit the tail zone
shrinks into a singularity where the nonlinear dispersion
due to discreteness degenerates and the resulting solitary
waves become strictly compact. Hence their name: com-
pactons. We shall show how multidimensional compactons
emergence and interact. Many of the compact patterns
emerge in the continuum limit out of discrete dynamical
systems (say, a chain of oscillators).

Philip Rosenau
Tel-Aviv University

School of Mathematics
rosenau@post.tau.ac.il

MS45

Contact Network Epidemiology: Bond Percolation
Applied to Infectious Disease Prediction and Con-
trol

In the early 20th century, two epidemiologists introduced
a simple and powerful deterministic model for predicting
infectious disease transmission which tracks the unidirec-
tional movement of hosts among three states–susceptible
(S), infected (I), and recovered (R). This SIR model pro-
vides important insight into the temporal progression of
outbreaks and the efficacy of vaccination, and is the foun-
dation for a recent proliferation in predictive methods.
Contact network epidemiology is a particularly promising
development in which bond percolation on random graphs
is applied to modeling disease transmission through het-
erogeneous populations. I will discuss the generalization of
the SIR model to disease propagation on graphs in which
vertices and edges represent individual hosts and disease-
causing contacts, respectively, and link recent theoretical
results to issues of public health.

Lauren A. Meyers
The University of Texas at Austin
Section of Integrative Biology
laurenmeyers@mail.utexas.edu

MS45

Vaccination Strategies in a Realistic Social Net-
work

We study the effect of different vaccination strategies on
the spread of an epidemic on a network. The network is
generated by an agent-based simulation of the city of Port-
land, OR. We compare a range of strategies: from as simple
as a uniform vaccination campaign, where all people are
equally likely to be vaccinated; to vaccinating those with
the most contacts, to a strategy based on the PageRank
that underlies Google’s rankings. With increased sophisti-
cation comes increased benefit but also increased cost.

Joel Miller
Los Alamos National Laboratory
Theoretical Division and Centre for Nonlinear studies
jomiller@lanl.gov

MS45

A Likelihood Based Method for Simultaneous Real-
time Estimation of R0 and the Serial Interval

The occurrence of new emerging infectious diseases require
improved methods to quantify and understand their epi-
demiology. Ideally, such outbreaks should be rapidly clas-
sified so as to facilitate an appropriate and effective pub-
lic health response. Unfortunately there are few, if any,
available methods to effectively estimate these parameters
rapidly and easily. We present a likelihood-based method
for real time estimation of R0 and the serial interval us-
ing only daily case counts of the disease. The likelihood
derived is a thinned Poisson. We describe how this can
be considered an extension of a simple branching process.
Simulations further reveal that the method is effective and
accurate in estimating R0 when the serial interval is known
and performs well when both R0 and the serial interval are
estimated. Using data from the SARS outbreak in 2003,
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we illustrate the utility of this method and compare it with
other estimates of these outbreaks.

Marcello Pagano, Laura Forsberg White
Harvard School of Public Health
Department of Biostatistics
pagano@biostat.harvard.edu, lforsber@hsph.harvard.edu

MS45

Spatial Epidemic Dynamics and Power-law Disease
Transmission Models

The expected number of disease transmissions per day
per infectious person during an epidemic has been found
through high-fidelity agent-based simulation to scale ap-
proximately with the square of the susceptible fraction of
the population. This is in contrast to the linear scaling
assumed in traditional epidemiologic modeling. Treatment
of the effects of the social contact structure through this
power-law formulation leads to significantly lower predic-
tions of final epidemic size than the traditional linear for-
mulation.

Phillip Stroud
Los Alamos National Laboratory
D-3: Systems Engineering & Integration
stroud@lanl.gov

MS46

Efficient Shared-memory Algorithms and Imple-
mentations for Solving Large-scale Graph Prob-
lems

Graph abstractions are extensively used to understand and
solve challenging computational problems in various sci-
entific and engineering domains. They have particularly
gained prominence in recent years for applications involv-
ing large-scale networks. In this talk, we present fast par-
allel algorithms for several large graph problems, on a va-
riety of shared memory architectures. We first discuss the
design and implementation of a large-scale graph theory
benchmark, representative of computations in diverse dis-
ciplines such as computational biology and national secu-
rity. We then present multithreaded algorithms for funda-
mental graph problems such as Breadth-First Search and
st-connectivity. Based on these core graph algorithms,
we have designed parallel implementations for the evalu-
ation of widely-used centrality metrics in social network
analysis (SNA). Using our algorithms, it is now possible
to rigorously analyze networks three orders of magnitude
larger than instances that can be handled by existing SNA
packages. We highlight algorithm and architecture-specific
optimizations to exploit properties typically observed in
real-world large scale networks, such as the low average
distance, high local density, and heavy-tailed power law
degree distributions. We conclude the talk by presenting
parallel performance results on large sparse-random syn-
thetic graphs, as well as real datasets such as the web
graph, protein-interaction networks, movie-actor and ci-
tation networks, on high-end shared memory symmetric
multiprocessor and multithreaded architectures. We report
near-linear speedup and high system efficiency for sparse
graph instances with vertices and edges in the order of bil-
lions. This is a significant result in parallel computing, as
prior implementations of parallel graph algorithms report
very limited or no speedup on irregular and sparse graphs,
when compared to the best sequential implementations.

David A. Bader, Kamesh Madduri

Georgia Institute of Technology
bader@cc.gatech.edu, kamesh@cc.gatech.edu

MS46

Massively Multithreaded Supercomputers for Dis-
crete Mathematical Problems

We will discuss our experiences designing and using a soft-
ware infrastructure for processing semantic graphs on mas-
sively multithreaded computers. We have developed imple-
mentations of several algorithms for connected components
and subgraph isomorphism, and we will discuss their per-
formance on the existing Cray MTA-2, and their predicted
performance on the upcoming Cray Eldorado. We will also
discuss our work with subgraph isomorphism heuristics.
We will conclude with a discussion of other potential ap-
plications for these supercomputers.

Jonathan Berry
Sandia National Laboratories
jberry@sandia.gov

MS46

An Interactive Environment for Combinatorial Su-
percomputing

We describe a toolbox for combinatorial scientific comput-
ing that we are currently building in the framework of
Star-P, which is a flexible interactive system intended to
enable computational scientists and engineers to use a high-
level language to program high-performance parallel super-
computers and commodity clusters. Our system includes
distributed sparse array data structures and operations,
which allow rather simple and elegant descriptions of var-
ious combinatorial and graph-theoretic computations. We
have used it to explore graphs with hundreds of millions of
vertices and billions of edges.

John R. Gilbert
Dept of Computer Science
University of California, Santa Barbara
gilbert@cs.ucsb.edu

Viral Shah
UC Santa Barbara
viral@cs.ucsb.edu

MS46

Computational Methods for Detecting Network
Vulnerability

Many types of systems are naturally modeled by networks,
including the power grid, cyber security networks, and epi-
demiological networks. We will describe our work on com-
putational techniques for high performance computing to
detect network vulnerabilities where the network behavior
is modeled with complex mathematical models. Our initial
focus has been the electric power grid, where we try to de-
tect small groups of lines that can cause a blackout when
broken collectively; we generalize this to problems where
the graph functioning is described by a complex mathe-
matical model.

Juan C. Meza
Lawrence Berkeley National Laboratory
JCMeza@lbl.gov

Ali Pinar
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Lawrence Berkeley Lab
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Chao Yang
Lawrence Berkeley National Lab
CYang@lbl.gov

Bernard Lesieutre
LBNL
BCLesieutre@lbl.gov

MS46

Fast Shortest Path Computations on Large Net-
works

We present acceleration methods for shortest path com-
putations on large networks. Our methods are based on
Dijkstra’s algorithm. We assume that for the same under-
lying network the shortest path problem has to be solved
repeatedly for different node pairs. Thus, preprocessing of
the network data is possible and can support the compu-
tations that follow. Our methods achieve speed-up factors
of more than 1,500 on the German road network (5 million
nodes, 12 million arcs).

Ekkehard Koehler
Technical University Berlin
ekoehler@math.TU-Berlin.de

Heiko Schilling
TU Berlin
Heiko.Schilling@TU-Berlin.de

Rolf Moehring
Technical University Berlin
tba@math.tu-berlin.de

MS47

A Resource-based Model of Microbial Quiescence

Abstract not available at time of publication.

Tufail Malik
Arizona State University
malik@psa826.la.asu.edu

MS47

Accounting for Asymmetries in Gender and Age-
Specific Hiv Prevalence in Southern Africa

Young women in Southern Africa are three times more
likely to be HIV infected than young men. The prevail-
ing explanation for this is differences in the rates of trans-
mission from male to female and female to male, however
recent studies suggest this difference in transmission rates
may not be present in Southern Africa. We use a gender-
and age-structured model parametrized by South African
census data to show that empirically derived asymmetries
in sexual contacts can account for the differences in preva-
lence.

Alison Galvani
Department of Epidemiology and Public Health
Yale University School of Medicine
alison.galvani@yale.edu

Jan Medlock
Yale University

jan.medlock@yale.edu

MS47

Transmission Dynamics of Tuberculosis of Multiple
Strains

Multiple-drug resistant tuberculosis (MDR-TB) and HIV
co-infection of tuberculosis have created a serious world-
wide challenge for the success of anti-TB control and elim-
ination programs. In this talk, the transmission dynamics
of tuberculosis is studied by a mathematical model that
incorporates both exogenous re-infections of TB and drug-
resistant strain and drug-sensitive strain of TB. The model
presents several distinct bifurcations and multiple stable
nontrivial steady states for both the basic reproductive
number less than one and greater than one. A single tip-
ping point (like the basic reproductive number) alone can-
not determine the transmission dynamics. The full picture
of the dynamics will be decided not only by parameters but
also by the initial data. It also shows that MDR-TB can
survival independent of drug-sensitive TB.

Baojun Song
Montclair State University
Department of Mathematical Science
songb@mail.montclair.edu

MS47

Disease Transmission at Home and Abroad

Most simple disease transmission models assume well-
mixed populations. Heterogeneities in transmission arising
from age structure, behavioural groups, stages of infection
and spatial variation are usually modelled by subdividing
populations into well-mixed groups. In this talk I present
a multi-group, multi-setting model for disease transmis-
sion and formulate conditions for disease spread. Different
settings may include households, workplaces, transit or ex-
citing after-hours establishments. Transmission is homo-
geneous within each setting, but not within each group.

James A. Watmough
Department of Mathematics and Statistics
University of New Brunswick
watmough@unb.ca

MS48

A Model Reduction Method for High-Dimensional
Dynamical Systems

We present a computational technique for the reduction
and analysis of a large class of coupled ODE systems, when
the goal is to study the fine structure of multi-scale dynam-
ics near known orbits. We demonstrate that a complex
model can be reduced to a sequence of low-dimensional
approximate models augmented by global consistency con-
ditions. Small parameters in the system are not required,
as estimation of relative scales in coupling terms and time
scales are measured from the orbit in conjunction with the
equations of motion. We illustrate the technique on several
modelling examples and compare with other well-known
techniques.

Robert Clewley
Cornell University
Department of Mathematics
rhc28@cornell.edu
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Nancy Kopell
Boston University
Department of Mathematics
nk@bu.edu

Horacio Rotstein
Boston University
Boston, USA
horacio@math.bu.edu

MS48

Noise-Induced Phenomena in Slow-Fast Dynamical
Systems

We consider slow-fast systems of coupled differential equa-
tions in which both slow and fast components are per-
turbed by white noise. Extending results from singular
perturbation theory, we explicitly construct a neighbour-
hood of the slow manifold in which typical sample path
concentrate. We also discuss the behaviour near bifurca-
tion points, where noise may induce new phenomena such
as stochastic resonance. Reference: N. Berglund, B. Gentz,
Noise-Induced Phenomena in Slow-Fast Dynamical Sys-
tems. A Sample-Paths Approach. Springer, Probability
and its Applications (2005)

Barbara Gentz
Weierstrass Institute for Applied Analysis and Stochastics
Berlin, Germany
gentz@wias-berlin.de

Nils Berglund
CPT - CNRS
berglund@univ-tln.fr

MS48

Computing Global Manifolds of Slow-Fast Systems

The presence of slow and fast variables in a model makes
it very difficult to investigate the behavior numerically. It
is already known that periodic orbits can be approximated
very well in this context by using a two-point boundary
value solver, e.g. AUTO. In this talk we explain how this
idea can be taken further to compute global manifolds of
periodic orbits. We will focus on one-dimensional man-
ifolds in a Poincare section, but compare this with the
corresponding two-dimensional manifolds in the full state
space.

Bernd Krauskopf
University of Bristol
Dept of Eng Mathematics
b.krauskopf@bristol.ac.uk

James P. England
Department of Engineering Mathematics
University of Bristol
James.England@bristol.ac.uk

Hinke M Osinga
University of Bristol
Engineering Mathematics
h.m.osinga@bristol.ac.uk

MS48

Phase Response Curves, Delays and Synchroniza-

tion

The phase response curve (PRC) of a periodically spiking
neuron is a function that expresses the reaction of the neu-
ron to small input pulses. We developed a new and very
fast way to compute PRCs as a byproduct of a continua-
tion algorithm. We found that delays can be crucial for the
synchronizing abilities of networks of neurons through exci-
tatory connections. Using the PRC of a neural model, one
can compute the necessary delay to allow synchronization
or phase locking.

Bart Sautois
Ghent University, Belgium
bart.sautois@ugent.be

Willy Govaerts
Ghent University
willy.govaerts@ugent.be

MS49

General Solutions of the Navier-Stokes equations
in the Class of the Boussinesq-Rayleigh Series

In three dimensions, general solutions of the unsteady
Navier-Stokes equations in the form of the Boussinesq-
Rayleigh series are computed explicitly by symbolic pro-
gramming and evaluated by parallel computing. We show
that both forced flows and free-streams away from bound-
aries are nonlinear superpositions of the Stokes flow, the
Bernoulli flow, the Couette flow and the Poiseuille flow.
Emergence of multi-scale coherent structures is explained
by existence of multi-valued general solutions for stream-
lines at high Reynolds numbers.

Victor A. Miroshnikov
CAAM
College of Mount Saint Vincent
victor.miroshnikov@mountsaintvincent.edu

MS49

General Solutions of Unsteady Stokes Equations

In the interest of producing differential representations sim-
ilar to Papkovich-Neuber and Boussinesq-Galerkin, a gen-
eral solution in terms of two scalar functions is produced
for unsteady Stokes equations. New formulae connecting
the differential representation and other solutions describ-
ing Stokes flows are provided. It is shown that the Lambs
general solution follows by a suitable choice of the scalar
functions. The unified approach presented here demon-
strates an important link between oscillatory flows and
flows through porous media.

Devanayagam Palaniappan
Texas A&M University at Qatar
devanayagam.palaniap@qatar.tamu.edu

MS49

Slipping Stokes Flow around a Slightly Deformed
Sphere

The resistance relations for a rigid, slightly deformed
sphere in an unbounded Stokesian flow are generalized to
the case where the surrounding fluid may slip at the surface
of the particle. The resulting resistance formulas are found
to be in perfect agreement with the numerical results for
the slip-surface spheroidal particles, even in the case when
deformations are not small. Further generalizations, like
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creeping thermophoretic and electrophoretic flows around
slightly deformed sphere, are also addressed.

Huan Keh, Sergey Senchenko
National Taiwan University
hkey@ntu.edu.tw, ssentchenko@ntu.edu.tw

MS50

MRA Based Limiting for Discontinuous Galerkin
Methods

The discontinuous Galerkin (DG) method has established
its importance in a wide variety of applications. The high-
order DG method is ideally suited for problems in atmo-
spheric science due to its inherent nature of being conser-
vative and easy incorporation of monotonic limiters. Slope
limiter is an important component of the DG method.
These slope limiters have a problem dependent parame-
ter which is chosen arbitrarily. An efficient way of esti-
mating this parameter is yet to be designed for practical
purposes. Due to the lack of a good limiter, which is prob-
lem independent and within the framework of conservation
principle, application of this method to atmospheric prob-
lems is restrictive. It is no exaggeration to state that the
design of a good and a robust limiter is a bottleneck to the
development of DG method for solving conservation laws.
We are working on building a limiter using multi-resolution
analysis, which analyzes the solution structure at various
scales.

Vani Cheruvu
National Center for Atmospheric Research
vani@ucar.edu

MS50

Multi-domain Multiresolution Based High Order
Hybrid Methods for Hyperbolic Conservation Laws

We present the hybrid methods based on multi-domain and
multiresolution analysis. For each sub-domain, a different
high order method is adopted depending on the regularity
of the approximation. In the first part, radial basis func-
tion method is discussed as a possible high order method
adopted in the smooth regime. In the second part, we will
present the Spectral-WENO hybrid method (SWHM). For
the SWHM, the algorithm conjugates the non-oscillatory
properties of the high order WENO scheme with the high
computational efficiency and accuracy of spectral meth-
ods for nonlinear conservation laws in an adaptive multi-
domain framework. A high order multi-resolution algo-
rithm is used to adaptively keep the high gradients and
discontinuities always inside a WENO subdomain to avoid
the Gibbs phen onmenon while the smooth parts of the
solution remain inside a Spectral one. We will discuss the
treatment of the subdomain interfaces and the switching
algorithm. One- and two-dimensional numerical examples
will be shown.

Jae-Hun Jung
University of Massachusetts, Dartmouth
Department of Mathematics
jjung@umassd.edu

Wai-Sun Don
Div. of Applied Math, Brown University
wsdon@cfm.brown.edu

MS50

High-Order Discontinuous Galerkin Method for
Problems with Shocks

Discontinuous Galerkin methods are a promising approach
to high resolution computations of compressible flows with
shocks in general domains. To resolve Gibbs phenomenon
near discontinuities, a limiter is needed. We present a high-
order limiter that is problem independent and parameter
free. Adaptive computations can be very efficient in resolv-
ing fine solution features. We present space-time adaptive
strategies with a method of lines and local accurate time
stepping.

Lilia Krivodonova
Courant Institute, New York University
krivol@courant.nyu.edu

MS50

Reconstructing a Discontinuous Function Using
The Methods of Statistical Inference

By statistical inference I mean first, constructing a
tractable statistical model of the functions to be processed,
i.e. what sort of functions are common and what functions
are rare. Then find the reconstruction algorithm (given
some Fourier coefficients of a function) which has the small-
est average error, with the average being over the statisti-
cal model. An infinite-dimensional gaussian model is used,
modeling functions that are smooth everywhere except at a
single, given point. We construct the optimal reconstruc-
tion process for this model, and demonstrate quite good
performance. In addition we present a method for locat-
ing a jump discontinuity in an otherwise-smooth function,
based on a slightly more complex statistical model. Nu-
merical results are shown, with respectable performance,
and we compare it to the jump locating algorithms of Gelb
and Tadmor.

Alex Solomonoff
Spring hill center for scientific computing
alx@TheWorld.com

MS51

Mesh Quality and Global Error Estimation in
Anisotropic Fluid Flow Problems

In this talk we assess the impact of both anisotropic do-
mains and anisotropic meshing on global error estimation
problems, based on extrapolation coupled to the solution
of adjoint problems for time integration. In particular we
will assess the effectiveness of thge error estimates on sim-
ulation of chemical diffusion through ”brick and mortar”
like models of human skin.

Annette Bunge
Chemical Engineering
Colorado School of Mines
abunge@mines.edu

Christopher E. Goodyer
University of Leeds
ceg@comp.leeds.ac.uk

Martin Berzins
SCI Institute
University of Utah
mb@sci.utah.edu
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MS51

Measuring Anisotropic Behavior of Higher Order
Derivatives for Mesh Adaptation

The error for piecewise polynomial interpolation is typ-
ically determined by the higher order derivatives of the
approximated functions. We introduce some quantities to
measure the anisotropic behavior of higher order deriva-
tives in two and three space dimensions. We also describe
how to estimate these quantities and how to use them for
generating the nearly optimal anisotropic meshes.

Weiming Cao
Dept. of Applied Mathematics
The University of Texas at San Antonio
wcao@math.utsa.edu

MS51

Mesh Quality and its Relationship to Linear Sys-
tem Solution Efficiency

Unstructured mesh quality signficantly affects the effi-
ciency of the numerical solution of partial differential equa-
tions. This talk examines quantitatively the trade-offs be-
tween mesh quality improvement and solution efficiency.
For simple finite element problems, we show the effect
of mesh quality on the eigenvalue structure of the linear
system and on solution efficiency. Also, for realistic fi-
nite element and finite volume application problems, we
demonstrate that mesh improvement can significantly re-
duce overall time to solution.

Carl Ollivier-Gooch
University of British Columbia
cfog@mech.ubc.ca

Lori Freitag Diachin
Lawrence Livermore National Laboratory
freitag@mcs.anl.gov

MS51

The Role of Mesh Quality in Theoretical Bounds
for Finite Elements: A Survey

Mesh quality is critical for accuracy and efficiency in the
numerical solution of partial differential equations. We will
review theoretical bounds of the finite element analysis.
Examples will include the analysis of interpolation error
and of eigenvalue distribution of the stiffness matrix. We
will emphasize the role of mesh quality in the theoretical
bounds. Then we will discuss how these theoretical results
can influence the design of mesh optimization algorithms.

Ulrich L. Hetmaniuk, Patrick M. Knupp
Sandia National Laboratories
ulhetma@sandia.gov, pknupp@sandia.gov

MS52

Methods for large-scale unconstrained optimiza-
tion

Recent advances in large-scale constrained optimization
have revived interest in methods based on sequential un-
constrained optimization. Two methods for large-scale
unconstrained optimization will be considered, each of
which is based on the use of the preconditioned conjugate-
gradient method. The first finds an approximate solution
of a quadratically constrained trust-region problem. The

second is a trust-search method that attempts to combine
the best features of trust-region and line-search methods.

Jennifer Erway
Department of Mathematics
University of California, San Diego
jerway@math.ucsd.edu

Philip E. Gill
University of California, San Diego
Department of Mathematics
pgill@ucsd.edu

Joshua D. Griffin
Computational Sciences and Mathematics Research
Sandia National Laboratories
jgriffi@sandia.gov

MS52

Solution of Trust Region Subproblems by SSM

We present the local and global convergence properties
of the Sequential Subspace Methods for minimizing a
quadratic objective function over a sphere.

William Hager
University of Florida
hager@math.ufl.edu

MS52

The Return of the Filter Method

Filters are an alternative to penalty functions to promote
global convergence in nonlinear optimization. A filter ac-
cepts a trial point whenever the objective or the constraint
violation is improved. We present new filter active set
approaches based on a two-phase methodology. Phase I
estimates the optimal active set, and phase II performs
a Newton step on the corresponding equality constrained
problem. The approach allows inexact subsystem solves,
making it suitable for large-scale optimization.

Sven Leyffer
Argonne National Laboratory
leyffer@mcs.anl.gov

MS52

Regularization and Trust Regions in Optimization

The trust region subproblem (the minimization of a
quadratic objective subject to one quadratic constraint and
denoted TRS) has many applications in diverse areas, e.g.
function minimization, sequential quadratic programming,
regularization, ridge regression, and discrete optimization.
Recent advances in the theory and algorithmic develop-
ment using Lanczos techniques have allowed TRS to be
used to solve large scale optimization problems. We pro-
vide an overview of these new developments along with the
relationships to Conjugate Gradient methods and regular-
ization.

Henry Wolkowicz
University of Waterloo
Dept of Combinatorics & Optim
hwolkowi@orion.math.uwaterloo.ca

Oleg Grodzevich
University of Waterloo
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MS53

Seven Deadly Sins of Modeling

It took over 30 years to move models and modeling from the
mud room to the drawing room of American mathematics.
With success has come a rather cavalier use of the word and
the process. We will use examples to show how technology
and our own emotions can lead us astray when we try to
represent objects, processes or systems by mathematical
constructs.

Ben Fusaro
Florida State University
Dept of Mathematics
fusaro@math.fsu.edu

MS53

What’s Math Got to do With It?

Mathematics has acquired a number of stereotypes that
may discourage even the most capable students from the
major and prevent people in general from recognizing its
permeation into almost everything else they value in life.
In this talk, we face some of these stereotypes and consider
whether they are justified. In so doing, we point out dozens
of applications from pace-setting science to contemporary
entertainment, from chart-topping business to national se-
curity, from leading-edge medicine to consumer products,
where a good share of the excitement in the field is actually
in the mathematics. We briefly learn to ”read” a differen-
tial equation and consider how to map its solution onto a
computer. Our goal is to show that mathematics is a vi-
brant field, worthy of study at the college level by majors
and nonmajors alike. In fact, just as the English language
is spoken by more people who are not native speakers than
by natives, mathematics is used daily by more people who
are not professional mathematicians than by professionals.

David E. Keyes
Columbia University
Department of Applied Physics & Applied Mathematics
david.keyes@columbia.edu

MS53

Suggestions from the Real World About Improving
Math Education

Because the goals and culture in business and industry in
the United States are dramatically different from those in
academia, the training that enables the mathematics pro-
fessional to succeed in a nonacademic setting requires at-
tention to skills that are not usually developed in the course
of formal mathematical education. Using first-hand expe-
rience as a guide, this paper discusses some of the con-
trasts between the two environments, spotlights the ways
in which the industrial applied mathematician contributes,
and presents ideas for adapting mathematical training to
serve the needs of graduates with industrial career aspi-
rations. Recognizing the problems that currently exist in
retaining students at all levels in mathematics courses, a
number of suggestions are presented for improvement of
mathematics curricula at all academic levels.

Leon H. Seitelman
The University of Connecticut
LSeitelman@aol.com

MS53

Circles in Circles: Mathematical Modeling of Sur-
face Water Waves

A raindrop strikes the surface of a puddle. A bomb strikes
the surface of the ocean. Each impact creates concentric
rings of waves moving outward from the center. How can
we create a mathematical model of this situation? What
insights can a mathematical model give? How can we be
confident that the model is correct? What are the simi-
larities and differences between the scales of raindrops or
bombs?

Katherine Socha
St. Mary’s College of Maryland
ksocha@smcm.edu

MS54

Adaptive Multiscale Stochastic Simulation of Bio-
chemical Systems

The modeling and simulation of biological systems have
attracted research interests from many different areas.
Such systems may contain complex behaviors that are dis-
crete, stochastic and multiscale. Stochastic simulation al-
gorithms are often used in these studies. The SSA (Gille-
spie Algorithm) and the tau-leaping method are two of the
most popular algorithms. Each of them works properly for
problems in a certain scale. An adaptive algorithm that
automatically chooses proper method for different problem
scale is desired. In this talk we will introduce an adaptive
algorithm that combines SSA and tau-leaping method to
automatically choose the proper formula and stepsize to
achieve high efficiency and accuracy.

Daniel Gillespie
Consultant
GillespieDT@mailaps.org

Linda R. Petzold
University of California, Santa Barbara
petzold@engineering.ucsb.edu

Yang Cao
Computer Science Department
Virginia Tech
ycao@cs.vt.edu

MS54

Spectral Methods for the Analysis of Stochastic
Dynamical Systems

This talk presents our development of spectral methods for
sensitivity analysis and reduced order modeling of stochas-
tic dynamical systems that are governed by the chemical
master equation. The sensitivity analysis relies on polyno-
mial chaos expansions, which capture the nonlinear behav-
ior of the system dynamics in response to finite-sized para-
metric perturbations. Reduced order models are obtained
from Karhunen-Loève decompositions. We show applica-
tions of these methods to a bi-stable model system and a
viral infection model.

Bert J. Debusschere
Department of Biological and Energy Sciences
Sandia National Laboratories, Livermore CA
bjdebus@sandia.gov

Habib N. Najm
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Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

Olivier Le Maitre
Universite d’Evry
91020 Evry, France
olivier.lemaitre@iup.univ-evry.fr

Dongjin Kim
Department of Biological and Energy Sciences
Sandia National Laboratories
dkim@sandia.gov

MS54

Metastability in Irreversible Diffusion Processes
and Stochastic Resonance

During the last years, significant progress has been made in
the quantitative description of metastability in reversible
diffusion processes, whereas much less is known for irre-
versible diffusions. We consider the diffusion exit from a
domain whose boundary is an unstable periodic orbit. Go-
ing beyond large-deviation results, we derive the distribu-
tion of the first-exit time explicitly, up to multiplicative
errors in the prefactor. As an application, we shall discuss
the phenomenon of stochastic resonance.

Barbara Gentz
Weierstrass Institute for Applied Analysis and Stochastics
Berlin, Germany
gentz@wias-berlin.de

Nils Berglund
CPT-CNRS
Marseille, France
berglund@cpt.univ-mrs.fr

MS54

Equation-Free Uncertainty Quantification on
Stochastic Chemical Reactions

Equation-free (EF) methods have been used to acceler-
ate fine-scale simulations and describe their coarse-grained
evolution in dynamical systems where coarse equations
may not be explicitly available. The methods have also
been used, in the context of uncertainty quantification,
to evolve projections of stochastic states, described by
ODEs, onto generalized polynomial chaos (gPC) bases;
this way the implementation of stochastic Galerkin pro-
jection codes could be circumvented. In atomistic mod-
els of chemical reactions one often does not have explic-
itly available coarse-grained chemical kinetic equations in
terms of reactant concentrations; fine-scale algorithms (e.g.
kinetic Monte Carlo) must be utilized to simulate reac-
tion evolution. We combine the two approaches to study
uncertainty quantificaton for stochastic models; this in-
volves computing observables from the microsocpic sim-
ulator at three scales: the fine scale (reactant atom num-
bers), coarse-grained scale (reactant concentrations), and
an even coarser scale (gPC projections of reactant concen-
tration statistics). Random coarse-grained steady states
can also be computed via this method. A stochastic model
of a heterogeneous catalytic reaction, with mean species
coverages as its coarse-grained observables, is used to il-
lustrate this approach. The Gillespie stochastic simulation
algorithm is used as the ”inner” fine-scale simulator.

Yu Zou

Department of Chemical Engineering and PACM
Princeton University
yzou@princeton.edu

Ioannis Kevrekidis
Dept. of Chemical Engineering
Princeton University
yannis@princeton.edu

MS55

Modeling Vortex Filaments with Stochastic Pro-
cesses

Random vortex filaments are quite new objects and their
theory is at the beginning. Nevertheless, they look promis-
ing for the purpose of describing turbulent fluids. We will
focus on two main topics (i) Description of vortex fil-
aments using suitable stochastic processes and (ii)
A limit behavior for a dense collection of vortex
filaments. The goal is to get some insight into behavior
of turbulent flows.

Hakima Bessaih
University of Wyoming
Bessaih@uwyo.edu

MS55

Stochastic Analysis and Simulation of Random
Roughness in Shock Dynamics

We revisit the classical aerodynamics problem of super-
sonic flow past a wedge but subject to random roughness
on the wedge surface. We first obtain analytical solutions
for the inviscid flow with small random roughness on the
wedge, and subsequently we perform stochastic simulations
treating random roughness as a space-dependent random
process. The results we present show that the high-order
stochastic collocation method on a sparse grid can produce
accurate results more efficiently.

Guang Lin, Chau-Hsing Su, George Karniadakis
Brown University
glin@dam.brown.edu, chau-hsing su@brown.edu,
gk@dam.brown.edu

MS55

Adaptive Runge-Kutta Algorithms for Solving
Folkker-Plank Associated Stochastic Differential
Equations

Abstract not available at time of publication.

James Miller
University of Alabama in Huntsville
Huntsville, Alabama
millerja@uah.edu

MS55

Numerical Study of Interacting Particles Approxi-
mations for Integro-Differential Equations

Not available at time of publication.

Dan Stenescu
University of Wyoming
Laramie, Wyoming
stanescu@uwyo.edu
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MS56

Predictive Capability of an HIV Model Calibrated
with Treatment Interruption Data

We consider longitudinal clinical data for HIV pa-
tients undergoing treatment interruptions. Leveraging a
statistically-based censored data method, together with
inverse problem techniques, we estimate parameters in a
biologically-based nonlinear dynamical model to fit each
patient’s data. The predictive ability of such a model is
demonstrated by fitting it to half of each patient’s lon-
gitudinal data, then using those estimated parameters to
simulate the model over the full longitudinal time span.
For many patients, the model accurately predicts the full
longitudinal data set.

H.T. Banks
North Carolina State University
CRSC
htbanks@ncsu.edu

Brian M. Adams
Sandia National Laboratories
Optimization/Uncertainty Estimation
briadam@sandia.gov

MS56

Use of Antiretrovirals for Chemoprophylaxis and
Therapy in Africa: New Opportunities, New Prob-
lems

Botswana has one of the highest rates of HIV infection in
the world, with 37.4% of adults infected in 2003 according
to UNAIDS. To address the problems of widespread in-
fections, the government of Botswana instituted aggressive
programs for the use of antiretroviral (ARV) drugs in both
chemoprophylaxis for pregnant women and HAART ther-
apy for treatment of clinical AIDS. At present, about 25%
of AIDS patients receive HAART, and about 40% of HIV
positive pregnant women receive chemoprophylaxis. After
the country adopted an “opt out” policy for HIV testing
in early 2005, these numbers are rapidly rising. Both the
chemoprophylaxis regimen and the first line regimen for
AIDS, include nevirapine (NVP). This is likely to cause
problems with drug resistance when mothers with young
infants need therapy, as about half of the mothers who re-
ceive NVP during labor reveal genotypic resistance when
analyzed. In a recent trial we showed that NVP given
only to newborn infants is as effective as when given to the
mother during labor and the newborn infant, at least when
used on a background of zidovudine ( ZDV). This may
provide a mechanism to avoid the establishment of NVP-
resistance in HIV-positive mothers. HIV-1C, the subtype
of southern Africa, shows higher rates of NVP-resistance
as compared to HIV-1A or HIV-1D. Despite the poten-
tial for high levels of resistance, and advanced stages of
disease, AIDS patients were very successfully treated with
HAART. With initiation of drugs at median plasma viral
loads of about 400,000 and median CD4 counts below 100,
87% of patients treated with ZDV + 3TC + NVP had un-
detectable RNA at 24 weeks after treatment, and 79% had
undetectable RNA at 48 weeks. CD4 numbers increased
by 149 at 24 weeks and 204 by 48 weeks. ZDV and 3TC
containing regimens gave lower rates of viral resistance and
less toxicity than regimens containing DDI and D4T.

Max Essex
Harvard School of Public Health AIDS Initiative
messex@hsph.harvard.edu

MS56

Backward Bifurcations in Disease Transmission
Models

The first part of the talk will focus on designing models for
assessing the theoretical impact of an imperfect HIV vac-
cine, which incorporate certain expected vaccine character-
istics and HIV features, on HIV control. The second part
addresses the issue of targeted use of anti-retroviral therapy
and its impact on resistance development and transmission
of resistant HIV.

Abba Gumel
University of Manitoba
Department of Mathematics
gumelab@cc.umanitoba.ca

MS56

The Role of Transactional Sex in the Spread of HIV
in Nigeria

The sex industry has been implicated in the spread of HIV
across the world. In this article we study HIV transmis-
sion in one of the countries of sub-Saharan Africa, namely,
Nigeria. We propose two models which describe the dy-
namic of HIV spread in Nigeria: the first one consisting
of two core groups of high-risk sexually interacting het-
erosexual populations, and the second one with the two
core groups linked to the general population. The core
groups in the first model consist of male truck drivers and
female sex workers. We obtain with our first model that
the resulting sexual activities between truck drivers and sex
workers are responsible for fast HIV/AIDS spread in these
two groups. Moreover, these high-risk groups influence the
disease spread in the general population and a simplified
version of such dynamics is described in our second model.
Thus, we explore the potential impact of high levels of in-
fection in the core groups on the general population. One
of the important consequences of this research is that we
calculate potential results of prophylaxis.

Titus Kassem
Department of Mathematics
University of Jos, Nigeria
kassemt2004@yahoo.co.uk

Svetlana Roudenko
Arizona State Universtity
Department of Mathematics and Statistics
svetlana@math.asu.edu

Carlos Castillo-Chavez
Department of Mathematics and
Arizona State University
chavez@math.asu.edu

Stephen Tennenbaum
Arizona State University
Department of Mathematics and Statistics
set1@cornell.edu

MS57

Modeling Circadian Rhythms in the Eye

In this talk, we present two mathematical models that deal
with the photoreceptors in the eye. For the first model, we
examine the interactions between the photoreceptors and
the trophic pool and show that a stable limit cycle is pre-
dicted for a range of parameter values. It is known that the
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rods and cones undergo periodic shedding of their outer
segments and we interpret this stable limit cycle as the
mathematical description of an inherent circadian rhythm
within the eye associated with the shedding process. For
the second model, we describe the melatonin levels in the
eyes and blood stream as limit cycle oscillators, thus as-
suming a priori the existence of a circadian rhythm. The
modeling approach of the second model allows us to exam-
ine the proposed mechanisms for interaction. We conclude
that a simple diffusive process describing the flow of mela-
tonin between the eyes is not sufficient to describe observed
experimental results.

Erika T. Camacho
Department of Mathematics
Loyola Marymount University
erika.camacho@lmu.edu

MS57

The Stochastic Beverton-Holt Equation

In the Beverton-Holt difference equation of population biol-
ogy with intrinsic growth parameter above its critical value,
any initial non- zero population will approach an asymp-
totically stable fixed point, the carrying capacity of the en-
vironment. When this carrying capacity is allowed to vary
periodically it is known that there is a globally asymptot-
ically stable periodic solution and the average of the state
variable along this solution is strictly less than the average
of the carrying capacities, i.e. the varying environment has
a deleterious effect on the state average. In this work we
consider the case of a randomly varying environment and
show that there is a unique invariant density to which all
other density distributions on the state variable converge.
Furthermore, for every initial non-zero state variable and
almost all random sequences of carrying capacities, the av-
erage of the state variable along an orbit and the average
of the carrying capacities exist and the former is strictly
less than the latter.

Cymra Haskell
Department of Mathematics
University of Southern California
chaskell@usc.edu

Robert Sacker
University of Southern California
rsacker@usc.edu

MS57

Multiple Rhythms of the Nervous System

The nervous system produces many different rhythms,
some simultaneously, in different behavioral situations.
This talk focuses on the rhythms of the entorhinal cor-
tex (EC), the gateway of the hippocampus. The talk dis-
cusses the gamma (40-90 Hz), theta (4-12 Hz) and beta1
(13-20 Hz) frequency bands, and how they interact, using
low dimensional maps to describe central features of the
dynamical behavior.

Nancy J. Kopell
Boston University
Department of Mathematics
nk@math.bu.edu

MS57

Mathematical Models of Tumor-immune Interac-

tions: Desigining Effective Immunotherapy Proto-
cols

Cancer is a myriad of individual diseases, with the com-
mon feature that an individual’s own cells have become
malignant. It is believed that a healthy individual keeps
potentially cancerous cells from developing into a threat-
ening tumor through a complicated network of immune
responses and mechanisms built into the cell cycle that rec-
ognize aberrant cells and control their proliferation. Thus,
the treatment of cancer poses great challenges, since an
attack must be mounted against cells that are nearly iden-
tical to normal cells. In particular, chemotherapy has had
limited success due to the toxicity of most treatments to
many cells that are crucial to the normal functioning of
the patient. Therefore, much attention has recently been
focused on immunotherapy, i.e. methods of strengthen-
ing the patient’s own immune response to cancerous cells.
Mathematical models of tumor growth in tissue, the im-
mune response, and the administration of immunotherapy
can suggest treatment strategies that optimize treatment
efficacy and minimize negative side-effects, such as an auto-
immune response. In this talk we will present our work in
this area over the last five years, highlighting both the suc-
cesses and the remaining challenges.

Ami Radunskaya
Pomona College
Mathematics Department
aer04747@pomona.edu

Lisette de Pillis
Harvey Mudd College
Department of Mathematics
depillis@hmc.edu

MS58

Temporal and Spatial Adaptivity in High-order
Discontinuous Galerkin Particle-in-cell Methods

We discuss the continued development of a high-order par-
ticle in-cell method. The high-order method uses fewer grid
points to resolve plasma dynamics as compared to classical
finite difference methods while using a boundary fitted un-
structured grid. We discuss implicit-explicit Runge-Kutta
schemes that enhance temporal flexibility. We also discuss
adaptive particle deposition techniques to enhance geomet-
rical flexibility.

Gustaaf B. Jacobs
Division of Applied Mathematics
180 George Street, Box F
gjacobs2@dam.brown.edu

MS58

Adaptive Dual Particle Solid Impact Simulations

We will discuss the recent developments of the Dual Parti-
cle method. We will cover three issues. 1) We will discuss
the fundamental idea and properties of the method 2) We
will discuss the option of adapting particles using methods
previously developed for particle methods and adapted to
the dual particle description where two different sets of
aprticles are used for different quantities 3) We will discuss
specific applications of the method

Giovanni Lapenta
Los Alamos National Laboratory
lapenta@lanl.gov
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Larry Libersky
LANL
Los Alamos NM87545
libersky@lanl.gov

Andrew Brydon
Los Alamos National Laboratory
abrydon@lanl.gov

Jianwei Ju
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MS58

AMR-PIC Modeling of Plasmas and Beams

Modeling of systems that involve a wide range of scales
in space and/or time is challenging. We present emerg-
ing techniques for modeling plasmas and beams, based on
the Particle-In-Cell (PIC) and Adaptive Mesh Refinement
(AMR) methods. The coupling of these two well-known
methods must be done with care in order to avoid unwanted
effects (spurious self-forces, reflections patch boundaries,
...). We will present the main issues, solutions and exam-
ples of application to particle beam modeling and laser-
plasma interaction.

Jean Luc Vey
LBNL
1 Cyclotron Road, Berkeley, CA
JLVay@lbl.gov

Alex Friedman, David Grote
Lawrence Livermore National Laboratory
afriedman@lbl.gov, dpgrote@lbl.gov

Jean-Claude Adam, Anne Heron
Ecole Polytechnique, France
jean-claude.adam@cpht.polytechnique.fr,
anne.heron@cpht.polytechnique.fr

MS58

Particle-in-cell Method for Fluid-Structure Inter-
actions

The particle-in-cell method possesses advantages of both
Eulerian and Lagrangian methods while avoids their diffi-
culties. Recently we combined the particle-in-cell method
with newly developed two-phase flow theory to study fluid-
structure interactions. The fluid and the solid structure
are treated as two continuous phases in the two-phase flow
theory. In this presentation, we outline basic principles of
the two-phase flow theory and numerical schemes of the
particle-in-cell method and then provide examples of their
applications.

Giovanni Lapenta
Los Alamos National Laboratory
lapenta@lanl.gov

Duan Z. Zhang,
LANL
Los Alamos NM 87545
dzhang@lanl.gov

Brian VanderHeyden, Qisu Zou, Xia Ma
LANL
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MS59

Optimal Vaccination Strategies for the Control of
Rabies among Raccoons

We seek the best vaccination strategy to control the spread
of rabies among several subpopulations of raccoons. We
construct a metapopulation SIR model with control func-
tions, the rate of vaccination in each subpopulation. Tran-
sition rates between subpopulations are assumed to depend
on the spatial distance between subpopulations and disease
status.

Erika Asano
University of Tennessee
easano@math.utk.edu

MS59

Optimal Harvesting of a Semilinear Elliptic Fishery
Model

We are considering an optimal harvesting problem for a
semilinear elliptic fishery model, which has logistic growth
and the harvest depends on the location of the fish. We
seek to maximize the yield while minimizing the cost1 and
variation2 of the fishing effort. Existence, necessary con-
ditions and uniqueness for the optimal harvesting control
are established. The optimal pattern for 2 is character-
ized by a variational inequality involving the solutions of
an optimality system of nonlinear elliptic partial differen-
tial equations. Numerical examples are given to illustrate
results.

Wandi Ding
University of Tennessee
ding@math.utk.edu

Suzanne M. Lenhart
University of Tennessee
Department of Mathematics
lenhart@math.utk.edu

MS59

Optimal Harvesting in An Age-Structured
Predator-Prey Model

We investigate optimal harvesting control in a predator-
prey model in which the prey population is represented by
a first order partial differential equation with age-structure
and the predator population is represented by an ordinary
differential equation in time. The controls are the propor-
tions of the populations to be harvested, and the objec-
tive functional represents the profit from harvesting. The
existence and uniqueness of the optimal control pair are
established.

Suzanne M. Lenhart
University of Tennessee
Department of Mathematics
lenhart@math.utk.edu

K. Renee Fister
Murray State University
renee.fister@murraystate.edu

MS59

Optimal Harvesting During an Invasion of a Sub-
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lethal Plant Pathogen

Plant pathogens are quite destructive to cash crops
throughout the world resulting in potentially devastating
financial losses. This work expands recently developed op-
timal control theory for an integrodifference model to a
mathematical system which includes an integrodifference
component. This system models a highly simplified plant
pathogen system for which the optimal harvesting scheme
is derived. An adjoint system is introduced to characterize
the optimal harvesting pattern. This analysis shows that
while it may not be possible to prevent losses upon discov-
ery of the pathogen in an area, it is theoretically possible
to significantly cut those losses by culling an area around
the initial infection.

Holly Gaff
University of Maryland School of Medicine
Department of Epidemiology and Preventive Medicine
HGAFF@epi.umaryland.edu

Hem R. Joshi
Department of Math and CS
Xavier University
joshi@xavier.edu

Suzanne M. Lenhart
University of Tennessee
Department of Mathematics
lenhart@math.utk.edu

MS60

Culture and Environment as Determinants of
Women’s Participation in Computing

This talk presents a cultural perspective towards thinking
about, and acting on, issues concerning women and com-
puter science and related fields. We posit and demonstrate
that the notion of a gender divide in how men and women
relate to computing, traditionally attributed to gender dif-
ferences, is actually a result of cultural and environmental
conditions. Indeed, the reasons for women entering - or
not entering - the field of computer science have little to
do with gender and a lot to do with environment and cul-
ture as well as the perception of the field. Appropriate
outreach, education and interventions in the micro-culture
can have broad impact, increasing participation in comput-
ing and creating environments where both men and women
can flourish. This argument is illustrated by specific case
studies.

Lenore Blum
Carnegie Mellon University
lblum@cs.cmu.edu

MS60

Enhancing Diversity in the Mathematical Sciences:
A View from Educational Research

In order to understand the obstacles women and underrep-
resented minorities face in science and mathematics, and
possible supports to them as they work to overcome those
obstacles, we need to begin with the question of what it
takes to succeed in these fields. Theories of situated learn-
ing posit that learning happens through participation in
social practices, and that learning is inseparable from that
participation. Students learn from what they do, and the
activities in which they engage determine the particular
things they learn. Each set of activities-for example, lis-

tening to teacher explanations, completing various types
of homework and in-class exercises, taking notes, work-
ing with other students to solve problems, reading texts,
studying for and taking exams, attending seminars and
conferences-constitutes a different type of learning oppor-
tunity. Inherent in this perspective is the idea that learn-
ing mathematics is actually a three-dimensional process,
involving the acquisition of mathematical content, partici-
pation in mathematical practices, and developing an iden-
tity as a mathematics learner. Participation and develop-
ing an identity are particularly challenging for women and
students of color, who are often excluded from important
mathematical practices and receive a variety of messages
about ways that they do not belong. I will talk about a
variety of strategies that have been proven successful in
minimizing these challenges, providing equal opportunities
for all students to engage in and contribute to the mathe-
matical sciences.

Abbe H. Herzig
University at Albany, State University of New York
AHerzig@uamail.albany.edu

MS60

Increasing the Number of Minority Ph.D.’s in
Mathematics

Over twenty percent of the graduate students in Mathe-
matics at the University of Iowa are US minorities from
groups underrepresented in Mathematics. Last year three
US minority students earned Ph.D. s in Mathematics at
Iowa, approximately ten percent of the total nationally.
In 2005 the Department received the Presidential Award
for Excellence in Science, Mathematics and Engineering
Mentoring for its work toward increasing the number of
US minority Ph.D. s in Mathematics. In this talk I will
discuss our efforts toward this end. These efforts include
the building and fostering of community, intensive men-
toring by both faculty and peers, and the identification
and nurturing of previously untapped talent. I will also
discuss our efforts to institutionalize the changes that we
have made. Finally I will discuss the replicability of our
program. Throughout I will emphasize the benefits that
accrue to all students.

David Manderscheid
University of Iowa
mander@math.uiowa.edu

MS60

Successes and Challenges in Diversifying Research
Universities and the National Science and Engi-
neering Workforce

The speaker will focus on the general challenges that the
country faces today concerning increasing the representa-
tion of those groups that have been traditionally underrep-
resented in mathematics, science, and engineering. He will
share relevant formative experiences encountered along his
life’s journey as a publically educated first generation Mex-
ican American from the barrios of Los Angeles to a Rice
University Mathematics Professor and a President Clin-
ton appointee to the National Science Board. As the Di-
rector of the Rice mathematical and engineering sciences
program, a program well recognized for its production of
minority PhD’s, he will describe challenges, successes, and
lessons learned along the way. Particular attention will be
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paid to the role of mathematics and mathematicians.

Richard A. Tapia
Rice University
Dept of Comp & Applied Math
rat@rice.edu

MS61

Nonlinear Fokker-Planck Equations coupled with
Navier-Sokes Equations

I will discuss the regularity and asymptotic behavior of
nonlinear Fokker-Planck equations coupled with Navier-
Stokes equations.

Peter Constantin
Department of Mathematics
University of Chicago
const@math.uchicago.edu

MS61

Transport and collective dynamics in suspensions
of swimming particles

This talk describes very recent work motivated by observa-
tions that populations of swimming bacteria exhibit a fasci-
nating variety of phenomena including regimes of anoma-
lous transport as well as spatiotemporally coherent fluid
motion on scales much larger than the organisms. We
propose a simple model of a swimming organism that is
amenable to direct simulations of large populations. Hy-
drodynamic coupling between the swimmers leads to co-
herent motions in the flow that are consistent with ex-
perimental observations. At low concentrations, swimmers
propelled from behind (like spermatazoa) strongly migrate
toward solid surfaces in agreement with simple theoretical
considerations; at higher concentrations this localization
is disrupted by the coherent motions. Correspondingly,
at large concentrations the swimmers move with velocities
significantly larger than they could achieve in isolation.

Mike Graham
Department of Chemical Biological Engineering
University of Wisconsin - Madison
graham@engr.wisc.edu

MS61

Mathematical Analysis of Certain Analytic Sub-
grid Scale Models of Turbulence

In this talk I will discuss the mathematical difficulty in
proving global regularity for the three-dimensional Navier-
Stokes equations. Furthermore, I will show the global reg-
ularity for certain analytic three-dimensional sub-grid scale
models of turbulence. This will include the Smagorinsky
model, Navier–Stokes-alpha model, the Leray-alpha model,
the modified Leray-alpha and the Clark-alpha model. All
these models are of nonlinear parabolic type and each has
a finite dimensional global attractor. In some cases I will
provide explicit bounds for the fractal and Hausdorff di-
mensions of these attractors, in terms of the relevant phys-
ical parameters. In addition, I will also prove the global
regularity for the ”shell model” of turbulence and show
that it has a finite dimensional inertial manifold. Hence,
this model can be reduced to a finite dimensional ordinary
differential system. As a result, one can show that this
model has a unique invariant measure associated with its

dynamics when it is kicked randomly.

Edriss S. Titi
University of California, Irvine and
Weizmann Institute, Israel
etiti@math.uci.edu, edriss@wisdom.weizmann.ac.il

MS61

Nematic Polymers Under External Fields

In this talk I will discuss new theoretical developments in
the study of nematic polymers in the presence of external
fields.

Hongyun Wang
University of California, Santa Cruz
hongwang@ams.ucsc.edu

MS62

Reducing Computational Cost in Simulation-Based
Optimization

We examine a number of approaches to reducing the cost
of design optimization, where the cost is due to the expense
of contributing simulations or to the complexity of the un-
derlying problem or to the need to include uncertainties in
the design problem formulation. The approaches under in-
vestigation include the use of variable-fidelity models, dis-
tributed optimization algorithms, and variable reduction.
We investigate comparative analytical and computational
properties of the methods in application to aerospace prob-
lems.

Natalia Alexandrov
NASA Langley Research Center
n.alexandrov@nasa.gov

MS62

Uncertainty Affected Control Via Convex Pro-
gramming

Solving discrete time finite/infinite horizon linear dynamic
systems, under additional state-control resstrictions, leads
to an intractable nonconvex optimization problem. We in-
troduce a reparametrization scheme using ”purified out-
puts” and show that the state-control trajectory becomes
an affine function in the design variables as well as in the
uncertain parameters of the system. Consequently,the task
of synthesizing a constrained robust controler reduces to
solving an explicit convex programming problem.

Aharon Ben-Tal
Technion - Israel Institue of Technology
Israel
abental@ie.technion.ac.il

MS62

High Performance Computing for Constrained Op-
timization with Application to Optimal Design and
Control of a Racing Yacht in the America’s Cup

We consider the analysis and development of robust and ef-
ficient optimization algorithms for the optimal design and
control of a racing yacht in the America’s Cup. The main
emphasize is put on the optimal design of the hull-keel-
winglet configuration as well as model reduction toward
real time control of the boat. The considered optimization
problems involve very large and highly coupled system of
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PDE constraints. In that context we address more specifi-
cally the following issues:

• Adaptivity for time dependent optimal control prob-
lem

• Parallel processing for PDE constrained optimization
problem

• Parameter identification problem toward model re-
duction

• Sensitivity analysis and optimal experiment design

Vincent Heuveline
Computing Center and Institute of Applied Mathematics
University of Karlsruhe
vincent.heuveline@math.uni-karlsruhe.de

MS62

Numerical Optimal Control of the Wave Equation:
Optimal Boundary Control of a String to a Pre-
scribed State in Finite Time

In many real-life applications of PDE constrained opti-
mization, hyperbolic equations are involved. Because of
their possibly nonsmooth behaviour they constitute a se-
vere challenge to both theory and numerics of those prob-
lems. In the present paper, optimal control problems for
the well-known wave equation are investigated. The nu-
merical method chosen here is a full discretization method
based on appropriate finite differences by which the PDE
constrained optimal control problem is transformed into a
nonlinear programming problem (NLP). The intention is
to study the order of the numerical approximations for the
optimal control variables. Hence we follow the approach
”first discretize, then optimize”, which allows us not only
to make use of the powerful NLP methods, but also to com-
pute sensitivity differentials, a necessary tool for real-time
control.

Hans Josef Pesch
University of Bayreuth, Germany
Chair of Mathematics in Engineering Sciences
hans-josef.pesch@uni-bayreuth.de

Matthias Gerdts
Department of Mathematics
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Department of Mathematics
Darmstadt University of Technology
greif@mathematik.tu-darmstadt.de

MS63

Splitting Methods For Linear Separable Partial
Differential Equations And Beyond

Splitting methods are numerical integrators for solving dif-
ferential equations which are separable in solvable parts.
The Schrdinger and Maxwell equations are relevant exam-
ples in physics and engineering of separable PDEs, and a
large number of splitting methods from the literature can
be used. However, the structure of these linear separable
PDEs allowed us to build for them new tailored methods
which outperform the known methods. Their performances
will be tested on the Schrdinger equation.

Sergio Blanes

Instituto de Matemática Multidisciplinar
Universidad Politécnica de Valencia, Spain
serblaza@imm.upv.es

MS63

Forward Time-Step Splitting Methods For Solving
Physical Evolution Equations

The solution of many physical evolution equations can be
expressed as an exponential of two or more operators acting
on initial data. Accurate solutions can be systematically
derived by decomposing the exponential in a product form.
This is the general splitting method of solving evolution
equations. For time-reversible equations, it is immaterial
whether or not the split coefficients are positive. On the
other hand, most symplectic algorithms for solving classi-
cal dynamics contain some negative coefficients. It is only
recently that the forward splitting algorithms are recog-
nized as a highly effective in solving BOTH time-reversible
and time-irreversible equations. This talk will summarize
the basic structure applications of the forward splitting al-
gorithms for solving diverse physical evolution equations.

Siu A. Chin
Department of Physics
Texas A&M University
chin@physics.tamu.edu

MS63

Description Of Light Focusing By A Lens Using In-
tegral Solutions Of The Wave Propagation Equa-
tion

An accurate description of light focusing by even a simple
single element optic, such as a spherical lens, is compu-
tationally quite challenging because of the need to eval-
uate multiple (typically quadruple) integrals having very
highly oscillating integrands. The integrals arise from the
diffraction theory of Stratton and Chu, which applies the
vector form of Green’s theorem to determine the electro-
magnetic fields at a point inside a closed volume in terms
of the values of the fields known on a curved surface. Ap-
plying the theory successively to the two curved surfaces
that constitute a lens we obtain the values of all the elec-
tromagnetic field components outside the lens in integral
forms. We demonstrate how the integrals can be evalu-
ated using current computational resources, including the
splitting method, for high speed commercial lenses.

Shekhar Guha, Glen Gillen
U.S. Air Force Research Laboratory
Shekhar.Guha@wpafb.af.mil, ggillen@anteon.com

MS63

Stability And Convergence Of The Adaptive Split-
ting Methods For Certain Singular Problems

We will focus on a split cosine scheme for a nonlinear
solitary wave equation in two dimensions which arises in
rectangular large-area Josephson junctions. The semi-
discretization approach leads to a system of asymptoti-
cally separable second-order nonlinear ordinary differential
equations. The numerical solution of the system is ob-
tained via a further application of a linearly implicit split-
ting method. This yields, however, a concern of the numer-
ical/computational stability and convergence. In this talk,
rigorous analyses will be outlined on the stability, asymp-
totic stability and convergence of the numerical method.
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Further discussions will be proposed.

Qin Sheng
Department of Mathematics
Baylor University
Qin Sheng@baylor.edu

Abdul M. Khaliq
Middle Tennessee State University
Department of Mathematical Sciences
akhaliq@mtsu.edu

MS64

Fast Direct Solvers for Integral Equations

In this talk we consider the design of fast direct solvers for
integral equations that exploit the Fast Multi-pole Method
(FMM) structure of the matrix. The idea is to see if we
can design solvers that are faster than the Hierarchically
Semi-separable (HSS) fast direct solvers.

Kaviyesh Doshi, Naveen Somasundram
UC Santa Barbara
kaviyesh@ece.ucsb.edu, naveen@umail.ucsb.edu

Ming Gu
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Mathematics Department
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Department of Electrical and Computer Engineering
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Patrick Dewilde
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Department of Electrical Engineering
p.dewilde@ewi.tudelft.nl

MS64

Moore-Penrose Inversion of Hierarchical Semi-
Separable Systems

The Hierarchical Semi Separable (HSS) matrices of low de-
gree form an interesting class of (weakly) structured sys-
tems originally introduced by Shiv Chandrasekaran and
Ming Gu. The class is closed under a number of numer-
ical operations such as LU-factorization, matrix inversion
(when the matrix is invertible), and Cholesky factorization
(when the matrix is positive definite). The new result that
will be presented in this talk is that it is also closed for
URV factorization and Moore-Penrose inversion. A num-
ber of further properties will also be touched at, such as
formal representations of HSS systems, the connection be-
tween the HSS structure and the classical quasi-separable
or time-varying structure (sometimes called ’SSS’ for Se-
quentially Semi-Separable), and model reduction for HSS
systems. The latter theory may be of paramount impor-
tance in the quest for adequate pre-conditioners for large
systems of equations, probably the most important appli-
cation of HSS systems.

Patrick Dewilde
TU Delft (Netherlands)
Department of Electrical Engineering
p.dewilde@ewi.tudelft.nl

MS64

Schur-Monotonic Semi-separable Matrix Approxi-
mations to SPD Matrices

Given a symmetric positive definite matrix A, we develop
a fast and backward stable algorithm to approximate A by
a symmetric semi-separable matrix to any given tolerance.
We embed our approximation scheme inside a Cholesky
factorization procedure to ensure that each Schur comple-
ment during the factorization remains symmetric positive
definite after approximation. This, in turn, guarantees
that the symmetric semi-seperable matrix approximation
remains positive definite for any given tolerance. Numer-
ical results will be provided and implications of this work
will be discussed. Joint work with S. Chanderasekaran,
X.S. Li and P. Vassilevski

Ming Gu
University of California, Berkeley
Mathematics Department
mgu@math.berkeley.edu

MS64

Large Rank Structured Matrix Computations us-
ing the Givens-weight Representation

In this talk we will show how several matrix computations
involving rank structured matrices can be performed effi-
ciently and accurately when the Givens-weight representa-
tion is used.

Steven Delvaux
Department of Computer Science
Katholieke Universiteit Leuven, Belgium
steven.delvaux@cs.kuleuven.ac.be

Marc Van Barel
Department of Computer Science
Katholieke Universiteit Leuven, Belgium
marc.vanbarel@cs.kuleuven.ac.be

MS65

Modeling Spatial Dynamics of Influenza Spread
Using Traditional and Nontraditional Surveillance
Data

There is surprisingly little empirical evidence on how in-
fluenza spreads through cities, regions, nations and across
the globe. Documenting spatial patterns of influenza epi-
demics represents a first step toward understanding un-
derlying mechanisms that drive epidemic fluctuations, and
will help with the evaluation of targeted pandemic control
strategies. Using novel and traditional influenza surveil-
lance datasets, we have developed models of influenza
spread that provide evidence to support control strategies
at both the national and local scales. First, we model na-
tional spread of the yearly influenza epidemics so as to
understand the impact of multivariate factors that drive
large-scale spread, including population movement and en-
vironmental conditions. Second, we develop spatial mod-
els of local influenza spread across major metropolitan ar-
eas using real-time surveillance to define important demo-
graphic risk factors. Our research highlights the role of
empirically-based spatial models to identify factors that
are key in disease spread and for which targeting of control
strategies may help stem the spread of pandemic influenza.

John S. Brownstein
Children’s Hospital Informatics Program
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Harvard Medical School
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MS65

Planning for Pandemic Influenza: Hospital Bed
Surge Capacity Analysis for Los Angeles

The continued threat of the emergence of an influenza pan-
demic poses a significant global challenge. In order to min-
imize the effects of a pandemic, the health care system
must be prepared to cope with mass illness and the burden
on the health care services. As many uncertainties are in-
volved in this type of studies, I will describe and compare
different scenarios to understand the potential impact of a
pandemic on hospital admissions in five counties in Cali-
fornia. Our analyses show that results based on aggregated
hospital resources can underestimate the true capacity at
local hospitals.

Sara Del Valle
Los Alamos National Laboratory
CCS-5 (MS M997)
sdelvall@lanl.gov

MS65

Resonance and the Seasonality of Influenza Epi-
demics

Influenza incidence exhibits strong seasonal fluctuations in
temperate regions throughout the world, concentrating the
mortality and morbidity burden of the disease into a few
months each year. The cause of influenzas seasonality has
remained elusive. Here we show that the large oscillations
in incidence may be caused by undetectably small seasonal
changes in the influenza transmission rate that are ampli-
fied by dynamical resonance.

Joshua Plotkin
Harvard University
Harvard Society of Fellows
jplotkin@fas.harvard.edu

MS65

On the Role of Cross-Immunity and Vaccines on
the Survival of Less Fit Flu-strains

A pathogen’s route to survival involves various mechanisms
including their ability to invade (host’s susceptibility) and
their reproductive success within an invaded host (“infec-
tiousness”). The immunological history of an individual of-
ten plays an important role in reducing host’s susceptibility
or it helps the host mount a faster immunological response
de facto reducing infectiousness. The cross-immunity gen-
erated by prior infections to influenza A strains from the
same subtype provide a significant example. In this paper,
we study the role of invasion mediated cross-immunity in
a population where a precursor related strain (within the
same subtype) has already become established. An uncer-
tainty and sensitivity analysis is carried out on the ability
of the invading strain to survive for given cross-immunity
levels. Our findings indicate that it is possible (for relative
low levels of cross-immunity) to increase the likelihood of
strain coexistence even in the case when invading strains
are “unfit”, that is, when the basic reproductive number
of the invading strain is less than one. The development of
“flu” vaccines that minimally enhance herd cross-immunity
levels may, by increasing genotype diversity, help facilitate
the generation and survival of novel “virulent” strains, that

is strains that have high levels of reproduction within the
host.

Xiaohong Wang
Arizona State University
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MS66

Single Frequency Characterization of Complex Tar-
gets in Remote Sensing

A new class of monochromatic target imaging and char-
acterization algorithms for remote sensing has been devel-
oped which overcomes many of the traditionally encoun-
tered limitations, and artifacts such as so-called multi-
path returns, resulting from high frequency approximation-
based backscattering techniques. We will demonstrate that
given, either high or low, fixed-frequency monostatic radar
data over one period of a tumbling object, that robust and
efficient automatic characterization of complex non-convex,
e.g. targets with open ports or cavities, is possible.

Steve Kusiak
MIT Lincoln Laboratory
kusiak@ll.mit.edu

MS66

Correlating Sensor Tracks with the Deterministic
Annealing Method

Surveillance systems often involve multiple sensors tracking
multiple objects. To maximize the preservation of informa-
tion gained by each sensor a mapping must be performed
between the objects in each sensors field of view. Due to
differing sensitivity and geometry the number of objects
detected by each sensor might not be the same. Object
correlation is further complicated because there tends to
be sensor bias due to pointing errors. This talk discusses
the deterministic annealing approach to object correlation
and sensor bias removal.

Brian Lewis, Matthew Horsley
MIT Lincoln Laboratory
blewis@ll.mit.edu, horsley@ll.mit.edu

MS66

Feature Extraction For Classification: Class Inde-
pendent Statistics vs. Class Specific Statistics

There currently exist a large number of algorithms aimed
at reducing the dimensionality of a feature set used for
classification by relying on the statistical properties of the
underlying distribution of data. Three common and well
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known examples of this type of technique are Principle
Component Analysis (PCA), Multiple Discriminant Anal-
ysis (MDA) also known as Linear Discriminant Analysis
(LDA), and Singular Value Decomposition (SVD). Each
technique has its own operating conditions and a priori
assumptions about the statistical nature of the data. In
particular, for classification, of the techniques mentioned,
only the MDA algorithm explicitly uses class information.
Recently there has been interest in comparing PCA against
MDA [?]. It is generally felt that the projected feature sub-
set produced by MDA is better for classification purposes
since the MDA algorithm finds a linear transformation that
maximizes a measure of class separation. In this paper we
will empirically compare and contrast the performance of
the PCA, MDA, and SVD techniques on a variety of stan-
dard data sets. In addition, we introduce two additional
algorithms called Classwise Principle Component Analy-
sis (C-PCA) and Classwise Singular Value Decomposition
(C-SVD), based on PCA and SVD respectively, that incor-
porate class-specific information into their constructions.
We will demonstrate empirically that these new algorithms
classify data better than their standard PCA and SVD
counterparts. In addition to classification, each of the algo-
rithms we present has a natural method for dimensionality
reduction via eigenspace truncation. As such, we will also
present results examining how classification performance
degrades as the number of implicit algorithm-specific de-
grees of freedom are decreased. Our results demonstrate
that the C-PCA and C-SVD techniques allow one to po-
tentially do significant dimensionality reduction with neg-
ligible impact in classification accuracy.

Virginia Hafer, John Weatherwax
MIT Lincoln Laboratory
hafer@ll.mit.edu, weatherwax@ll.mit.edu

MS66

A Method for Sensor Management with Informa-
tion Theoretic Objectives

Sensor management is a stochastic control problem in
which the objective is to maximize accuracy in an under-
lying estimation task. While the optimal solution can be
formulated as a dynamic program, its solution generally
requires intractable computation and storage. We describe
a heuristic method, motivated by results from submodu-
lar optimization, to a problem in which estimation per-
formance is measured by conditional entropy. We explore
bounds that can be obtained on the performance of the
algorithm.

Jason Williams
MIT LIDS
jlwil@mit.edu

John Fisher
MIT
fisher@csail.mit.edu

Alan S. Willsky
Department of Electrical Engineering
MIT
willsky@mit.edu

MS67

A Fully Implicit Hall MHD Algorithm in 3D

We present a fully implicit, nonlinear algorithm for Hall
magnetohydrodynamics (HMHD). HMHD supports disper-

sive waves (ω ∼ k2), which result in explicit CFL condi-
tions Δt ∼ Δx2. This precludes the use of explicit algo-
rithms. Implicit methods can in principle step over such
fast time scales, but the spectral properties of the asso-
ciated matrices break most iterative methods. Here, we
demonstrate a successful, scalable implicit solver based
on physics-based preconditioned Jacobian-free Newton-
Krylov methods.

Luis Chacon
Los Alamos National Laboratory
chacon@lanl.gov

MS67

Domain Decomposed Implicit Methods for Model
Magnetohydrodynamics Problems

We discuss domain decomposed, fully coupled, fully im-
plicit solutions for time dependent magnetohydrodynam-
ics models. Our current approach uses high order tempo-
ral discretizations and Newton-Krylov-Schwarz methods,
where nonlinear Newton iterations are combined with ad-
ditive Schwartz preconditioned Krylov subspace iterative
linear solvers. We consider algorithmic and implementa-
tion issues related to the Schwartz preconditioning tech-
nique for problems with Dirichlet and periodic boundary
conditions. Performance of one- and two-level algorithms
with LU or ILU solves on subdomains is investigated and
parallel convergence results are reported.

David E. Keyes
Columbia University
Department of Applied Physics & Applied Mathematics
david.keyes@columbia.edu
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MS67

An Implicit Method for Magnetic Fusion Mhd
Calculations Using Adaptive, High-Order, High-
Continuity Finite Elements

Many aspects of the physics of toroidal magnetic fusion
experiments can be described by a set of ”Extended Mag-
netohydrodynamic” (E-MHD) equations for the evolution
of the fluid-like quantities describing the high-temperature
plasma and the magnetic field. Because of the multiplicity
of time and space scales that develop, it is now recognized
that adaptive higher-order finite elements with an implicit
time integration scheme offer significant advantages. An
ongoing effort to solve these E-MHD equations with ele-
ments with C1 continuity is described. This leads to a com-
pact representation and efficient solution algorithm. The
method builds on a formalism for representing the veloc-
ity in a potential/stream-function form, and the magnetic
field in an intrinsically divergence-free form. Recent appli-
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cations and future directions will be discussed.

Stephen Jardin
Princeton Plasma Physics Laboratory
sjardin@pppl.gov

MS67

Preconditioning Implicit Simulations of Resistive
Fusion Plasmas

Computational MHD poses challenges due to its wide range
of spatio-temporal scales, strong anisotropy and nonlinear-
ity. Additionally, resistive MHD experiences increased ill-
conditioning as the spatial meshes are refined to resolve
diffusive layers. We consider preconditioning techniques
for these effects in the linear implicit system, based on
optimized solvers for a decomposition of the system into
individual sub-systems. We demonstrate that such an ap-
proach grows increasingly necessary for efficient solution
strategies as the spatial mesh is refined.

Daniel R. Reynolds
University of California, San Diego
Mathematics Department
drreynolds@ucsd.edu

MS68

Rapid Development of Efficient Codes for PDE
Simulation and PDE-Constrained Optimization

Abstract not available at time of publication.

Kevin Long
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krlong@sandia.gov

MS68

Single-Phase Groundwater Flow Simulation Using
Sundance

We consider a nonlinear model for flow in porous media,
with particular focus on the nonlinear advective accelera-
tion term. Other macroscale models assume advective ac-
celeration provides negligible contribution to momentum
balance and excluded it in simulations. This assumption
hinges upon the generally slow flow of groundwater. No
one has investigated the ”significance” of advective acceler-
ation for intermediate Reynolds numbers, particularly for
heterogeneous media. In this talk we provide our defini-
tion of ”significant”, and numerical results from two- and
three-dimensional single-phase flow which categorize the
importance of advective acceleration.
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Sandia National Laboratories
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MS68

NEWCON: Nonlinear Model Predictive Control
Package

This talk describes the development of NEWCON, a model
predictive controller package. The Newton-type control
law formulation, based on works of Oliveira (1994) and
Santos et. al. (1995) is solved using a multiple shoot-
ing approach and sequential quadratic programming. High
quality numerical packages CVODES and HQP are used for
the integration and sensitivity analysis of the system model
and for the solution of the resulting optimization problem,
respectively.

Andrey Romanenko, Natercia Fernandes
Ciengis
Portugal
andrey@ciengis.com, natercia@ciengis.com

Lino Santos
Department of Chemical Engineering
University of Coimbra, Portugal
lino@eq.uc.pt

MS68

Large Scale Data Assimilation for Atmospheric
Chemical Observations

The task of providing an optimal analysis of the state of
the atmosphere requires the development of novel compu-
tational tools that facilitate an efficient integration of ob-
servational data into models. We discuss several new com-
putational tools developed for the assimilation of chemical
data into atmospheric models. They include automatic
code generation of chemical adjoints, properties of adjoints
for advection numerical schemes, calculation of energy sin-
gular vectors and their use in placing adaptive observa-
tions. Data assimilation results using both variational and
ensemble based methods are shown for several real test
problems to illustrate the power of the proposed methods.

Adrian Sandu
Virginia Polytechnic Institute and
State University
sandu@cs.vt.edu

MS69

Space-Time Response of Nematic Polymers in
Small-Amplitude Oscillatory Flows

The space-time responses of nematic polymers to the small-
amplitude oscillatory shear flows have been studied using
a mesoscopic model which incorporates a coupling between
short-range excluded volume interactions, anisotropic dis-
tortional elasticity. The analytical solutions of the nemato-
dynamic equations are obtained at small amplitudes. The
external frequencies bring new length scales for both the
velocity and orientation structures. The velocity and the
director angle show boundary layers with thickness propor-
tional to 1√

Erω
in both low and high frequency cases at the

first order while the order parameters show at the second
order with boundary thickness proportional to 1√

Erω
or
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1√
Er

and show a frequency precession with that of the ve-

locity and the director angle. The molecular shape param-
eter will change a molecular direction when the molecule
shifts from a flow-aligning regime to tumbling regime. The
steady state structures in weak shear and Poiseuille flows
are recovered with no boundary layers in the frequency
limit ω = 0. The storage and loss moduli have been calcu-
lated.

Zhenlu Cui
Department of Mathematics
UNC Chapel Hill
zcui@email.unc.edu

MS69

Dynamics of Magnetic Dispersions in Simple Flows
Modelled By Kinetic Theories

We establish the reciprocity principle of the Doi-Hess ki-
netic theory for rigid rod macromolecular suspensions gov-
erned by the strong coupling between an excluded volume
potential, linear flow and a magnetic field. The principle
provides a reduction of the Fokkar-Plank equation from
a 5-parameter to a 2-parameter family of coplanar linear
flows and magnetic fields. The planar flow with a rota-
tional component maps to a simple shear with a transverse
magnetic field. Here we predict the transition phenomena
associated with each robust class of sheared monodomain
attractors, as the magnetic field is turned on and magnified.
The irrotational flow reduces to a pure extension subject
to a transverse magnetic field. The equilibrium solution is
of the Boltzmann type, parameterized by a pair of order
parameters and the resulting PDF generically biaxial.

Sarthok Sircar
Department of Mathematics
Florida State University
sircar@math.fsu.edu

Qi Wang
Mathematics Department
Florida State University
wang@mail.math.fsu.edu

MS69

Nonlinear Viscoelasticity and Finite Depth Effects
in the Ferry Shear Wave Experiment

We revisit the classical oscillatory shear wave experiment
and model of Ferry and collaborators, motivated by vis-
coelastic characterization experiments on lung airway sur-
face liquids (ASLs). We first extend the classical model
and solution to finite depth, and estimate errors in inverse
characterization of storage and loss moduli due to applica-
tion of the Ferry semi-infinite formulas. We identify regions
in storage-loss moduli space where finite depth effects are
minimal, yet other regions where application of the Ferry
formulas lead to enormous relative errors. We focus these
evaluations at frequencies of plate oscillation and imposed
bulk strains that are representative of biological condi-
tions on ASLs. Next, we consider a fundamental biological
question: are nonlinear material properties exploited un-
der typical in vivo conditions? For ASLs, coordinated cilia
as well as tidal breathing cycles induce finite oscillatory
shear strains; we model these conditions by studying shear
wave and stress features versus imposed bulk strain. We
sacrifice the complex modulus function G∗(ω) in favor of
nonlinear constitutive laws of Maxwell and Giesekus type,
using G′(ω) and G′′(ω) at plate frequency ω to define the

Maxwell model parameters. A quasilinear model system
of partial differential equations results, where the shear
velocity field is coupled nonlinearly to shear and normal
stresses. This model reproduces theFerry model in various
limits, but in general must be solved numerically. We use
a numerical toolkit of one of the authors for reported sim-
ulations. We report threshold criteria in terms of the bulk
imposed strain where nonlinearity leads to measurable ex-
perimental effects: in the shear wave or displacement field
along the sample depth, and in shear and normal stress fea-
tures. For various bulk strains (between 1 and 100%), we
assess the errors in inverse characterization of storage and
loss moduli due solely to nonlinearity, again specializing to
conditions typical of ASLs.

Lingxing Yao
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MS69

Effective Property Characterization of Nano-
Composites From Homogenization and Percolation
Theory

Many nano-composites consist of rod-like or platelet
macromolecules in a solvent matrix, which are observed
to yield large property enhancements at very low volume
fraction. These particle suspensions are called liquid crys-
tal polymers because they order at a critical volume frac-
tion. In this talk, we study the role of the orientational
distribution function of liquid crystal polymers and high
aspect ratio particle dispersions in composite properties.
We start with a review of the kinetic theory of owing rod
dispersions. Then, we use homogenization theory to pre-
dict volume-averaged effective properties (specfically ther-
mal conductivity and mechanical properties) versus parti-
cle volume fraction, aspect ratio and shear rate. The for-
mulas we derive are in terms of second and fourth moments
of the orientational distribution function of the inclusions.
We close with recent progress on percolation in rod disper-
sions.

Xiaoyu Zheng
Department of Mathematics
UNC Chapel Hill
xyzheng@email.unc.edu

MS70

Geometric Strategies for Neuroanatomic Analysis
from MRI

Quantitative analysis of brain structure is important in the
study of a variety of neurological and neuropsychiatric dis-
orders. In addition, the accurate delineation of gray mat-
ter regions can provide important baseline information for
quantifying brain function and metabolism. This talk will
present a body of work grounded in the use of geometri-
cal constraints and mathematical optimization to analyze
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neuroanatomical structure, function and metabolism of the
human brain from Magnetic Resonance Images (MRI) and
Magnetic Resonance Spectroscopic Imaging (MRSI). We
will describe our applied mathematical approaches to the
integrated analysis of cortical and subcortical the segmen-
tation of cortical and subcortical structure, the analysis
of white matter fiber tracks using diffusion tensor imaging
(DTI) and the intersubject registration of neuroanatomi-
cal (aMRI) datasets. Many of our methods rally around
the use of geometric constraints, statistical (MAP) esti-
mation and the use of level set evolution strategies. In
addition, more recently, we are combining the methods de-
scribed here with functional MRI (fMRI) and MRSI analy-
sis strategies with the goal of developing a more fully inte-
grated approach to structural/functional/metabolic brain
image analysis. We note that bringing all of this infor-
mation into a common space via intra- and inter- subject
registration should provide us with a rich set of data to
investigate variation in the (normal, abnormal and devel-
oping) human brain.

James S. Duncan
Yale University
Dept of Diagnostic Radiology
james.duncan@yale.edu

MS70

Diffeomorphic Metric Curve and Surface Matching

Curves and surfaces embedded in 3D are important geo-
metric models for anatomical shape study in medical im-
age analysis. A fundamental task in medical applications
is to perform a non-rigid matching (deformation) between
two occurrences of the same structure. Existing fully au-
tomated curve or surface matching approaches face two
fundamental issues. One is that due to discretization, a
point on one object need not have a homologous point on
the other. The second issue is that geometric informa-
tion is necessarily discarded when reducing curves or sur-
faces inherently 1D or 2D objects to 0-dimensional point
sets. We develop curve and surface matching approaches
in which the two issues mentioned above are overcome nat-
urally in the fundamental theoretical framework by repre-
senting curve or surface geometry structure via currents.
Our main contribution is in building a norm on the space
of curves or surfaces via representation by currents of geo-
metric measure theory. Currents are an appropriate choice
for representations because they inherit natural transfor-
mation properties from differential forms. We impose a
Hilbert space structure on currents, whose norm gives a
convenient and practical way to define a matching func-
tional. Using this Hilbert space norm, we also derive and
implement curve and surface matching algorithms under
the large deformation framework, guaranteeing that the
optimal solution is a one-to-one regular map of the entire
ambient space. We detail an implementation of curve and
surface algorithms and present results on medical image
data. Finally, one clinical application, cortical thickness
variation of planum temporale in schizophrenia and bipo-
lar diseases, is given using surface matching via currents.

Michael I. Miller
Johns Hopkins University
Center for Imaging Science
mim@cis.jhu.edu
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MS70

Quasiconformal Visuotopic Map Complexes in Hu-
man Brain: Methods and Motivations for Near-
Isometric Brain Flattening

Brain imaging studies often require the representation and
manipulation of highly convoluted cortical surfaces, gen-
erating three broad areas of application: visualization of
surface data, metrically valid characterization of functional
architecture in individual samples, and cross-subject com-
parison of anatomical or functional data. For visualization,
any one-to-one, relatively undistorted representation is suf-
ficient. However, for the latter two applications, careful at-
tention to the metric aspects of surface mapping is critical.
First, functional architecture studies are illustrated with
the example of quasiconformal map complexes. These are
physiological representations of the surface of the retina,
relayed to the cortex in the form of multiple copies, or
“maps” with shared boundary conditions, of a strongly
non-linear, spatially warped retinal visual pattern. It has
recently been demonstrated that composition of a com-
plex dipole map (i.e. w = log(z + a/z + b)) with a con-
stant azimuthal shear map, indicates the existence of, and
quantitatively describes, cortical “map complexes.” These
share the same conformal structure, but differ quantita-
tively in their anisotropy, or shear. Examples of wide-field
(up to 70 degree) human visuotopic mappings, obtained
with a newly developed optical system for fMRI based vi-
sual stimulation, will be shown. Secondly, ultra-high res-
olution (200 micron isotropic voxel) post-mortem human
brain images, achieved via high field (7 Tesla) long dura-
tion (12 hour) MRI scans, are demonstrated. The goal is to
measure the variance in “shape” of primary visual cortex,
both within individual humans, and across monkey and
human, as an example of cross-subject population compar-
ison. Both applications require the development of max-
imally accurate, near-isometric flattening methods. Our
current methods for brain flattening, based on the com-
putation of exact minimal geodesic paths on polyhedral
surfaces, together with metric multi-dimensional scaling,
will be outlined. Metric distortion in the range of 5-10%
is achievable by full distance matrix flattening, with com-
putation times (16 Gbyte 3Ghz Opteron) of roughly ten
hours for (10k polygon) cortical surfaces spanning V1,V2
and V3, i.e. most of the occipital pole. Although compu-
tationally expensive in time and memory, accurate metric
representation of the brain surface is critical to the demon-
stration, presented here, that macaque and human map
complexes have virtually identical visuotopic structure and
and anatomical shape (V1), and that cross-subject popula-
tion comparisons can be performed with high accuracy for
areas such as primary visual cortex, especially in compari-
son with other current methods of population comparison
of brain structure. Supported by NIH/NIBIB EB1550.

Eric L. Schwartz
Department of Cognitive and Neural Systems
Boston University
eric@bu.edu

MS70

Brain Surface Parameterization with Riemann Sur-
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face Structure

We develop general approaches that parameterize brain
anatomical surfaces with Riemann surface structure. All
metric orientable surfaces are Riemann surfaces and ad-
mit conformal structure. With harmonic energy minimiza-
tion, holomorphic 1-form and the Ricci flow methods, we
can parameterize brain surfaces with various canonical sur-
faces such as sphere, Euclidean plane and punched hole
disks. The resulting surface subdivision and the parame-
terizations of the components are intrinsic and stable. Our
parameterization scheme offers a way to explicitly match
landmark curves in anatomical surfaces such as the cortex,
providing a surface-based framework to compare anatomy
statistically and to generate grids on surfaces for PDE-
based signal processing. Various applications of our re-
search will also be discussed.

Shing-Tung Yau
Department of Mathematics
Harvard University
yau@math.harvard.edu

MS71

Computational Methods for Leakage Estimation

One of the most likely pathways for leakage of injected CO2
is abandoned wells, especially in North America, where mil-
lions of wells have been drilled over the past century. The
large disparity in length scales between overall CO2 plume
size and localized leakage along wells, and the high uncer-
tainty about materials within old wells, make the problem
of leakage estimation very challenging. In this presenta-
tion, a range of computational methods will be explored to
estimate CO2 leakage.

Stefan Bachu
Alberta Energy and Utilities Board
stefan.bachu@gov.ab.ca

Dmitri Kavetski, Sarah Gasda
Princeton
kavetski@princeton.edu, sgasda@princeton.edu

Mike Celia
Civil & Environ. Engineering
Princeton University
celia@princeton.edu

Jan Nordbotten
Department of Mathematics
University of Bergen
Jan.Nordbotten@mi.uib.no

MS71

Challenges in Modeling and Simulation of Geolog-
ical CO2 Sequestration Processes

Geological sequestration of CO2 in depleted oil or gas reser-
voirs, deep aquifers or coalbeds is increasingly looked at as
a viable way to reduce the atmospheric concentration of
this greenhouse gas. To address the important questions
of the feasibility, risks and costs of geological CO2 seques-
tration processes, researchers frequently turn to computer
simulations. Reliable simulation is however extremely chal-
lenging. We discuss the current state-of-knowledge in ge-
ological CO2 sequestration, the numerical challenges, and

the research required to advance this field.

Hamdi Tchelepi
Petroleum Engineering Department
Stanford University
tchelepi@stanford.edu

Kristian Jessen
Stanford University
krisj@pangea.stanford.edu

Margot Gerritsen
Dept of Petroleum Engineering
Stanford University
margot.gerritsen@stanford.edu

MS71

Numerical Modeling of CO2 Sequestration in Ge-
ological Formations

We present a model concept that is capable of describing
the flow and transport processes of CO2 sequestration in
aquifer systems due to advection and diffusion in the reser-
voirs. We further consider the mutual solubilities of CO2
and water/brine as well as the influence of phase composi-
tion on the fluid properties in the CO2-water system. The
influence of heterogeneities and structures such as cap rock
and wells and their implementation in the model with so-
phisticated preprocessing tools is discussed.

Andreas Kopp, Anozie Ebigbo, Andreas Bielinski
University of Stuttgart, Germany
andreas.kopp@iws.uni-stuttgart.de,
anozie.ebigbo@iws.uni-stuttgart.de,
andreas.bielinski@iws.uni-stuttgart.de

Rainer Helmig
IWS, University of Stuttgart, Germany
Institut fur Wasserbau
rainer.helmig@iws.uni-stuttgart.de

Holger Class
Universitaet Stuttgart
Scientist
holger.class@iws.uni-stuttgart.de

MS71

Semi-Analytical Methods for Leakage Estimation
and Risk Assessment

Estimation of the flow and migration of CO2 during the in-
jection phases of a CO2 storage operation is greatly compli-
cated by the presence of large numbers of abandoned wells.
These wells act as potential conduits for leakage. This pre-
sentation covers the development of fast semi-analytical so-
lutions to CO2 migration in systems of several aquifers con-
nected by abandoned wells, and uses this semi-analytical
framework to analyse a sample injection operation from a
risk assessment perspective.

Stefan Bachu
Alberta Energy and Utilities Board
stefan.bachu@gov.ab.ca

Dmitri Kavetski
Princeton
kavetski@princeton.edu
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Michael Celia
Princeton University
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Jan Nordbotten
Department of Mathematics
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Jan.Nordbotten@mi.uib.no

MS72

Effects of Hydrodynamic Slip on Electrokinetic
Phenomena

Abstract not available at time of publication.

Armand Ajdari
Lab. de Physico-chimie Theorique
ESPCI, Paris, France
armand@turner.pct.espci.fr

MS72

Induced-Charge Electro-Osmosis at Highly
Charged Surfaces

t is well known that the classical Poisson-Nernst-Planck
equations of electrokinetics predict nonsense for zeta po-
tentials only a few times the thermal voltage (¿ 0.1 Volt),
namely ion densities exceeding the physical limit, especially
for large or multivalent ions at high ionic strength. In the
traditional context of colloids, such large zeta potentials
are uncommon (at least, near equilibrium), but in electro-
microfluidics it is common to apply a volt or more across
the double layer, to increase the flow rate. Even at lower
operating voltages, it is clear that the standard model of a
dilute solution must break down near the surface. A tell-
tale sign is the as-yet unexplained, universal decay of non-
linear (induced-charge) electro-osmotic flow with increas-
ing concentration (¿ 10 mM). Here, we propose a math-
ematical model of electrokinetics at highly charged sur-
faces which takes into account (i) steric effects of finite ion
size and (ii) a concentration-dependent viscoelectric effect.
We derive slip formulae for electro-osmosis and diffusio-
osmosis, which correct the classical theories of Smoluchoski
and Deryagin, respectively, for flow saturation at highly
charged surfaces. The theory predicts some interesting new
phenomena, such as the induced-charge electrokinetic mo-
tion of an uncharged, ideally polarizable metal sphere in a
uniform electric field, when the electrolyte is asymmetric.

Martin Z. Bazant
Department of Mathematics
Massachusetts Institute of Technology
bazant@mit.edu

MS72

Going Beyond Mean-Field Theory: Electrolytes At
Equilibrium Near Planar and Cylindrical Macro-
molecules

Equilbrium statistical mechanics of electrolytes is de-
scribed, on the mean-field level, by Poisson-Boltzmann the-
ory. I will discuss recent theoretical approaches that go
beyond this approximation near charged macromolecules,
having planar and cylindrical geometry.

Yoram Burak
Kavli Institute for Theoretical Physics

Univ. of California, Santa Barbara
yorambu@kitp.ucsb.edu

MS72

DNA Deformation in Complex Electric Fields

The ability to controllably position and stretch large
DNA molecules in a microfluidic format is important for
gene mapping technologies such as Direct Linear Analysis
(DLA). Current technologies developed for DLA use con-
trolled hydrodynamic flows created in a microfluidic de-
vice. The downside to this approach is that the imposi-
tion of the no-slip condition at the channel walls gener-
ates vorticity which can lead to DNA chain tumbling and
incomplete stretching. We have recently shown that elec-
tric field gradients can be readily generated in a microflu-
idic device and the resulting field is purely elongational.
We present here single molecule studies of DNA molecules
driven by an electric field through a microfabricated con-
traction. Analogous to the hydrodynamic deformation of
DNA, we can define an electrophoretic Deborah number
(De) for our problem. We will discuss the effectiveness of
the device to fully stretch DNA as a function of De and
compare to stretching achieved in hydrodynamic flows. A
detailed analysis of molecular stretching and the role of a
non-homogeneous electric field will be discussed.

Patrick Doyle
Dept. of Chemical Engineering
MIT
pdoyle@mit.edu

Ju Min Kim
Dept. Chemical Engineering
MIT
jmkim55@mit.edu

Greg Randall
Dept. of Chemical Engineering
MIT
rands@mit.edu

MS73

Flow and Deformation in Swelling Porous Materi-
als

Bio-tissue, highly-interacting soils such as clay, and
swelling polymers such as what is used for drug delivery
systems are all examples of swelling porous materials for
which the coupling of flow and deformation may be of in-
terest. The fundamental equations for flow and deforma-
tion in non-swelling porous materials include Darcy’s law,
which governs the rate at which fluid flows as a function of
pressure gradient, and the Terzaghi stress principle, which
governs the way in which an external load is distributed
between the liquid and solid phases. Here we examine the
assumptions of these traditional equations and develop a
themodynamically admissible generalization of these two
equations.

Lynn S. Bennethum
University of Colorado
at Denver
Lynn.Bennethum@cudenver.edu

MS73

Numerical Modeling of Complex Geometries and
Processes in Hydrocarbon Reservoirs by the Dis-
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continuous Galerkin and Mixed Methods

We present a numerical model for simulating water injec-
tion in fractured and faulted media in 2D and 3D. We com-
bine the mixed finite-element (MFE) and discontinuous-
Galerkin (DG) methods such that the former is used to
solve the pressure equation and the latter is used for the
saturation equation. This combination allows unstructured
grids, low numerical dispersion, and natural modeling of
complex fracture geometries. Results show the robustness
and efficiency of our model in fractured media.

Abbas Firoozabadi
RERI
af@rerinst.org

Hussein Hoteit
Reservoirs Engineering Research Institute (RERI)
hhoteit@rerinst.org

MS73

Modeling Leakage of Carbon Dioxide from Under-
ground Storage Sites

Reduction of atmospheric greenhouse gas is of great cur-
rent interest. One mechanism for reducing carbon dioxide
emissions is to capture and reinject these gasses into aban-
doned reservoirs. Regulators must then be able to deter-
mine whether these buried gasses will leak back out into
the atmosphere or into underground “assets” such as active
hydrocarbon reservoirs or aquifers with usable drinking wa-
ter. We will discuss a simple modeling study to begin to
answer questions of CO2 leakage.

Steve Bryant
Department of Petroleum Engineering
University of Texas at Austin
sbryant@ices.utexas.edu

Susan E. Minkoff
University of Maryland, Baltimore County
Dept of Mathematics and Statistics
sminkoff@math.umbc.edu

MS73

Pore-Scale Simulations of Reactive Transport with
Smoothed Particle Hydrodynamics

A new Lagrangian particle model based on smoothed par-
ticle hydrodynamics (SPH) was used to simulate pore scale
precipitation reactions. The Lagrangian particle nature of
SPH allows physical and chemical effects to be modeled
with relatively little code-development effort. In addition,
geometrically complex and/or dynamic boundaries and in-
terfaces can be handled without undue difficulty. The side-
by-side injection of reacting solutions into two halves of a
two-dimensional granular porous medium was simulated.
Precipitation on grain surfaces occurred along a narrow
zone in the middle of the domain, where the reacting so-
lutes mixed to generate a supersaturated reaction product.
The width of this zone was found to be practically inde-
pendent of the Peclet number (Pe), but the precipitation
rate increased with increasing Pe. The mixing zone de-
creased with time as precipitated minerals reduced contact
between solutes A and B. The numerical simulations qual-
itatively reproduced the behavior observed in laboratory
experiments.

George Redden

Idaho National Laboratory
george.redden@inl.gov

Timothy D. Scheibe
Hydrology Technical Group
Pacific Northwest National Laboratory
tim.scheibe@pnl.gov

Alexandre Tartakovsky
Pacific Northwest National Laboratory
alexandre.tartakovsky@pnl.gov

Paul Meakin
Idaho National Laboratory
paul.meakin@inl.gov

Yilin Fang
Pacific Northwest National Laboratory
yilin.fang@pnl.gov

MS74

Gibbs Phenomenon and the Runge Phenomenon:
New Strategies to Defeat Old Adversaries

Shock waves in plasmas and fronts in the ocean and atmo-
sphere inflict Gibbs Phenomenon on spectral series. Got-
tlieb and others have developed a partial remedy: reprojec-
tion using Gegenbauer polynomials. We have shown that
the Gegenbauer method sometimes diverges because of a
generalized Runge phenomenon. Using a mix of numeri-
cal experiments and theory, we describe the strengths and
weaknesses of alternatives including overdetermined poly-
nomial fits and rational Chebyshev reprojection.

John Boyd
Department of Atmospheric, Oceanic and Space Science
University of Michigan
jpboyd@engin.umich.edu

MS74

High Order Limiting for Discontinuous Galerkin
Methods

Discontinous Galerkin methods have been successfully used
for numerical simulation of solutions of PDEs. When ap-
proximating the solution to hyperbolic PDEs with discon-
tinuous solutions, we need some variety of limiting to re-
duce spurious oscillations near the discontinuity. In this
talk, we present several modifications to limiting, includ-
ing local and high order limiting.

Jae-Hun Jung
University of Massachusetts, Dartmouth
Department of Mathematics
jjung@umassd.edu

Jennifer K. Ryan
Virginia Tech
jkryan@vt.edu

Sigal Gottlieb
Department of Mathematics
University of Massachusetts at Dartmouth
sgottlieb@umassd.edu

MS74

Aliasing Errors Due To Quadratic Non-Linearities
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On Triangular Spectral/HP Element Discretisa-
tions

In this talk we present a study of how aliasing errors, intro-
duced when evaluating non-linear products inexactly, affect
the solution of Galerkin spectral/hp element polynomial
discretisations on triangles. We present a theoretical dis-
cussion of aliasing errors introduced by a collocation pro-
jection onto a set of quadrature points insufficient for exact
integration as well as considering interpolation projections
to geometrically symmetric collocation points. The discus-
sion is also corroborated with numerical examples which
elucidate the key features of our arguments. We motivate
our study with a review of aliasing errors introduced in
one-dimensional spectral element methods (results which
extend naturally to tensor-product quadrilaterals and hex-
ahedra). For triangles, we show that integral quadrature
rules developed on a non-rotationally symmetric, collapsed
coordinate system minimize the magnitude of aliasing error
introduced when insufficient quadrature order is adopted.
If the Gaussian quadrature order employed is less than half
the polynomial order of the integrand, then it is possible
for the aliasing error to modify the constant mode of the
expansion and therefore affect the conservation property of
the approximation. However the use of a collocation pro-
jection onto a polynomial expansion associated with a set of
rotationally symmetric nodal points within the triangle are
always observed to be non-conservative. Nevertheless the
rotationally symmetric collocation will maintain the over-
all symmetry of the triangular region which is not typically
the case when a collapsed coordinate quadrature projection
is used.

Mike Kirby
School of Computing
University of Utah
kirby@sci.utah.edu

Spencer Sherwin
Imperial College London
s.sherwin@imperial.ac.uk

MS74

A Hybrid Fourier-Chebyshev Pseudo-Spectral
Method for Non-Periodic Hyperbolic Problems

Fourier pseudo-spectral methods produce outstanding re-
sults for smooth problems with periodic boundary con-
ditions. For non-periodic problems, Chebyshev pseudo-
spectral methods are commonly used to obtain exponential
rates of convergence. However, while Fourier methods re-
quire 2 points per wavelength, Chebyshev methods require
π. Moreover, the clustering of nodes near the boundaries
required by polynomial methods also impose an O(1/N2)
restriction on the time-step size when these methods are
used for hyperbolic problems. In order to circumvent these
difficulties in the solution of non-periodic problems, we pro-
pose a hybrid Fourier-Chebyshev pseudo-spectral method.
The method requires a cut-off function w, where w and
its derivatives are approximately zero at the boundary.
The target function u is then replaced by the product
uw which is periodic and can be accurately approximated
by a trigonometric series. A polynomial approximation is
needed only in the region where w is close to zero (near the
boundaries), since u cannot be accurately recovered from
uw if w is small. Numerical results confirm the spectral ac-
curacy and stability of the method. Because w may have
large gradients, the method is particularly suitable for stiff

problems.

Rodrigo Platte, Anne Gelb
Arizona State University
platte@math.asu.edu, ag@math.la.asu.edu

MS75

Review of Finite-Difference Gaussian Rules

Finite-difference Gaussian rules or optimal grids were in-
troduced for accurate computation of Dirichlet-to-Neuman
maps using second order finite-difference schemes in late
90s. Since then they have shown great success in many ap-
plications in oil industry. I review some basic theory of the
optimal grids and their applications to electromagnetic and
acoustic well logging and also to oil reservoir optimization
developed at Schlumberger.

Vladimir L. Druskin
Schlumberger-Doll Research
vdruskin@ridgefield.oilfield.slb.com

MS75

A Simple Finite-Element Alternative to Optimal
Finite-Difference Grids

Optimal grids, which are largely limited to FDM, are not
accessible to a large community that uses standard Bubnov
Galerkin FEM. This talk outlines a highly accurate FEM
that is similar to the optimal grid FDM. By linking special-
quadrature FEM to rational approximations, we develop an
extremely simple yet powerful discretization technique ap-
plicable to a broad class of problems where the governing
differential equation is second-order in space (e.g. elasto-
statics, wave propagation and subsurface imaging).

Murthy N. Guddati
North Carolina State University
mnguddat@ncsu.edu

MS75

Optimal Grids for the Electric Impedance Tomog-
raphy problem

We present a numerical inversion method for a one-
dimensional inverse spectral problem related to Electrical
Impedance Tomography, where the conductivity is sought
from spectral data. First we find the sparsest resistor net-
work reproducing the available spectral data, then the re-
sistors are interpreted as averages of the conductivity over
a precomputed grid, that is optimal for a reference con-
ductivity. A Gauss-Newton procedure is used to improve
the reconstructions when a priori information about the
solution is available.

Fernando Guevara Vasquez
Rice University
fguevara@caam.rice.edu

Vladimir Druskin
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MS75

Solution of Multidomain Anisotropic Problems

Optimal grids yield spectral convergence of the Neumann
to Dirichlet map for an isotropic problem on a square, and
this is the reason that they work so well for multi-domain
isotropic problems. We extend this technique to multi-
domain anisotropic problems for applications to borehole
models with deviated wells. The anisotropy corresponds to
a shift in the domain of the spectral approximation from
the real axis to a ray in the complex plane.

Vladimir Druskin
Schlumberger-Doll Research
druskin1@boston.oilfield.slb.com

Shari Moskow
University of Florida
Department of Mathematics
moskow@math.ufl.edu

MS76

Fast Algorithms for Polynomial Vandermonde Ma-
trices Related to Quasiseparable Matrices

While general matrix algorithms are known to require
O(n3) operations, the special structure of Vandermonde
and Vandermonde-related matrices allows computational
savings resulting in algorithms of only O(n2) operations
for certain special classes. Specific classes that have al-
ready been considered are classical Vandermonde matri-
ces, Chebyshev-Vandermonde matrices, three-term Van-
dermonde matrices, and Szegö-Vandermonde matrices. In
each the known algorithms for inversion and for solving
a linear system are of the lower O(n2) complexity. In
this paper we consider the most general special class of
quasiseparable-Hessenberg-Vandermone matrices that gen-
eralize all the above classes. We derive generalizations of
the well-know Bjorck-Pereyra and Traub algorithms. The
results of numerical experiments will be presented.

Vadim Olshevsky, Tom Bella
University of Connecticut
Department of Mathematics
olshevsky@math.uconn.edu, bella@math.uconn.edu

MS76

On a Class of Shifted Quasiseparable Matrices

We consider a class of structured matrices with a rank
structure below some subdiagonal and above some super-
diagonal. This is a generalization of a class of quasisepa-
rable matrices we studied previuosly. We study the basic
properties of this class of matrices. Using the rank struc-
ture we derive for such matrices fast inversion, QR factor-
ization and eigenvalue computation algorithms.

Vadim Olshevsky
University of Connecticut
Department of Mathematics
olshevsky@math.uconn.edu
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MS76

Eigenvalue Problems for Quasiseparable Structures

Recently the exploitation of quasiseparable structures in
the context of the matrix eigenvalue problem has lead to
a significant computational breakthrough. In this talk we
summarize our results, present some fast eigenvalue algo-
rithms and discuss numerical issues which are to be ad-
dressed in their implementation.

Luca Gemignani

Univeristy of Pisa (Italy)
Department of Mathematics
gemignan@dm.unipi.it

MS76

A Movie of Elimination

Direct elimination on a sparse matrix produces fill-in that
depends on the ordering of the rows. The fill-in appears in
the LU factors, and this determines the cost of elimination
(and the storage required). We consider matrices whose
nonzero structure is given by a graph, so different row and
column orderings correspond to orderings of the nodes. We
illustrate the elimination process by a movie. The graph
shows the degree of each node (changing as elimination
proceeds). The nonzeros in the matrices and the floating-
point operations are counted. For the 5-point Laplacian we
include the natural order (poor) and nested dissection, and
the approximate minimum degree algorithms developed by
Tim Davis.

Gilbert Strang, Per-Olof Persson, Brett Coonley
Massachusetts Institute of Technology
gs@math.mit.edu, persson@math.mit.edu,
brett@math.mit.edu

MS77

Do We Owe HIV Resistance to Smallpox?

The high frequency, recent origin and geographic distribu-
tion of the CCR5-Δ32 deletion allele together indicate that
the allele has been intensely selected in Europe. While the
allele confers resistance against HIV-1, HIV has not existed
in the human population for long enough to account for this
selective pressure. The prevailing hypothesis is that the se-
lective rise of CCR5-Δ32 to its current frequency can be
attributed to bubonic plague. Results from a population
genetic framework that takes into account the temporal
pattern and age-dependent nature of specific diseases indi-
cates that smallpox is more consistent with this historical
role. Future research possibilities for models that integrate
population genetics with epidemiological dynamics will be
discussed.

Monty Slatkin
UC Berkeley
slatkin@berkeley.edu
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Department of Epidemiology and Public Health
Yale University School of Medicine
alison.galvani@yale.edu
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MS77

Vector Borne Diseases with Structured Vector
Populations: Extinction and Spatial Spread

We derive from a structured population model a system
of delay differential equations describing the interaction
of five sub-populations, namely susceptible and infected
adult and juvenile host and infected adult vector, for a
vector-born disease with particular reference to West Nile
virus, and we also incorporate the spatial movements by
considering the analogue reaction-diffusion systems with
non-local delayed terms. Specific conditions for the disease
eradication and sharp conditions for the local stability of
the disease free equilibrium are obtained using comparison
techniques coupled with the spectral theory of monotone
linear semiflows. A formal calculation of the minimal wave
speed for the traveling waves is given and compared with
filed observed data.

Stephen Gourley
Department of Mathematics,
University of Surrey, Guildford, Surrey, GU2 7XH, UK
s.gourley@surrey.ac.uk
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York University
Department of Mathematics and Statistics
rsliu@mathstat.yorku.ca

MS77

Statistical Modeling of Influenza as a Diffusion Pro-
cess

Medical geographers have studied the transmission of in-
fluenza at the population level as a diffusion process for
decades. Mathematical models that incorporate diffusive
effects have been developed in tandem. Despite work
in these related areas, statistical modeling has generally
lagged in developing true spatio-temporal models for in-
fluenza transmission across large temporal and geographic
scales. Careful quantification of spatio-temporal dynamic
parameters for the disease process can be further strength-
ened and extended. We will introduce some basic meth-
ods and models to investigate diffusion of influenza from a
statistical modeling perspective, and apply these methods
to 40 years of influenza surveillance data from the United
States.

Al Ozonoff
Boston University, School of Public Health
Department of Biostatistics
aozonoff@bu.edu

MS77

New Insights into Hepatitis B Virus Infection Dy-
namics

About 300 million people worldwide are infected with hep-
atitis B virus. Upon infection about 85% of adults clear the
virus while the remaining 15% go on to develop chronic dis-
ease. I will introduce a new class of mathematical models
that describe acute hepatitis B virus infection that attempt
to address the roles of antibody as well as cytolytic and

noncytolytic immune responses in clearing HBV infcetion.

Alan S. Perelson, Ruy Ribeiro
Los Alamos National Laboratory
asp@lanl.gov, ruy@lanl.gov

Stanca Ciupe
Santa Fe Institute
stanca@santafe.edu

MS78

Studies of the Nonlinear Evolution of the m=1
Sawtooth Mode in Extended MHD Models Using
Adaptive Mesh Refinement

Reconnection observed in nature is often impulsive, which
resistive MHD cannot explain. However extended (includ-
ing two-fluid effects) MHD models indeed show accelerated
growth nonlinearly. We present simulations of the m=1
tearing mode (important e.g. for sawtooth oscillations in
tokamaks), in reduced 2d as well as fully 3d extended MHD
models. Our code employs block-structured quad-/octtree
based adaptive mesh refinement, load-balanced via Hilbert-
Peano curves. The arising elliptical equations are solved
using a fast adaptive multi-level method.

Kai Germaschewski
Institute for the Study of Earth, Oceans, and Space
University of New Hampshire
kai.germaschewski@unh.edu
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MS78

Fully Implicit Adaptive Mesh Refinement for Re-
duced Resistive Magnetohydrodynamics

Application of implicit adaptive mesh refinement (AMR)
to simulate resistive magnetohydrodynamics is described.
Solving this challenging multi-scale, multi-physics prob-
lem can improve understanding of reconnection in
magnetically-confined plasmas. Implicit time integration
is used to step over fast Alfven time scales. At each time
step, large-scale systems of nonlinear equations are solved
using Jacobian-free Newton-Krylov methods together with
a physics-based preconditioner on AMR grids. LAUR’s
04-7312,04-9024,05-2645
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MS78

Adaptive Mesh Simulations of Pellet Injection in
Tokamaks

We present results of 3D extended MHD AMR simula-
tions of pellet injections into tokamaks which span several
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decades of space-time scales. The large disparity between
pellet and device size, large density differences between the
pellet ablation cloud and ambient plasma, and the non-
local electron heat transport all pose numerical challenges.
Block structured AMR, using Chombo, extended to equi-
librium magnetic coordinates, is employed to deal with the
large range of spatial scales. Supported by USDOE Con-
tract no. DE-AC020-76-CH03073.

Ravi Samtaney
Princeton Plasma Physics Laboratory
rsamtaney@pppl.gov

MS78

Block-Adaptive Parallel Explicit/implicit MHD
Simulations in Space Physics: the Art of Compro-
mise

Space physics simulations require the resolution of dis-
parate spatial and temporal scales. Space weather predic-
tion further requires that the 3 dimensional time accurate
problem be solved faster than real time. To achieve an
efficient and accurate spatial discretization we employ a
block adaptive grid that is well suited for massively paral-
lel supercomputers. To overcome the time step limitations
of the explicit time stepping, we have developed a paral-
lel explicit/implicit time integration scheme on the block-
adaptive grid. The basic idea of the algorithm is that the
time stepping scheme can differ in the blocks of the grid
for a given time step: an explicit scheme is used in the
blocks where the local stability requirement is not violated
and an implicit scheme is used in the blocks where the ex-
plicit scheme would be unstable. The implicit scheme is
second order in time. The non-linear system of equations
is linearized with Newton linearization. The linear system
is solved with a preconditioned Krylov subspace iterative
scheme. The Schwarz type preconditioning is also based
on the block structure of the grid. We discuss the opti-
mal choice of parameters for the Newton-Krylov-Schwarz
scheme, the load balancing for parallel execution, and the
optimal choice of the time step for speed and robustness.
The control of the numerical divergence of the magnetic
field in combination with the explicit/implicit time step-
ping scheme is also discussed. The accuracy, robustness
and parallel efficiency of the algorithm are demonstrated
on test problems as well as for three dimensional time de-
pendent space physics applications.

Darren De Zeeuw, Kenneth Powell
University of Michigan
darrrens@umichs.edu, powell@umich.edu

Tamas Gombosi
Department of Atmospheric, Oceanic and Space Sciences
The University of Michigan
tamas@umich.edu

Gabor Toth
Center for Space Environment Modeling
University of Michigan
gtoth@umich.edu

MS79

New Formulae for Conformal Mapping to Multiply
Connected Polycircular-Arc Regions

A polycircular arc region is a generalization of a polygonal
region and is a planar domain whose boundaries consist
entirely of circular arcs. An analytical framework for con-

structing conformal mappings to simply connected poly-
circular arc regions is well-known. In this talk, we present
new formulae for the construction of conformal mappings
to multiply connected polycircular arc regions.

Athanassios Fokas
University of Cambridge
t.fokas@damtp.cam.ac.uk

Darren G. Crowdy
Imperial College of Science, Technology and Medicine
d.crowdy@ic.ac.uk

MS79

Multiply Connected Schwarz-Christoffel Mapping:
Some Theoretical Aspects

We will give an overview of Schwarz-Christoffel transforma-
tions for conformal maps from multiply connected domains
bounded by circles to domains bounded by polygons. The
derivation of the formulas using a reflection argument will
be presented and the relation of our formulas to a simi-
lar formula due to D. Crowdy will be discussed. Other
theoretical aspects, such as the convergence of the result-
ing infinite product representation for the derivative of the
map, will also be outlined.

Thomas K. Delillo
Wichita State University
delillo@math.twsu.edu

MS79

Developing a Computational Framework for Con-
formal Mapping

There are now many mature computational methods and
several publicly available packages for conformal mapping.
Since conformal maps are a means rather than an end, soft-
ware needs to be put into a context that allows users to
implement common applications quickly and develop cus-
tomized ones if desired. I will describe an object-based
MATLAB environment that will allow users to work with
piecewise analytic, multiply connected, and unbounded ge-
ometries, and conformal maps to them.

Tobin Driscoll
University of Delaware
Mathematical Sciences
driscoll@math.udel.edu

MS79

Some Applications of Schwarz-Christoffel Transfor-
mations in Higher Connectivity

For a multiply connected domain the complex plane there
are several possibilities for a canonical domain for confor-
mal images. We will consider circular domains and paral-
lel slit domains. The recently derived Schwarz-Christoffel
formula for mappings to a polygonally bounded, multiply
connected domain from a circular domain will be used to
give a variety of applications. These include fluid flows and
inverse problems. For example for a bounded domain the
canonical circular domain can be taken to be the unit circle
with smaller disks removed and two such maps yield the
map to a rectangle with parallel slits. This yields immedi-
ately the resistance of a quadralateral obtained from four
marked points on the outer boundary of the polygonal do-
main. For the determination of several cracks in the polyg-
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onal domain a generalized Schwarz-Christoffel parameter
problem can be formulated as has been done previously for
singly and doubly connected domains by the author and
co workers.

Alan Elcrat
Wichita State University
Kansas, USA
elcrat@math.twsu.edu

MS80

Progress and Problems in Electrical Impedance To-
mography

Electrical Impedance Imaging systems apply currents to
and measure the resulting voltages on the surface of a body.
From this electrical data images are reconstructed and dis-
played of the electrical conductivity and permittivity inside
the body. Mathematically the reconstruction of these func-
tions is an inverse boundary value problem for Maxwell’s
equations. Since hearts filled with blood , lungs filled with
air , and breast tumors all have significantly different con-
ductivities from hearts depleated of blood, lungs depleated
of air , and normal breast tissue respectively these images
can be used to monitor heart and lung function and to di-
agnose breast cancer. Mathematical problems that arise
in designing Adaptive Current Tomography (ACT) sys-
tems will be described . Images and movies of heart and
lung function as well as preliminary images of breast cancer
made by the ACT3 and 4 systems will be presented.

David Isaacson
RPI
isaacd@rpi.edu

MS80

Kronecker Product Approximation for Precondi-
tioning in 3D Imaging Applications

We derive Kronecker product approximations, via tensor
decompositions, to severely ill-conditioned matrices that
arise in three-dimensional image processing applications.
We use our approximations to derive preconditioners for
iterative regularization techniques; the resulting precondi-
tioned algorithms allow us to restore three dimensional im-
ages in a computationally efficient manner. Through exam-
ples in microscopy and medical imaging, we show that the
Kronecker approximation preconditioners provide a power-
ful tool that can be used to improve efficiency of iterative
image restoration algorithms.

James G. Nagy
Emory University
Department of Math and Computer Science
nagy@mathcs.emory.edu

Misha E. Kilmer, Lisa Perrone
Tufts University
misha.kilmer@tufts.edu, perrone@tufts.edu

MS80

Image Reconstruction Algorithms for Optical To-
mography with Large Data Sets

There has been considerable recent interest in the image
reconstruction problem in optical tomography with diffuse
light. In this talk we review recent progress on the devel-
opment of fast image reconstruction algorithms. The al-

gorithms derive from the analysis of the inverse scattering
problem for the radiative transfer equation and are suit-
able for use with data sets as large as 1010 measurements.
Numerical simulations and experimental data from model
systems are used to illustrate the results.

Eric Miller
Northeastern University
Dept of Elect & Comp Engr
elmiller@ece.neu.edu

MS80

Optical Tomography with Large Data Sets

This talk will discuss the development of fast algorithms for
the image reconstruction problem in optical tomography.
The algorithms are tested on experimentally derived data
sets with 108 source-detector pairs.

John Schotland
Department of Bioengineering
University of Pennsylvania
schotland@seas.upenn.edu

MS81

A Stoichiometric Constraints-Based Approach to
Modeling Melanoma Cells

It is thought that melanoma cells may be able to evade
normal cell growth controls because of specific changes in
the expressed genes and splice variants of metabolic pro-
teins and growth regulatory proteins. The tumor cells may
also be predisposed to handle hypoxic conditions due to
changes in glucose and fatty acid metabolism. To test
these claims, I will present results from a stoichiometric
constraints-based optimization approach.

William J. Heuett
Department of Physics
University of Colorado
wheuett@gmail.com

MS81

Evaluating the Benefits of Colorectal Cancer
Screening

Although there is solid evidence of the efficacy of colorectal
cancer screening, the optimal screening strategy is a topic
of constant debate. Using multistage carcinogenesis mod-
els, we construct mathematical expressions for the number
and size distribution of premalignant lesions in the colon
and the rectum (aberrant crypt foci and polyps) at any
particular age. We use such expressions to evaluate the
effects of different screening and intervention strategies in
colorectal cancer risk.

E. Georg Luebeck
Modeling and Methods, Fred Hutchinson Cancer
Research Center
gluebeck@fhcrc.org

Suresh H Moolgavkar
FHCRC
smoolgav@fhcrc.org

Jihyoun Jeon
Department of Applied Mathematics, University of
Washington
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MS81

Gestational Mutations and the Risk of Cancer

During this talk we present a mathematical formulation
designed to evaluate the effects of gestational mutations
on cancer risk. Models for the accumulation of critical mu-
tations during gestation (Luria-Delbruck type) are used in
tandem with multistage models of carcinogenesis to derive
hazard and survival functions of cancer in specific tissues.
To illustrate the uses of the methodology, we present esti-
mations of the proportion of colorectal cancers in the US
population that could be attributed to gestational muta-
tions, and discuss the consequences of in utero X-Ray ex-
posures on cancer risk. We conclude this talk with a discus-
sion of the necessity to account for gestational mutations
in order to explain the characteristic age-specific incidence
of Acute Lymphoblastic Leukemia (ALL) in children.

E. Georg Luebeck, Suresh H. Moolgavkar
Modeling and Methods, Fred Hutchinson Cancer
Research Center
gluebeck@fhcrc.org, smoolgav@fhcrc.org

Rafael Meza
Fred Hutchinson Cancer Research Center
rmeza@fhcrc.org

MS81

T Cell Recirculation and HIV Infection

Standard models of HIV dynamics within humans treat
the body as a homogeneous medium with free mixing of
virus and T cells. However, experimental and clinical work
has revealed that HIV preferentially depletes CD4 T cells
associated with mucosal tissues. In this talk, I’ll present
a compartmental model of in vivo T cell dynamics and
HIV’s effect on those dynamics. The predictions will be
compared to experimental results, and the implications for
HIV treatment are discussed.

Alison Galvani
Department of Epidemiology and Public Health
Yale University School of Medicine
alison.galvani@yale.edu

Alan S. Perelson
Los Alamos National Laboratory
asp@lanl.gov

Timothy C. Reluga
Epidemiology and Public Health
Yale University Medical School
timothy.reluga@yale.edu

MS82

Large-Scale Inverse Transport: Multigrid Methods
and Uncertainty Quantification

We are interested in the localization of airborne contam-
inant releases in regional atmospheric transport models
from sparse observations, in time scales short enough for
predictions to be useful for hazard assessment, mitiga-

tion, and evacuation procedures. In particular, our goal is
rapid reconstruction—via solution of an inverse problem—
of the unknown initial concentration of the airborne con-
taminant in a scalar convection-diffusion transport model,
from limited-time spatially-discrete measurements of the
contaminant concentration, and from a velocity field as pre-
dicted, for example, by a mesoscopic weather model. We
discuss special-purpose multigrid methods for rapid solu-
tion of the inverse problem, as well as techniques to esti-
mate and propagate the resulting uncertainty in the intial
condition field.

Karen E. Willcox
MIT
kwillcox@MIT.EDU
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University of Texas at Austin
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MS82

Multilevel Algorithms For Large-Scale Interior
Point Methods In Bound Constrained Optimiza-
tion

We develop and compare multilevel algorithms for solving
bound constrained nonlinear variational problems via in-
terior point methods. Several equivalent formulations of
the linear systems arising at each iteration of the interior
point method are compared from the point of view of condi-
tioning and iterative solution. Furthermore, we show how
a multilevel continuation strategy can be used to obtain
good initial guesses (“hot starts”) for each nonlinear iter-
ation. A minimal surface problem is used to illustrate the
various approaches.

Eldad Haber
Emory University
Dept of Math and CS
haber@mathcs.emory.edu

MS82

Feasible and Non-Interior Path-Following in Con-
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strained Minimization with Low Multiplier Regu-
larity

Primal-dual path-following methods for constrained min-
imization problems in function space with low multiplier
regularity are introduced and analyzed. Regularity prop-
erties of the path are proved. The path structure allows to
defined approximating models which are used for control-
ling the path parameter in an iterative process for com-
puting a solution of the original problem. The Moreau-
Yosida regularized subproblems of the new path-following
technique are solved efficiently by semismooth Newton
methods. The overall algorithmic concept is provided
and numerical tests (including a comparison with primal-
dual path-following interior point methods) for state con-
strained optimal control problems show the efficiency of
the new concept.

Michael Hintermueller
University of Graz
Austria
michael.hintermueller@uni-graz.at

MS82

Assessing the Performance of Optimization-Based
Multigrid Methods

Many large nonlinear optimization problems are based
upon discretizations of underlying continuous functions.
Optimization-based multigrid methods are designed to
solve such discretized problems efficiently by taking explicit
advantage of the family of discretizations. The methods
are generalizations of more traditional multigrid methods
for solving partial differential equations. We discuss tech-
niques whereby the multigrid method can assess its own
performance, with the goal of adaptively deciding appro-
priate levels of discretization.

Stephen G. Nash
George Mason University
School of Information Technology & Engineering
snash@gmu.edu

Robert M. Lewis
College of William and Mary
rmlewi@wm.edu

MS83

Gauss-Arnoldi Quadrature for 〈(zI − A)−1φ, φ〉 and

Padé-Like Approximation of Markov Type Func-
tions
Quality of Gauss–Arnoldi quadrature for computation of
〈(zI−A)−1φ, φ〉 is studied, where A is a bounded operator
in Hilbert space and ϕ is a nonzero vector. We have es-
tablished optimistic and pessimistic results on the quadra-
ture’s effectiveness. Relation to PTA (with poles at Ritz
numbers) enables us to localize the poles of “rational per-
turbations”. The obtained error estimates are applicable
even when the classical Padé approximation doesn’t work.
The results of numerical experiments are presented.

Leonid Knizhnerman
Central Geophysical Expedition,
Russsia
mmd@cge.ru

MS83

Optimal Discretization of PML for Elasticity Prob-
lems

We present an original approach of Perfectly Matched Lay-
ers construction. This approach is based on the Optimal
Gerids techniques. This PML allows one to reach suitable
reduction of the reflections for all the incident angles. The
approach makes it possible totally decrease the computa-
tional time because high precision of the solution can be
reached using small number of grid points.

Vadim Lisitsa
Institute of Geophysics SB RAS
Russia
vlisitsa@uiggm.nsc.ru

MS83

Optimal Grid-Based Methods for Thin Film Micro-
magnetics Simulations

Pseudodifferential operators, such as the Dirichlet-to-
Neumann map for the Laplace’s equation in half-space of-
ten arise in nonlinear problems, and, in particular, in the
context of pattern formation. Efficient numerical meth-
ods can therefore be very useful in understanding the spa-
tiotemporal dynamics in these complex nonlinear systems.
In this talk, I will discuss several implementations of op-
timal grids for the numerical studies of the domain wall
structures in thin film micromagnetics and present an im-
portant new type of solutions found in these studies.

Vyacheslav Osipov
Mission Critical Technologies, Inc.
osipov@email.arc.nasa.gov

Cyrill B. Muratov
New Jersey Institute of Technology
Department of Mathematical Sciences
muratov@njit.edu

MS83

Finite-Difference Solution of the 3D Electromag-
netic Problem Using Optimal Grids

We solve 3D fully anisotropic Maxwell’s equation in un-
bounded domains for electrical prospecting. We use opti-
mal grids for approximation in the exterior part of infinite
domain. Special averaging procedure is used to account for
inhomogenuity.

Mikhail Y. Zaslavsky
Schlumberger-Doll Research,
Boston
mzaslavsky@ridgefield.oilfield.slb.com

Leonid Knizhnerman
Central Geophysical Expedition,
Moscow
cge.math@g23.relcom.ru
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MS84

A Polymeric Assembly and Disassembly Model for
Min Oscillations

In this paper, we study a mathematical model for MinCDE
oscillations which shows that diffusion and membrane bind-
ing can account for the pattern of spatial and temporal
variation of the Min system. The model treats directed as-
sembly of membrane-associated polymeric structures, and
results in repeated cycles characterized by the following
sequential events: 1. assembly of the MinD polar zone,
beginning at a cell pole and growing to midcell; 2. assem-
bly of the MinE ring at the medial edge of the polar zone;
3. vectorial disassembly of the polar zone from midcell to
the pole while maintaining the association of the E-ring
with its medial edge; 4. repetition of the same process at
the other pole. The model also assumes reasonable asso-
ciations of the Min molecules with each other and with
membrane, consistent with known biochemical data. In
addition, the model suggests that the physical structure of
the membrane assembly is not crucial to the oscillations.
Specifically, there is no difference between a system where
the membrane structure is uniformly distributed around
the periphery and a system where the membrane associ-
ation occurs along a membrane-associated structure, such
as a cytoskeletal element. We also discuss the role of nu-
cleation sites for the attachment of the polymeric structure
to the membrane.

Donald A. Drew
Rensselaer Polytech Institute
Dept of Mathematical Sciences
drewd@rpi.edu

MS84

Stochastic Models for Dynamic Subcellular Protein
Patterning

We discuss mathematical models of two systems involv-
ing intricate subcellular protein dynamics: the MinCDE
system regulating accurate cell division in E. coli and the
Spo0J/Soj system involved in chromosome segregation and
transcriptional regulation in B. subtilis. We introduce
fully stochastic models for each and discuss the impor-
tance of stochasticity when modelling spatiotemporal pro-
tein dynamics. We also examine the partitioning of the
Min/Spo0J/Soj proteins at cell division between the two
daughter cells. Current models predict that the copy num-
bers are not equalized between the daughter cells and hence
that additional mechanisms are needed to preserve appro-
priate concentration levels.

Martin Howard

Department of Mathematics
Imperial College , London
mjhowa@imperial.ac.uk

MS84

The Beginning of the Ends: a Molecular Study of
the Origin of Min Protein Oscillations

The remarkable accuracy of cell division in E. coli and
related bacteria is partially regulated by the Min-protein
system, which prevents division near the cell ends by os-
cillating spatially from pole to pole. We have developed a
model of the Min system, using only known properties of
the proteins, which accurately reproduces the observed os-
cillations and predicts a finite nucleotide exchange rate for
the MinD protein of around one second. In addition, we
have extended our model to round cells to show that Min
oscillations can spontaneously select the long axis of the
cell to define the division plane in cocci. Our recent work
focuses on particle-level simulations in rod-shaped cells, to
study the impact of polymer formation by the Min pro-
teins. These particle-level simulations provide a starting
point to understand how prokaryotes and eukaryotes can
use protein reaction-diffusion systems to detect their own
geometry and target proteins to different locations in the
cell.

Kerwyn Huang
Dept. of Molecular Biology
Princeton University
kchuang@princeton.edu

Adam Berman
Dept. of Physics
Princeton University
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Ned Wingreen
Dept. of Molecular Biology
Princeton University
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MS84

Simulating the Min System in Escherichia coli: Two
Models of Oscillating Polymer Chains

The method by which Escherichia coli reproduces is to di-
vide at its midplane to produce two roughly equal daughter
cells. Failure to divide equally results the death of the cell
line. Cell division in E. coli is regulated by the MinCDE
system, composed of three proteins that work in tandem
with each other to “measure” where the middle of the cell
is. Polymer chains composed of the MinD protein assem-
ble on the membrane and grow out from the polar ends
of the cell towards the middle of the cell. The MinE pro-
tein attaches to the growing end of the polymer chain and
then disassembles the chain. The newly released MinD
and MinE diffuse through the cytoplasm, and a new set
of chains assembles in the other pole. Two mathemati-
cal models of the MinCDE system will be presented. The
first is a Markov model governed by a system of differential
equations that describe the probability of finding a poly-
mer chain with i MinD and j MinE proteins at time t. The
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second model is a Monte Carlo simulation that builds the
polymer chains molecule by molecule. Unique to these two
models is the use of neighboring interactions, where the
state of one polymer chain can influence the rate at which
its neighbors change. In the Markov model, these neigh-
boring interactions are in the form of nonlinear polyno-
mial transition rates, while in the Monte Carlo model, the
neighboring interactions are implemented explicitly. Each
of the models is simulated numerically. Multiple Monte
Carlo simulations make it possible to determine the coef-
ficients of the nonlinear rates in the Markov model. The
Monte Carlo simulations showed clear oscillations; these
oscillations support the biological theory that the polymer
chains must form a bundle with neighboring interactions
for oscillations to occur. However, even after the imple-
mentation of the coefficients from the Monte Carlo model,
the Markov model did not oscillate. Oscillations will likely
never be seen in this model as it simulates the average E.
coli cell; thus, the Markov model smears out the oscilla-
tions seen in the individual Monte Carlo simulations.

Gretchen A. Koch
Department of Mathematics and Computer Science
Goucher College
gretchen.koch@goucher.edu

MS85

Stong Stability Preserving SDIRK Methods

Much attention has been paid in the literature to strong
stability preserving (SSP) Runge-Kutta methods in the so-
lution of ordinary differential equations (ODEs) coming
from a semi-discrete, spatial discretization of time depen-
dent partial differential equations (PDEs). Althoug in im-
portant situations it is natural to deal with implicit Runge-
Kutta methods which are SSP, the attention has been es-
sentially given only to explicit Runge-Kutta methods. In
this talk we present singly diagonally implicit Runge-Kutta
(SDIRK) methods which have the favourable property of
being SSP. The conclusions that will be presented were ob-
tained, at Leiden University, in a joint search with Marc
Spijker.

Luca Ferracina
CWI
Netherlands
Luca.Ferracina@cwi.nl

MS85

Positivity and Monotonicity for IMEX Methods

Space discretization of some time dependent partial differ-
ential equations (PDEs) give rise to ordinary differential
equations (ODEs) containing additive terms with differ-
ent stiffness properties. In these situations, with the aim
to efficiently integrate the ODE with low computational
cost, IMEX (IMplicit-EXplicit) Runge-Kutta methods are
used. Furthermore, sometimes the solutions to these PDEs
have qualitative properties (norm, energy, entropy, total
variation diminishing, positivity, etc) that represent im-
portant physical features of the problem. In this case,
in order to preserve the physical meaning of the numer-
ical solutions, it is important to maintain these properties

with both the spatial discretization and the time stepping
method. Some IMEX Runge-Kutta can preserve positivity
and monotonicity properties of the exact ODE solutions
under certain stepsize restrictions. In this talk, we will
show how it can be achieved.

Inmaculada Higueras
Departamento de Matematica e Informatica
Universidad Publica de Navarra
higueras@unavarra.es

MS85

Variable Step-Size IMplicit-EXplicit Linear Multi-
step Methods

Implicit-explicit (IMEX) linear multistep schemes are pop-
ular methods for the time evolution of certain spatially
discretized PDEs. These methods are designed to treat
the stiff parts of the corresponding ODE systems implicitly
and the nonstiff parts explicitly. IMEX multistep methods
are defined for constant step-sizes. For solutions with dif-
ferent time scales, however, variable step-size schemes are
often desired. In this talk we discuss some new second-,
third- and fourth-order variable step-size IMEX multistep
schemes. Numerical tests are also provided which illus-
trate the superiority of variable step-size IMEX schemes
over classical schemes in a variety of situations.

Dong Wang
Department of Civil and Environmental Engineering
University of Illinois at Urbana-Champaign
dongwang@uiuc.edu
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Simon Fraser University
Department of Mathematics
sruuth@sfu.ca

MS85

Comments on Linear Instability of Time Integra-
tion Methods with the Fifth-Order WENO Spatial
Discretization

The weighted essentially non-oscillatory (WENO) method
is a popular spatial discretization method for hyper-
bolic partial differential equations. We show that the
combination of the fifth-order WENO spatial discretiza-
tion (WENO5) and the forward Euler time integration
method is linearly unstable when numerically integrating
hyperbolic conservation laws. Moreover strong-stability-
preserving (SSP) time integration methods offer no stabil-
ity advantage over non-SSP methods when coupled with
WENO5. We give new linear stability criteria for combi-
nations of WENO5 with general ERK methods of up to
order four. We confirm our analysis by means of numerical
tests.

Raymond J. Spiteri
University of Saskatchewan, Canada
Department of Computer Science
spiteri@cs.usask.ca
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MS86

New Preconditioning Techniques in Matrix Com-
putations

We propose new preconditioning techniques for solving
general and structured linear systems of equations and ex-
tend them to various other fundament al matrix compu-
tations such as computing rank, determinant, null vectors,
eigenvalues and eigenvectors of a general or structured ma-
trix. Our analysis and experiments show the efficiency of
these techniques.

Victor Pan
CUNY
Lehman
v y pan@yahoo.com

MS86

Iterative Methods for Linear Systems with a
Nearly Symmetric Matrix

Linear systems of equations with a matrix that the is sum
of symmetric and low-rank matrices arise in various appli-
cations, e.g., from the discretization of certain boundary
value problems for partial differential equations. This talk
discusses iterative methods with short recurrence formulas
for the solution of this kind of linear systems.

Lothar Reichel
Kent State University
reichel@math.kent.edu
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Universite’ des Sciences et Technologies de Lille
UFR Mathe’matiques
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MS86

Majorization and Toeplitz Tools in PDEs Precon-
ditioning

We consider the FD discretization with minimal (centered)
formu-
lae of precision 2 of the test convection-diffusion problem
Aa,pu ≡ −∇T [a(x)∇u(x)] +

∑d
j=1

∂
∂xj

(pj(x)u(x)) = g(x),

x ∈ Ω, with Dirichlet boundary conditions. Here Ω is a
plurirectangle of Rd, a(x) is a uniformly positive func-
tion, and pj(x) denotes a bounded function on Ω for ev-
ery j = 1, . . . , d (for plurirectangle we mean a connected
union of rectangles in d dimensions with edges parallel to
the axes). The idea is to use structured preconditioners
for the matrices An arising from the FD approximation
of the above problems: the spectral analysis of the corre-
sponding preconditioned matrices is carried out by using
tools from the Majorization Theory, especially the Weyl
Majorant Theorem (see e.g. the beautiful book by Bha-
tia, Matrix Analysis, Springer, 1999) and from the spec-
tral theory of Toeplitz sequences (see e.g. A. Böttcher, B.
Silbermann, Introduction to Large Truncated Toeplitz Ma-
trices, Springer, 1998 and for more recent results see Serra
Capizzano, Generalized Locally Toeplitz sequences: spec-
tral analysis and applications to discretized Partial Differ-

ential Equations, LAA 366-1 (2003), pp. 371–402).

Stefano Serra Cappizano
Università dell’Insubria
Como, Italy
s.serracapizzano@uninsubria.it

MS86

Development and Applications of Circulant-Plus-
Low-Rank Approximation Techniques

Recent research has made it clear that good precondition-
ers should approximate the target matrices in some norm
only up to a matrix whose rank is sufficiently small. This
observation may serve as a base for new preconditioning
techniques. If A is a given matrix and C is a precondi-
tioner, then C is sought so that A − C = R + E, where
the rank of R is as small as possible under the constraint
||E|| ≤ ε. This is an interesting and nontrivial approx-
imation problem. We have discovered recently that this
problem can be solved very efficiently if C is a circulant.
The purpose of this talk is to develop and generalize our
constructions to some other classes of structured matrices,
including also multilevel matrices.

Eugene Tyrtyshnikov
Institute of Numerical Mathematics, Russian Academy of
Sci.
tee@inm.ras.ru
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Institute of Numerical Mathematics
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MS87

Reliable Multiprecision Implementation of a Class
of Special Functions

Special functions are pervasive in all fields of science and
industry, in physics, engineering, chemistry, computer sci-
ence and statistics. However, algorithms with strict bounds
on truncation and rounding errors are not generally avail-
able for the evaluation of these functions. Since a lot of
them enjoy very nice and rapidly converging limit-periodic
continued fraction representations, we show how these rep-
resentations are useful in a reliable multiprecision imple-
mentation. We guarantee a relative error bounded above
by 1 ULP.

Stefan Becuwe, Annie Cuyt
University of Antwerp
Dept of Mathematics and Computer Science
stefan.becuwe@ua.ac.be, annie.cuyt@ua.ac.be

MS87

Asymptotic Analysis of Higher-Order Derivatives
of the Inverse Error Function

The inverse of the error function, inverf(x), has applica-
tions in non-linear heat theory, financial derivatives, turbu-
lent combustion, and scalar field dynamics. It occurs in the
solution of concentration-dependent diffusion and chemical
potential problems. It is also used in computing confidence
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intervals in statistics and in some algorithms for generat-
ing Gaussian random numbers. We analyze inverf(n)(0)
asymptotically as n → ∞, using Nested Derivatives and
the Ray Method. We obtain a very good approximation
of inverf(x) through a high-order Taylor expansion around
x = 0. We give numerical results showing the accuracy of
our formulas.

Diego Dominici
SUNY New Paltz
Department of Mathematics
dominicd@newpaltz.edu

MS87

Orthogonal Polynomials and Gaussian Quadrature
Applied to the Solution of Large-Scale Ill-Posed
Problems

The solution of large-scale ill-posed problems has recently
received considerable attention. Many of the available so-
lution methods are based on Tikhonov regularization. Part
of the computational task is to determine a suitable value
of the regularization parameter used in Tikhonov regular-
ization. This talk describes iterative methods for Tikhonov
regularization based on the Lanczos process and discusses
how the regularization parameter and solution can be com-
puted efficiently by using the connection between the Lanc-
zos process, orthogonal polynomials, and Gaussian quadra-
ture.

Lothar Reichel
Kent State University
reichel@math.kent.edu

MS87

Improved Calculation of Mathieu Functions of Inte-
ger Order with Application to Radiation from Pis-
tons on An Elliptic Cylinder

Series expressions traditionally used to calculate the ra-
dial (i.,e., modified) Mathieu functions of integer order are
shown to suffer significant subtraction error for many pa-
rameter choices. This includes the Bessel function prod-
uct series which has an integer offset for the order of the
Bessel functions that is traditionally chosen to be zero (or
one). We have found that the use of larger offset values
that tend to increase with increasing radial function or-
der usually eliminates the subtraction error. A Fortran
computer algorithm based on our results provides accurate
values of radial Mathieu functions together with the asso-
ciated angular functions over far wider parameter ranges
than previously possible. We describe the application of
the algorithm to the calculation of acoustic radiation from
pistons on an elliptic cylinder.

Jeffrey Boisvert
Naval Undersea Warfare Center
boisvertje@npt.nuwc.navy.mil

Arnie L. Van Buren
self employed
vanburenal@nc.rr.com

MS88

Application of Interior Penalty Galerkin Method
to Inverse Problem

Optical tomography is a way to probe highly scattering
media using low-energy visible light, and then reconstruct
images of these media. It is well-known that the result-
ing diffusion optical tomography inverse problem is ill-
posed. In this work, we investigate the effect of contin-
uous finite element method versus nonsymmetric interior
penalty Galerkin method for solving this ill-posed prob-
lem. We show that the continuous Galerkin inversion with
L2 smoothing term such as Tikhonov regularization differs
from the discontinuous Galerkin solution with the same
regularization. We also show that increasing the polyno-
mial degree in the discontinuous Galerkin inversion, pro-
duces a more accurate solution.

Taufiquar R. Khan
Clemson University
khan@clemson.edu

Beatrice Riviere
University of Pittsburgh
Department of Mathematics
riviere@math.pitt.edu

Yekaterina Epshteyn
University of Pittsburgh
yee1@math.pitt.edu

MS88

Title Not Available at Time of Publication

Abstract not available at time of publication.

Gary Rosen
Department of Mathematics
University of Southern California
grosen@usc.edu

MS88

Modeling and Simulation of Electrodeposition in
2D and 3D

Judy and Motto have developed a modified electrodepo-
sition process to fabricate very small metal structures on
a substrate. Layers of metal of various shapes are placed
on the substrate, then the substrate is placed in an elec-
troplating solution. Some of the metal layers have power
applied to them, while the rest of the metal layers are not
connected to the power initially. Metal ions in the plat-
ing solution start plating the powered layers and a surface
grows from the powered layers. As the surface grows, it
may touch one of the metal layers that was not initially
powered. This causes the initially unpowered metal layer
to become powered, and it will start growing with the rest
of the surface. The metal layers on the substrate are known
as seed layer patterns, and different seed layer patterns can
grow different shapes. In this paper, we model and simu-
late the growth of a surface from a seed layer pattern. A
simple model of uniform growth in the direction normal
to the surface is made, and the level set method is used
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to simulate the growth computationally in 2D and 3D. An
inverse problem, which is to determine a seed layer pattern
that would produce a given surface shape, is also addressed
in 2D and 3D. Some given surface shapes may not be at-
tainable by any seed layer pattern, and some conditions for
attainable shapes are given.

Russel Caflisch, Jack Judy, Pradeep Thiyanaratnam
University of California, Los Angeles
caflisch@math.ucla.edu, jjudy@ucla.edu,
pthiyana@ucla.edu

MS88

Mathematical Approaches for Global Ionospheric
Data Assimilation

The Earth’s ionosphere plays an important role in wire-
less communications between satellites ground receivers.
Mathematical techniques of parameter estimation form the
basis for the development of global ionospheric data assim-
ilation models. Known in the ionospheric monitoring com-
munity as Global Assimilative Ionospheric Model, GAIM
represents the most advanced ionospheric monitoring and
forecasting tool available for civilian and defense applica-
tions.Our team of researchers at the University of Southern
California and the Jet Propulsion Laboratory are among
the first developers of GAIM. In this talk, the mathemat-
ical approached used in GAIM and the numerical imple-
mentation of GAIM are presented. The validation and
operational performance of the model are also reported.
Mathematical challenges for improving model accuracy for
monitoring and forecast will be discussed.

George Hajj
California Institute of Technology
george.hajj@jpl.nasa.gov

Lukas Mandrake
California Institute of Technology
Jet Propulsion Laboratory
lukas.mandrake@jpl.nasa.gov

Chunming Wang
Department of Mathematics
Univ of Southern California
cwang@usc.edu

Xiaoqing Pi
California Institute of Technology
Jet Propulsion Laboratory
xiaoqing.pi@jpl.nasa.gov

I. Gary Rosen
University of Southern California
grosen@math.usc.edu

B. Wilson
California Institute of Technology
Jet Propulsion Laboratory
brian.wilson@jpl.nasa.gov

MS89

Sensitivity Analysis and Control for Systems Gov-

erned by Partial Differential Equations

This presentation summarizes results from efforts to com-
bine continuous sensitivity equation methods with optimal
control techniques in order to design controllers for systems
governed by partial differential equations. The focus of the
research is to use these ideas for the optimal placement of
sensors and actuators for control designs related to Micro
Air-Vehicle technology. In our approach sensor/actuator
placement is parameterized, and the pde models are im-
plicitly differentiated with respect to these parameters in
order to obtain sensitivity information. Preliminary efforts
show that this process can result in sensitivity information
which is qualitatively believable but quantitatively ques-
tionable. A example using piezoceramic patch actuators
on an Euler-Bernoulli beam illustrates some of the compu-
tational issues.

Lisa G. Davis
Montana State University
davis@math.montana.edu

MS89

Sensitivities in Eddy Viscosity Models

This presentation discusses the sensitivity of eddy viscosity
models with respect to the variation of eddy viscosity pa-
rameter. We demonstrate the analysis utilizing the sensi-
tivity equation method and provide numerical assessments
to justify the application of our sensitivity computations.

Faranak Pahlevani
Mathematics Department
Montana State University
faranak@math.montana.edu

Lisa G. Davis
Montana State University
davis@math.montana.edu

MS89

Mathematical Modeling of Cilia Sensors for Flow
Control Applications

Autonomous micro air vehicle (MAV) flight faces inherent
stability challenges. One challenge is controlling flow sep-
aration over the airfoil. An autonomous control system for
MAV flight may be enhanced with closed loop separation
control. In this talk, we focus on modeling biologically in-
spired hair cell sensors for flow control applications. We
model the sensor output as well as the effect of the sensors
on the flow and present numerical results.

John Singler
Oregon State University
Dept. of Mechanical Engineering
john.singler@oregonstate.edu

Belinda A. Batten
Oregon State University
Dept. of Mechanical Eng.
bbatten@engr.orst.edu
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MS89

Mesh Independence for a Newton-Based Ricatti
Solver

In this paper we consider the convergence of the infinite di-
mensional version of the Kleinman-Newton algorithm for
solving the algebraic Riccati operator equation associated
with the linear quadratic regulator (LQR) problem. In par-
ticular, we establish mesh independence for this algorithm.
The importance of dual convergence and preservation of
exponential stability (POES) with regard to strong con-
vergence of the functional gains and mesh independence of
the algorithm are discussed. These results are applied to
systems governed by delay equations and numerical results
are presented using different approximation schemes.

Lizette Zietsman
Virginia Tech
Blacksburg, VA 24061-0123
lzietsma@vt.edu

MS90

Recent Advances in Nonlinear Model Predictive
Control

The paper reports on advances in real-time computation
of constrained closed-loop optimal control, in particular
the special case of NMPC, of large DAE systems arising
e.g. from semi-discretization of instationary PDE. One of
the basic features of the new approach is that in each it-
eration of the optimization process, new process data are
used. In real experiments for distillation columns it is or-
ders of magnitude faster than off-line optimization-based
approaches. The approach can be further drastically accel-
erated by special algorithmic schemes for on-line feasibility
and optimality improvement.

Georg Bock
IWR
University of Heidelberg
bock@iwr.uni-heidelberg.de

MS90

Mesh Adaptivity in Constrained Optimal Control

An a posteriori analysis of adaptive FEM for control con-
strained optimal control of elliptic PDEs is presented. The
error analysis is based on residual-type estimators consist-
ing of edge and element residuals, as well as data oscilla-
tions. Algorithmically, a bulk criterion is invoked and a
greedy algorithm is applied during the refinement process.
Numerical results are discussed including the case of lack
of strict complementarity.

Michael Hintermueller
University of Graz
Austria
michael.hintermueller@uni-graz.at

MS90

Microfluidics: Where Optimization Hides?

We gather here some of our experiences in the numeri-

cal simulation, optimization and control of microfluidic de-
vices. This is a collaborative work between Stanford Mi-
crofluidic Laboratory in the United States and Montpellier
Mathematics and Modelling Institute in France. Microflu-
idics develop nanometric characteristics length with a large
range of variation for both physical coefficients and vari-
ables. These make their calculation complex. Sometimes,
the quantities are not detectable by the available measuring
apparatus and modelling and simulation are valuable tools
to develop approaches to make them detectable. Solutions
discovered after modelling, simulation and optimization are
often non intuitive and allow in certain cases a return on
physical modelling, in particular by identifying the signifi-
cant points in a coupled ensemble.

Benjamin Ivorra
UM2
ivorra@math.univ-montp2.fr

Juan Santiago
Stanford University
juan.santiago@stanford.edu

David Hertzog
Laurence Livermore Nat. Lab
hertzog2@llnl.gov

Bijan Mohammadi
University of Montpellier II
bijan.mohammadi@univ-montp2.fr

MS90

On Level Set Regularization for Highly Ill-Posed
Distributed Parameter Estimation Problems

We consider level set regularization for distributed param-
eter inverse problems that involve elliptic forward PDEs.
For this we propose a dynamic regularization method that
may be viewed as a regularized Gauss-Newton applied to
the output least squares formulation. Our stopping cri-
terion for the iteration does not involve knowledge of the
true solution, and normally less than 10 iterarions suffice.
We also propose a new, quartic, non-local regularization
term that penalizes flatness and produces a smooth level
set evolution. Two numerical test cases are considered:
a potential problem and the classical EIT/DC resistivity
problem.

Uri M. Ascher
University of British Columbia
Department of Computer Science
ascher@cs.ubc.ca

Kees van den Doel
University of British Columbia
kvdoel@cs.ubc.ca

MS91

Prediction and Hindcasting of Hurricane Storm
Surges

Coastal hydrodynamic models can be used to study many
phenomena, including hurricane storm surges, sediment
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transport, contaminant transport, and circulation/wave
coupling. Circulation in shallow coastal waters is com-
plicated by highly irregular geometries, wetting and dry-
ing, and near-shore/continental shelf/deep water coupling,
which results in flows exhibiting multiple scales. A number
of finite element-based simulators have been developed over
the past twenty years for modeling these complex flows.
One of the more successful of these models is the ADCIRC
(Advanced Circulation) Model. We will describe the evolu-
tion of this model and the application of it to hindcasting
and forecasting storm surges along the southern Louisiana
and Texas coasts.

Clint Dawson
Institute for Computational Engineering and Sciences
University of Texas at Austin
clint@ices.utexas.edu

MS91

Adaptive and Implicit High Order Methods for
Two-Phase Flow

Because of the highly heterogeneous geological structure of
the subsurface, there is a need for reliable numerical meth-
ods that would model flow and transport in non-uniform
porous media. We present high order numerical methods
for solving the incompressible two-phase flow problem. The
incompressible flow of a wetting phase and a non-wetting
phase is mathematically modelled by a system of nonlin-
ear partial differential equations derived from the conser-
vation of mass and momentum equations for each phase.
In this work, the capillary pressure, i.e. the difference
between the phase pressures, is modeled by the Brooks-
Corey equations. We consider one sequential and two im-
plicit pressure-saturation formulations for two-phase flow.
The primary variables are approximated by discontinuous
polynomials of different degrees. We present slope limit-
ing techniques on non-conforming meshes for the sequential
approach. For the fully implicit approaches, we show that
no slope-limiter or upwinding techniques are needed. Nu-
merical simulations obtained for benchmark problems for
homogeneous and heterogeneous media are presented.

Beatrice Riviere
Department of Mathematics
University of Pittsburgh
riviere@math.pitt.edu

Yekaterina Epshteyn
University of Pittsburgh
yee1@math.pitt.edu

MS91

An Efficient Approach for Estimating Subsidence
in Heterogeneous Geological Formations

We consider the estimation of the subsidence produced as
a consequence of the pore pressure reduction in oil and gas
reservoirs. It is assumed that the reservoir is immersed
into a semi-infinite homogeneous medium and has a pore
pressure and elastic modulii different than those of its sur-
roundings. The displacement around the reservoir is then
put in the form of an integral equation by using the half-

space Greens function. Solutions to the integral equation
were obtained for some limiting cases. A more general so-
lution was obtained by using quadratures and solving the
resulting linear set of equations.

Hecto Klie, Mary Wheeler
The University of Texas
klie@ices.utexas.edu, mfw@ices.utexas

Adolfo Rodriguez
ICES
The University of Texas
adolfo@ices.utexas.edu

MS91

Eulerian-Lagrangian Particle-in-Phase Methods
for Multiphase Multicomponent Transport

The Eulerian-Lagrangian localized adjoint method (EL-
LAM) was originally developed for linear advection-
diffusion equations. It has no CFL condition, handles
all kinds of boundary conditions rigorously, is fully mass-
conservative, and its Lagrangian step symmetrizes the
advection-diffusion operator. We present here a natural
adjoint formulation that extends ELLAM to multiphase
multicomponent flows with nonlinear fluxes. This is based
on a physical interpretation of the dual adjoint operator
as a propagator of mass-carrying particles, in contrast to
the wave-propagating primal direct operator. The adjoint
operator is linear, so that its space-time characteristics do
not intersect, shocks do not form, and particles do not
disappear. This makes the dual framework, which is ap-
plied to each phase of a multiphase flow, substantially more
tractable computationally. All of these concepts are illus-
trated in some examples and in the discretization of a com-
positional model.

Tom Russell
National Science Foundation
trussell@nsf.gov

Bjorn-Ove Heimsund, Magne Espedal
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University of Bergen, Norway
Department of Mathematics
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MS92

Stable, High-Order Methods for Bounded-Obstacle
Scattering

A stable and high-order numerical method for solving the
Helmholtz equation on two- and three-dimensional do-
mains exterior to a bounded obstacle will be described in
this presentation. The method is based on a boundary
perturbation technique (”Transformed Field Expansions”)
coupled with a well-conditioned, high-order, spectral-
Galerkin solver. The method is further enhanced with
numerical analytic continuation implemented via Pade ap-
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proximation. Numerical results will be presented to show
the accuracy, stability, and versatility of our new method.

David P. Nicholls
University of Illinois at Chicago
nicholls@math.uic.edu

Jie Shen
Department of Mathematics
Perdue University
shen@math.purdue.edu
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MS92

Advances in Wave Propagation with the Discontin-
uous Galerkin Method

Two important features relating to the discontinuous
Galerkin (DG) method for wave propagation will be dis-
cussed. Recent investigations of the spectral properties of
the discrete DG operators have revealed important connec-
tions with their continuous Galerkin counter parts. Theo-
retical and numerical results will be shown which demon-
strate the correct asymptotic behavior of these methods
and controls spurious solutions under mild assumptions.
Given the suitability of DG for solving Maxwell’s equations
and their ability to propagate waves over long distance, it
is natural to seek effective boundary treatments for arti-
ficial radiation boundary conditions. A new family of far
field boundary conditions will be introduced which grace-
fully transmit propagating and evanescent components out
of the domain. These conditions are specifically formulated
with DG discretizations in mind, however they are also rel-
evant for a range of numerical methods.

Tim Warburton
Computational and Applied Mathematics
Rice University
timwar@caam.rice.edu

MS92

Efficient Collocational Approach for Parametric
Uncertainty Analysis

A numerical algorithm for effective incorporation of para-
metric uncertainty into mathematical models is presented.
The uncertain parameters are modeled as random vari-
ables, and the governing equations are treated as stochas-
tic. The solutions, or quantities of interests, are expressed

as convergent series of orthogonal polynomial expansions
in terms of the input random parameters. A high-order
stochastic collocation method is employed to solve the so-
lution statistics, and more importantly, to reconstruct the
polynomial expansion. While retaining the high accuracy
by polynomial expansion, the overall algorithm is straight-
forward to implement as it requires only repetitive deter-
ministic simulations. Error analysis is conducted and nu-
merical examples are presented.

Dongbin Xiu
Department of Mathematics
Purdue University
dxiu@math.purdue.edu

MS93

A Schur-Based Algorithm to Compute the Smallest
Eigenvalue of Symmetric Positive Definite Toeplitz
Matrices

The problem of computing the smallest eigenvalue and
corresponding eigenvector of symmetric positive definite
Toeplitz matrices is of considerable interest in signal pro-
cessing. All the iterative algorithms developed so far re-
quire to compute the solution of a linear system with a
Toeplitz coefficient matrix. The latter problem is solved
via the Levinson algorithm. In this talk we describe a
completely different approach. Each step of the new iter-
ative algorithm yields a lower approximation of the small-
est eigenvalue of the involved symmetric positive definite
Toeplitz matrix, relying on the generalized Schur algo-
rithm. The complexity and the numerical results are com-
parable to those obtained by the other algorithms available
in the literature.

Marc Van Barel, Raf Vandebril
Katholieke Universiteit Leuven
Department of Computer Science
marc.vanbarel@cs.kuleuven.be,
raf.vandebril@cs.kuleuven.be
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Istituto per le Applicazioni del Calcolo
National Research Council of Italy, Bari
N.Mastronardi@ba.iac.cnr.it

MS93

A Generalized Isometric Arnoldi Algorithm

This talk describes a generalization of the isometric Arnoldi
algorithm that orthogonalizes a sequence of the form xk =
Axk−1 + yk where yk lies in a fixed low dimensional sub-
space for each k. Particular cases include the columns of
Toeplitz-like and block Toeplitz-like matrices. The algo-
rithm has the same relation to the generalized Schur algo-
rithm as the isometric Arnoldi algorithm has to the Schur
algorithm.

Michael Stewart
Department of Mathematics and Statistics
Georgia State University
mstewart@mathstat.gsu.edu
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MS93

Generalized Vandermonde Matrices Associated
with Chebyshev Polynomials

We present some families of generalized Vandermonde ma-
trices that are constructed as a Gram matrix of a basis of
the space of polynomials of degree at most n and a basis of
the dual space. We consider Lagrange matrices, and their
derived matrices, which are determined by two sets of n+1
pairwise distinct points in the plane. Such matrices trans-
form the vector of values of an arbitrary polynomial p (of
degree at most n), on one of the sets, into the values of
p (and its derivatives) on the other set. We also consider
Chebyshev-Vandermonde matrices that are closely related
to discrete trigonometric transforms.

Luis Verde-Star
Universidad Autonoma Metropolitana
verde@xanum.uam.mx

MS93

Superfast Multifrontal Method for Large Struc-
tured Linear Systems of Equations

We develop a superfast direct method for solving disretized
linear systems from certain PDEs such as eliptic equations.
The method uses nested dissection ordering in the multi-
frontal method. For those systems the update and frontal
matrices in this procedure have certain low rank properties
which can be efficiently exploited by Hierarchically Semi-
Separable (HSS) matrix structures(Chandrasekaran, Gu,
etc.) A set of efficient HSS operations are proposed. These
lead to a superfast multifrontal method with cost nearly
linear to the matrix dimension.

Xiaoye Li
Lawrence Berkeley National Laboratory
xsli@lbl.gov
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MS94

Iterative Operator Splitting Methods As Effective
Decomposition Methods For Multiphysics Prob-
lems: Theory And Application

We present a class of iterative operator splitting methods
as effective decomposition methods for evolution equation
related to multiphysics problems. The advantage of decou-
pling complicate physical processes to local adaptive sim-
pler physical processes motivates us to combine the wel-

known classical operator-splitting methods with iterative
techniques to obtain iterative operator-splitting methods.
We present the stability- and consistency analysis of the
iterative operator splitting methods. The numerical ex-
periment are done for stiff systems of linear and nonlinear
convection-diffusion-reaction equations. Finally, we discuss
the benefits of our iterative methods and the extention to
non-smooth and discontinuous applications.

Juergen Geiser
Humboldt-Universität zu Berlin, Germany
geiser@mathematik.hu-berlin.de

MS94

Linearly Implicit LOD Methods For ReactionDif-
fusion Systems

We present Locally One-Dimensional (LOD) methods for
the reaction diffusion systems in which the non-linear terms
are treated in a linearly implicit manner that avoids neces-
sity of iterating at each time step while maintaining sta-
bility properties of corresponding one dimensional opera-
tor. The elegant extrapolation methods of LawsonMorris,
and Verwerde-Vries are couched into this technique and are
shown to be computationally efficient for nonlinear prob-
lems. A method based on rational approximation with real
distinct poles having a positivity property is highlighted.
Numerical results are presented on reactiondiffusion sys-
tems including problems in enzyme kinetics and population
ecology.

Abdul M. Khaliq
Middle Tennessee State University
Department of Mathematical Sciences
akhaliq@mtsu.edu

David A. Voss
Western Illinois University
d-voss1@wiu.edu

MS94

Higher-Order Operator Splitting Methods And
Their Application In Quantum Computers

In this talk, I will discuss some higher-order operator split-
ting methods developed by Ewan Stewart and myself. The
discussion will cover the derivation of the methods and
some of their advantages, including the fact that they work
for an arbitrary number of non-commuting operators. I
will then go on to discuss some applications in quantum
simulations and control methods for quantum computers.

Andrew Sornborger
University of Georgia
Dept. of Mathematics
ats@math.uga.edu

MS94

On Growth Factors Of The LU, Cholesky, And
Modified Gram-Schmidt Factorizations In Splitting

Growth factors play a central role in studying the stability
and roundoff estimates of matrix factorizations. It has be-
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come evident that growth factors for the LU and modified
Gram-Schmidt factorizations grow exponentially with the
dimensions of the matrices used in the splitting method. In
this talk, we will define row-wise growth factor for the LU
factorization, and derive the upper bounds of these factors
for the LU factorization which are related to the condition
numbers of sub-matrices of the matrix. We will also ob-
tain two kinds of upper bounds of the growth factors for
the MGS algorithm on a matrix, or a row scaled matrix,
and then extend the analysis to the MGS-like algorithms.

Musheng Wei
Department of Mathematics
East China Normal University, China
wei@math.ecnu.edu.cn

PP0

AWM Poster: A Mathematical Model Of Network
Dynamics Governing Sleep-Wake Patterns In Mice

Behavioral states of wake, sleep, REM sleep, and the tran-
sitions among them, are regulated by a network of neurons
in the brainstem and hypothalamus. We model network
dynamics using coupled relaxation oscillators. The fast-
slow nature of the network captures fast transitions be-
tween states and leads to canard-like behavior. We iden-
tify mechanisms of transition by analyzing a sequence of
reduced systems obtained using combinations of fast-slow
and dominant scale techniques.

Cecilia Diniz Behn
Boston University
cdb@math.bu.edu

PP0

AWM Poster: A Hörmander-type Pseudo Differ-
ential Calculus on the Heisenberg Group

A general overview of pseudo differential operators and cal-
culi will be presented, including an approach which allows
working on homogeneous groups. Using convolution oper-
ators, in the spirit of the Calderón-Zygmund theory, the
existence of a Hörmander-type pseudo differential calculus
will be proved for the Heisenberg group, notable for being
a non-commutative, non-compact Lie group, as well as for
its connections with the theory of image processing.

A. Susana Coré Bianchi
State University of New York at Stony Brook
susana@math.sunysb.edu

PP0

AWM Poster: An Edge-Flame in a Mixing Layer

The behavior of an edge-flame in a mixing layer was studied
numerically. Using a reaction diffusion model we consid-
ered a system in which fuel and oxidizer are separated by
a thin plate and flow into the system with a prescribed
uniform flow. At the end of the plate fuel and oxidizer
mix and an edge-flame is sustained at some distance from
the plate. We allowed for the conduction of heat along the
plate and consider its effect on the flame stand off distance.
We also examined the effect of varying the Lewis numbers

for both the fuel and oxidizer and the effect of both lean
and rich conditions, by varying the initial mixture strength.
These parameters affect the flame shape, location, and its
distance from the separating plate.

Joanna Bieri
Northwestern University
j-bieri@northwestern.edu

PP0

AWM Poster: Mathematical Modeling of Cellular
Signaling in Macrophages: Understanding Path-
ways

Our goal is the construction of a comprehensive mathemat-
ical model for the uridine 5-diphosphate signaling path-
way in the macrophage, a type of white blood cell. The
mathematical model currently includes a system of nonlin-
ear ODEs that describe the major pathway components,
with an emphasis on the production and degradation of
diacylglycerol, a cellular second messenger molecule which
plays an important role in initiating various changes in cell
behavior. Modeling techniques, challenges, and computa-
tional simulations will be presented.

Hannah Callender
Vanderbilt University
callen@math.vanderbilt.edu

PP0

AWM Poster: Wellposedness and Control of Non-
linear Structural Acoustic Interactions

The project pertains to the mathematical analysis of so-
lutions to nonlinear systems of partial differential equa-
tions modeling structural acoustic interactions. An acous-
tic chamber surrounded by an active plate or wall is con-
sidered. A nonlinear model which accounts for thermal ef-
fects in the wall and dispenses with the need for structural
damping of the wall is studied. Issues such as global exis-
tence and uniqueness of nonlinear solutions, their stability
and control are in the main focus of the research.

Inger Daniels
University of Virginia
University of Virginia

PP0

AWM Poster: Vacuum Formation in Multi-
Dimensional Compressible Flows

It is well known that vacuum formation can occur for invis-
cid compressible flows. However, for viscous compressible
flows, governed by the Navier-Stokes equations, vacuum
formation in the multidimensional case is an open ques-
tion. The analytic difficulties associated with this problem
translate into numerical difficulties requiring the use of a
highly accurate method. Using a spectrally accurate collo-
cation method, we show that vacuum formation does occur
under certain conditions.

Kristen De Vault
North Carolina State University
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PP0

Analyzing Methods of Water Allocation Through
Simulation and Optimization

Regions can establish water markets, the buying and selling
of water, as a strategy to efficiently allocate water and
prevent water scarcity. Each municipality within a region
wants to meet their water demand with minimum cost.
A stochastic water market simulation for one municipality
creates a cost-based solution surface with high-frequency,
low-amplitude noise. We use the optimization technique
called implicit filtering to investigate scenarios to aid in
water management decisions.

Tim Kelley
North Carolina State Univ
Department of Mathematics
tim kelley@ncsu.edu
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PP0

A Block Quasi-totally Pivoted LU Decomposition

The totally pivoted LU decomposition is the most stable
among all LU-like factorizations, but unfortunately also
computationally expensive, and not amendable to exploit
level 3 BLAS operations. In this contribution, we derive
a block organized LU factorization, in which at each step
of the algorithm a totally pivoted LU decomposition is ap-
plied to a sub-block of the current matrix. An optimal
exploitation of the matrix-matrix products results in a sig-
nificantly improved performance.

Bart Truyen, Luca Dimiccoli, Jan Cornelis
Vrije Universiteit Brussel
ETRO-IRIS Research Group
batruyen@etro.vub.ac.be, ldimicco@etro.vub.ac.be, jpcor-
nel@etro.vub.ac.be

PP0

Moment-of-Fluid Interface Reconstruction
(poster)

A new mass-conservative interface reconstruction method
is presented. Unlike volume-of-fluid methods, which calcu-
late the interface location from the volumes of the cell frac-
tions occupied by different materials, the new algorithm lo-
calizes the interface based on both volumes and centroids
of the cell fractions. The normal of the linear interface in
each mixed cell is determined by fitting the centroid of the
fraction behind to the reference centroid. This results in
a second order accurate interface approximation, which is
shown to be more accurate than the volume-of-fluid coun-

terparts.

Mikhail Shashkov, Vadim Dyadechko
Los Alamos National Laboratory
shashkov@lanl.gov, vdyadechko@lanl.gov

PP0

SIAM-DW: The Method of Images for Regularized
Stokeslets

Abstract not available at time of publication.
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PP0

AWM Poster: Improving Forecasts for Chaotic
Physical Processes by Improving Initial Conditions

Accurate estimates of the initial atmospheric state are nec-
essary for accurate weather forecasts. Initial condition es-
timates combine forecast and observation information rel-
ative to their uncertainties. Algorithms estimating the ini-
tial conditions at meteorological centers (e.g. PSAS) as-
sume a constant forecast uncertainty. The LETKF algo-
rithm uses ensembles to evolve forecast uncertainties effi-
ciency. We apply LETKF and PSAS to the NASA weather
model, fvGCM. LETKFs estimate of the initial conditions
has fewer errors than those of PSAS.

Elena Klein Fertig
University of Maryland
ejfertig@math.umd.edu

PP0

AWM Poster: Front Dynamics of a Singular Per-
turbation Non-smooth Ignition Process

A proton exchange membrane (PEM) fuel cell is a device
capable of generating electricity directly by means of two
electrochemical reactions which take place at the proton ex-
change membrane/catalyst interface at low temperatures.
Recent experimental work has shown that PEM fuel cells
can exhibit long term transients, hysteresis, and long pe-
riod oscillations when run under fixed load with unhumid-
ified gases. We recover the experimental hysteresis and
investigate the stability of a simplified model which has a
simple but discontinuous nonlinearity. We study the non-
linear stability of the model which follows from the decay
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of linear semigroup via a simple, but effective, renormal-
ization group argument.

Mohar Guha
Michigan State University
guhamoha@msu.edu

PP0

Numerical Study of Two-Phase Flow on Locally
Refined Meshes

For geological heterogeneities, methods are needed for
modelling flow and transport in non-uniform porous me-
dia. We present a non-symmetric interior penalty Galerkin
formulation of two-phase flow equations, based upon PDEs
derived from mass conservation and Darcy’s Law, with clo-
sure by Brooks-Corey equations. The pressure and satura-
tion equations are decoupled and solved sequentially. Also
considered are proposed space and time adaptivity tech-
niques; slope limiters for nonconforming meshes; numerical
examples of heterogeneous media in 3D.

Beatrice Riviere
University of Pittsburgh
Department of Mathematics
riviere@math.pitt.edu
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PP0

Approximation of the Singularity Curve of a Piece-
wise Constant Function of Two Variables by Its
Fourier-Jacobi Coefficients

A new method is considered to approximate the singular-
ity curve of a piecewise constant function of two variables
by means of its Fourier-Jacobi coefficients. The method is
based on the technique suggested by the author for recov-
ering the locations of discontinuities of a piecewise smooth
function of one variable. In addition, some numerical ex-
amples are presented.

George Kvernadze
Weber State University
gkvernadze@weber.edu

PP0

Integrate-and-Fire Neurons Coupled by Gap Junc-
tions

In integrate-and-fire models of neurons, the suprathresh-
old portion of the spike is not usually modeled explicitly.
However, when neurons are coupled by gap junctions, this
portion of the spike is crucial. When modeling neurons
coupled by gap junctions using integrate-and-fire models,
one must therefore introduce a correction accounting for
the suprathreshold portion of the spike. We examine to
which extent the details of this correction matter for net-
work behavior.

Christoph Borgers, Erin C. Munro

Tufts University
christoph.borgers@tufts.edu, Erin.Munro@tufts.edu

PP0

Efficient Matrix Formalism for Power Series Solu-
tions of the Boundary Value Problems for Hyper-
bolic Equations

Matrix formalism for finding power series solutions of the
main BVP for a hyperbolic PDE is developed. As an exam-
ple, classic Riemann, Cauchy, and mixed problem for the
telegraph equation are solved. Surprisingly, this leads to
explicit solutions in terms of generalized hyperbolic func-
tions. Application of these results to a two-dimensional
technological problem in plasticity is outlined.

Lydia S. Novozhilova
Western Connecticut State University
novozhiloval@wcsu.edu

Sergei Urazhdin
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Adaptive Temporal Integration of Odes with Inter-
val Computations

The area of Interval Computations is of growing interest
for rigorous and error bounded computations. By using
interval arithmetic routines in the Matlab toolbox Intlab,
error bounds can be propagated throughout an algorithm
to yield reliable enclosures of solutions. We examine the
use of interval arithmetic applied to adaptive temporal in-
tegration of stiff ODEs and solutions to nonlinear systems.

Michael P. Petito
Clarkson University
petitomp@clarkson.edu
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Regularized Elastic Collision Operators for High
Energy Electron Transport

High energy electrons interact with matter through
Coulomb forces which generate sharply varying energy-loss
and angular deflection collision operators and result in in-
efficient Monte Carlo simulation. A procedure to construct
approximate but accurate regularized collision operators is
presented which relies on Green’s functions and moment-
preserving constraints to smooth out singularities. Numer-
ical results demonstrating accuracy and efficiency will be
presented.

Anil K. Prinja
University of New Mexico
prinja@unm.edu

PP0

Computer Simulation and Experimental Rheology
of Pharmaceutical and Cosmetic Products

Applying the principles of rheology to pharmaceuticals,



226 AN06 Abstracts

foods, personal care, and plastics industries can reduce
cost, develop new products, improve product properties,
and accelerate products to market. Rheology lies at the
crossroads of physics, chemistry, mathematics, biology, and
engineering. In this presentation we introduce experi-
mental and mathematical modeling concepts of rheologi-
cal problems via (i) basic terminologies and interpretation
of rheological response using pharmaceutical products and
basic principles for formulation of pharmaceutical suspen-
sions and emulsions of interest (ii) fundamental rheolog-
ical properties such as using oscillatory and steady state
fluid flow by appropriate constitutive equations using gen-
eralized Maxwell, Casson, Carrue, and Herschel Buckley
model for viscoelasticity. Numerical simulation of mate-
rial deformation and flow; and application of rheological
information to solve process and performance problems

Leela Rakesh
Central Michigan University
Applied Mathematics Group
LRakesh@aol.com

PP0

Adaptive Grid Methods for Q-Tensor Theory of
Liquid Crystals

This poster illustrates the use of adaptive grid methods for
solving PDE problems in Q-tensor theory of liquid crystals.
We will present the results of an initial study using some
simple one-dimensional test problems which illustrates the
feasibility of applying adaptive grid techniques in such sit-
uations. We describe how the grids are computed using an
equidistribution principle, and investigate the comparative
accuracy of various grid strategies, both theoretically and
via a set of numerical examples.

Alison Ramage
University of Strathclyde
A.Ramage@strath.ac.uk

Christopher Newton
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(Bristol, UK)
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The Power of SLI Arithmetic

A fast and reliable C++ implementation of a hybrid sys-
tem based on the Symmetric Level-Index number represen-
tation will show you the power of SLI arithmetic. It could
release you from fighting with overflow/underflow problems
in scientific computations! The poster includes a general
introduction to the Symmetric Level-Index system. A little
detail of the implementation will be followed by its success-
ful applications to matrix condition number estimation and
other examples.

Peter R. Turner
Clarkson University
Mathematics and Computer Science Department
pturner@clarkson.edu
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Clarkson University
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The Extended Finite Element Method for Bound-
ary Layer Problems in Biofilm Growth

We present a technique for capturing boundary layer be-
havior with the eXtended Finite Element Method (X-
FEM). Customized enrichment functions, determined by
asymptotic analysis near the interface, are incorporated
into the function space to better approximate the solution
within the boundary layer. We present example problems
which confirm the accuracy of the method, and then ap-
ply the method to the linearized biofilm growth equations
in order to explore the “shadowing” of small colonies by
larger ones.

David L. Chopp
Northwestern University
Dept. of Engineering Science and Applied Mathematics
chopp@northwestern.edu
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Northwestern University
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Probabilistic Domain Decomposition Solution of
Elliptic Equations on Polygonal Domains

A probabilistically induced domain decomposition method,
recently tested for boundary-value elliptic problems on a
unit square, is applied to the case of rather general two-
dimensional domains. These have been chosen in the form
of polygons, since polygons may approximate very gen-
eral domains, encountered, e.g., in a number of engineering
problems, provided that they have a sufficiently large num-
ber of sides. One of the key-point is approximating accu-
rately the ”first exit times” and points, which task requires
now some more are and work.

Juan A. Acebron
Departamento de Automatica, Universidad de Alcala
juan.acebron@uah.es

Renato Spigler
Dipartimento di Matematica, Universita Roma tre.
Rome (Italy)
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A Comparison of the Extended Finite Element
Method with the Immersed Interface Method for
Elliptic Equations with Discontinuous Coefficients
and Singular Sources

The authors compare the Immersed Interface Method
(IIM) with the eXtended Finite Element Method (X-FEM)
for elliptic equations with singular sources and discontin-
uous coefficients. The IIM has been compared favorably
with competing methods. These methods are of particular
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interest because they allow for the solution of elliptic equa-
tions with internal boundaries on non-conforming meshes.
In the context of moving interface problems, emphasis is
placed on accuracy of solutions and their normal deriva-
tives on the interface.

David L. Chopp
Northwestern University
Dept. of Engineering Science and Applied Mathematics
chopp@northwestern.edu
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Northwestern University
b-smith7@northwestern.edu,
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AWM Poster: Patterns of Synchrony in Lattice Dy-
namical Systems

By using the theory of coupled cell systems developed by
Stewart, Golubitsky, Pivato and Torok, we consider pat-
terns of synchrony of lattice dynamical systems. Roughly
speaking, a pattern of synchrony is a coloring in which two
nodes with the same color if their corresponding dynam-
ics are synchrony for all the time. We classify two-color
patterns of synchrony of four kinds of lattice dynamical
systems (square and exagonal lattice differential equations
with nearest neighbor (NN) coupling and with nearest and
next nearest neighbor (NNN) couplings). We show that
there are an infinite number of patterns of synchrony of the
systems with NN coupling, and all these patterns can be
generated from a finite number of distinct patterns. How-
ever, there are only a finite number of patterns of synchrony
of the systems with NNN coupling, and all patterns are
spatially periodic. We also prove that equilibria associated
to each such two-color pattern can be obtained by codi-
mension one synchrony-breaking bifurcation from a fully
synchronous equilibrium. By using a notion of ‘window’ (a
finite region of a lattice that determines the whole pattern
of the lattice), we show that for each k, there are only a
finite number of k-color patterns of synchrony of square
(resp. hexagonal) lattices with NNN architecture, and ev-
ery k-color pattern of synchrony is spatially periodic. The
techniques we developed to prove periodicity and finiteness
can be applied to other lattices as well.

Yunjiao Wang
University of Houston
USA
yunjiao@math.uh.edu

PP0

AWM Poster: Three Dimensional Computational
Model of Water Movement in Plant Root Growth
Zone

Primary plant root growth occurs in the 10 mm root tip
segment where cells expand by stretching the rigid cell
wall that constricts their growth. Silk and Wagner (1980)
provided an osmotic root growth model to describe this
process. Their theory is expanded to a three-dimensional
model with the addition of point source terms. This three-

dimensional point source model is examined in terms of
current plant physiology measurements which results in
suggestions for future work.
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AWM Poster: European Option Pricing for a
Stochastic-Volatility Jump-Diffusion Model

An alternative option pricing model is proposed, in
which the underlying stock prices follow a compound
stochastic-volatility jump-diffusion (SVJD) process with
log-uniformly distributed jump amplitudes. Fourier trans-
forms are applied to solve the problem for risk-neutral
European option pricing under this model. The numeri-
cal implementation of pricing formulas is accomplished by
both fast Fourier transforms (FFTs) and more highly ac-
curate discrete Fourier transforms (DFTs) for verifying re-
sults and for different output.

Guoqing Yan
University of Illinois at Chicago
gyan2@uic.edu
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AWM Poster: Computational Studies of Mor-
phogen Gradients

Concentration gradients of morphogens are known to be in-
strumental in cell signaling and tissue patterning. A recent
study shows that Dlp somatic cell clones disrupt smooth
gradient of extra cellular Wg, producing ectopic expres-
sion of Wg target genes. We constructed a mathematical
model to understand the mechanisms responsible for the
observed phenomena and the interactions involved in this
complex biological system. The model consists of a system
of 2D reaction-diffusion equations. Due to the biological
complexity, the system is extremely stiff. Thus, we devel-
oped a new class of semi-implicit schemes which removes
both time-step constraints on diffusion and reaction terms.
Direct numerical simulations showed that the new schemes
are efficient, robust and accurate.

Rui Zhao
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