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IC1

Optimization Modeling: Recent Enhancements
and Future Extensions

Modeling systems are an efficient way to develop the con-
straints and objectives for optimization and equilibrium
problems. We outline several recent enhancements of such
systems that facilitate grid solution techniques, comple-
mentarity or equilibrium constraints within optimization
problems, model embedding, and explicit formulation of
stochastic constraints and extended nonlinear program-
ming problems. Further extensions of these systems to
ease the modeling burden in specific contexts will also be
proposed, along with computational results in particular
application domains.

Michael C. Ferris
University of Wisconsin
Department of Computer Science
ferris@cs.wisc.edu

IC2

Multiscale Methods for Dilute Fluids and Plasmas

Monte Carlo particle methods have been used with great
success for fluid and plasma flows in which collisional effects
are significant. Applications range from flight in the upper
atmosphere to the lubrication of a hard disk and the edge
region in a fusion plasma. In the near fluid regime, how-
ever, the particle collision rate becomes very large, so that
particle methods can become computationally intractable.
Hybrid methods combining discrete and continuum (i.e.,
particle and fluid) descriptions are a promising alterna-
tive that can retain the accuracy of a full particle method
and the speed of a fluid dynamic solver. The formulation
and analysis of these methods depends significantly on the
fluid dynamic limit for kinetic theory. This talk describes
the mathematical basis and computational performance for
several different hybrid methods.

Russel Caflisch
Department of Mathematics
University of California, Los Angeles
caflisch@math.ucla.edu

IC3

Mathematical Neuroscience: From Neurons to
Networks

The tools of dynamical systems theory are having an in-
creasing impact on our understanding of patterns of neural
activity. In this talk I will describe how to build tractable
tissue level models that maintain a strong link with bio-
physical reality. These models typically take the form of
nonlinear integro-differential equations. Their non-local
nature has led to the development of a set of analytical
and numerical tools for the study of waves, bumps and
patterns, based around natural extensions of those used
for local differential equation models. Here I will present
an overview of these techniques.

Stephen Coombes
University of Nottingham
stephen.coombes@nottingham.ac.uk

IC4

The Parallel Revolution in Computational Science

and Engineering

The computer industry is going through an exciting, dis-
ruptive transformation by switching to massive parallelism
in processor design. Today, more than 100 million comput-
ers are running parallelized applications 20-100 times faster
than their sequential versions. By year 2016, parallelism
could provide over 1,000 times speedup. Such a dramatic
increase in computation power has already enabled revo-
lutionary work, or time warp, in science and engineering
disciplines. This talk aims to offer insight into the oppor-
tunities that these inexpensive parallel computers offer to
researchers and how some disciplines are already benefiting
from the revolution.

Wen-Mei Hwu
Department of Electrical and Computer Engineering
University of Illinois at Urbana-Champaign
hwu@crhc.uiuc.edu

IC5

The Design and Analysis of Multithreaded Algo-
rithms

This talk overviews multithreaded algorithmic design as
supported by the Cilk++ concurrency platform. Cilk++
allows a programmer to analyze algorithms in terms of the
theoretically elegant notions of work and span, whose ratio
provides a quantitative measure of parallelism. The per-
formance of a Cilk++ program is mathematically guaran-
teed to scale up linearly with the number of processors,
as long as the application exhibits sufficient parallelism
and the computer architecture provides sufficient memory
bandwidth. Example problems that admit efficient parallel
algorithms in both theory and practice include Strassen’s
matrix-multiplication algorithm, sparse matrix-vector mul-
tiplication, sorting, and breadth-first search of a graph.

Charles E. Leiserson
MIT CSAIL & Cilk Arts
cel@mit.edu

IC6

Optimization: The Difference Between Theory and
Practice

Theres an old saying, In theory, theres no difference be-
tween theory and practice, but in practice there is. Today,
scientists are working on optimization problems arising in
fields such as nanoscience, astrophysics, and the electric
power grid. The resulting simulation-based optimization
problems have different characteristics than classical prob-
lems and usually require different theoretical assumptions.
In this talk, I will discuss challenges one faces when solv-
ing these optimization problems and what roles theory and
practice play in developing new algorithms. I will present
several techniques for simulation-based optimization prob-
lems and some lessons learned in applying theory to prac-
tical problems.

Juan C. Meza
Lawrence Berkeley National Laboratory
meza@hpcrd.lbl.gov

IC7

Combinatorics Inspired by Biology

Mathematics has played an important role in biology, both
as a useful language for modeling biological phenomena,
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and in the tools it provides for data analysis. The flood
of data that is now emerging from the transformation of
biology into a high-throughput science makes mathemat-
ics particularly relevant for biologists at this time. In this
talk we will not emphasize the role of mathematics in bi-
ology, but rather we focus on the impact biology has had
on mathematics. Using a few key examples that are well
known to biologists (but maybe not as much to mathemati-
cians), we will highlight a few key ideas in combinatorics
that were inspired by biologists.

Lior Pachter
University of California, Berkeley
Dept. of Mathematics
lpachter@math.berkeley.edu

IC8

Modeling Cancer-Immunology Dynamics

Immunotherapy, a treatment approach that enhances the
body’s natural ability to fight cancers, is becoming increas-
ingly prevalent in many multi-stage treatment programs
that also include chemotherapy, radiation and surgery. The
critical importance of the immune system in combating
cancer has been verified both clinically and through math-
ematical models. In this talk, we will discuss the biologi-
cal and mathematical sides of the question of how cancer
grows, how the cancer interacts with the immune system,
and treatment approaches that harness the power of the
immune system.

L.G. de Pillis
Harvey Mudd College
depillis@hmc.edu

IC9

Controlling Lagrangian Systems by Active Con-
straints

The talk will survey past and recent work on the stabi-
lization and control of mechanical systems, by imposing
a number of time-dependent, frictionless constraints. The
basic mathematical description involves a Riemann man-
ifold, together with a foliation describing the constraints.
The equations of motion usually have an impulsive charac-
ter, containing the time derivatives of the control functions.
Their analytical form is closely linked to the geometrical
structure of the foliation. We observe that this same frame-
work can also be used to study swim-like motion of one or
more deformable bodies in a perfect fluid.

Alberto Bressan
Pennsylvania State University
bressan@math.psu.edu

IC10

Parallel Implicit Nonlinear Solvers in Large-Scale
Computational Science

Parallel implicit solution strategies have proven robust and
efficient in resolving challenging nonlinearities in many
large-scale PDE-based simulations. We discuss the use of
preconditioned Newton-Krylov methods for parallel appli-
cations in coupled core-edge plasma and multiphase reac-
tive flow, with emphasis on capabilities in the PETSc li-
brary that enable users to leverage domain-specific legacy
code and to exploit library-provided functionality for
sparse derivative computations and scalable precondition-
ers. We highlight complementary capabilities of additional

software in the Towards Optimal Petascale Simulations
(TOPS) project, with emphasis on how such software pro-
vides robust, scalable, and extensible capabilities that are
increasingly important for multimodel and multiphysics
simulations on emerging high-performance architectures.

Lois Curfman McInnes
Argonne National Laboratory
Mathematics and Computer Science Division
mcinnes@mcs.anl.gov

IC11

Some Stochastic Control Problems in Mathemati-
cal Finance

We formulate a class of stochastic control problems, col-
lectively known under the rubric of portfolio optimization,
that arise in the mathematics of finance. Ideas from con-
vex duality play a prominent role in their resolution; so
do parabolic partial differential equations, under strong
conditions on the financial market structure. Under less
stringent conditions, stochastic analogues of the classical
Hamilton-Jacobi-Bellman equation emerge as particularly
relevant in this context, in connection with results from
backwards stochastic equations and the Ito-Wentzell for-
mula for random fields. Using such tools, feedback formu-
lae become available for the investors optimal strategies,
based on his current level of wealth. Recent progress on
these issues will be surveyed, and some open questions will
be mentioned.

Ioannis Karatzas
Columbia University
ik@math.columbia.edu

IC12

Parallel Network Analysis

We consider methods for the parallel solution of graph-
based and combinatorial problems arising in the design of
sensor networks or the analysis of social networks. While
some aspects of these applications have obvious partitions
with ”embarrassing” parallelism, the lack of locality when
searching through graph neighborhoods has historically
made parallelization of graph algorithms difficult. A new
generation of massively multithreaded parallel computers
is well suited for algorithms with significant memory la-
tency, provided there is sufficient total parallelism. We will
discuss algorithmic techniques for solving graph problems
on such architectures including a powerful primitive origi-
nally developed for the Connection Machine CM-2 and La-
grangian techniques originally developed for low-memory
PCs.

Cynthia Phillips
Sandia National Laboratories
caphill@sandia.gov

IC13

Progress Toward a Stability Proof for Scott Rus-
sell’s Solitary Wave

A classic story of nonlinear science started with the
particle-like water wave that Russell famously chased on
horseback in 1834. Nowadays the theory of solitons in
integrable PDE is highly developed and nonlinear pulses
compete for a prominent role in optical communications
technology. Yet the dynamics of many nonlinear waves
remain rather ill-understood. I will recount progress re-
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garding the robustness of solitary waves in nonintegrable
model systems such as FPU lattices, and discuss a draft
proof (with Shu-Ming Sun) of spectral stability of small
solitary waves for the 2D Euler equations for water of fi-
nite depth without surface tension.

Robert L. Pego
Carnegie Mellon University
Department of Mathematical Sciences
rpego@andrew.cmu.edu

IC14

On the Complexity of Game, Market, and Network
Equilibria

As you may have already known, the notion of the Nash
equilibrium has captured the imagination of much of the
computer science theory community, both for its many
applications in the growing domain of online interactions
and for its deep and fundamental mathematical structures.
As the scale of typical internet applications increases, the
problems of efficiently analyzing their game-theoretic prop-
erties become more pointed. I will discuss some of our re-
cent results in settling several open questions about Nash
equilibria of matrix games and Arrow-Debreu equilibria
of exchange markets. I will also address the extensions
of these results to other equilibrium problems that arise
in collaborative games and in the game-theoretic stud-
ies of the Internet BGP protocols. Joint work with Xi
Chen (Princeton), Xiaotie Deng (The City University of
Hong Kong); also with Li-Sha Huang (Google China), Paul
Valiant (MIT), Kyle Burke (Boston University), Shiva Kin-
tali (Georgia Tech), Laura J. Poplawski (Northeastern),
Rajmohan Rajaraman (Northeastern), and Ravi Sundaram
(Northeastern).

Shanghua Teng
Boston University & Akamai Technologies
steng@cs.bu.edu

IP0

AWM-SIAM Sonia Kovalevsky Lecture: Swarming
by Nature and by Design

The cohesive movement of a biological population is a com-
monly observed natural phenomenon. With the advent of
platforms of unmanned vehicles, such phenomena has at-
tracted a renewed interest from the engineering community.
This talk will cover a survey of the speaker’s research and
related work in this area ranging from aggregation models
in nonlinear PDE to control algorithms and robotic testbed
experiments. We conclude with a discussion of some inter-
esting problems for the applied mathematics community.

Andrea L. Bertozzi
UCLA Department of Mathematics
bertozzi@math.ucla.edu

IP0

The John Von Neumann Lecture

To follow.

Franco Brezzi
Universita Di Pavia
Italy
brezzi@ian.pv.cnr.it

IP0

W. T. and Idalia Reid Prize in Mathematics Lec-
ture: The Moment Problem for Positive Rational
Measures: Convexity in the Spirit of Krein

The moment problem as formulated by Krein and
Nudel’man is a beautiful generalization of several impor-
tant classical moment problems. However, the importance
of rational functions in systems and control and other
engineering applications imposes certain complexity con-
straints. In this talk we present a new formulation of the
moment problem which respects these constraints. While
this version of the problem is decidedly nonlinear, the ba-
sic tools still rely on convexity. In particular, we present
a solution in terms of a convex optimization problem that
generalizes the maximum entropy approach used in several
classical special cases.

Anders Lindquist
Royal Institute of Technology
Dept Optimization & Syst Thry
alq@math.kth.se

IP0

I.E. Block Community Lecture: “Kill All The
Quants?”: Models vs. Mania In The Current Fi-
nancial Crisis

As the shockwaves of the financial crisis of 2008 propa-
gate throughout the global economy, the “blame game”
has begun in earnest, with some fingers pointing to the
complexity of certain financial securities, and the mathe-
matical models used to manage them. In this talk, I will
review the evidence for and against this view, and argue
that a broader perspective will show a much different pic-
ture. Blaming quantitative analysis for the financial crisis
is akin to blaming E = MC2 for nuclear meltdowns. A
more productive line of inquiry might be to look deeper into
the underlying causes of financial crisis, which ultimately
leads to the conclusion that bubbles, crashes, and mar-
ket dislocation are unavoidable consequences of hardwired
human behavior coupled with free enterprise and modern
capitalism. However, even though crises cannot be legis-
lated away, there are many ways to reduce their disruptive
effects, and I will conclude with a set of proposals for reg-
ulatory reform.

Andrew Lo
MIT
alo@mit.edu

IP0

Past Presidents Address: Parallelism and Puzzles

Every talk that Ive given at a SIAM meeting for the past
30 years has included some material about parallel com-
puting. This talk will be no exception. In addition, I want
to demonstrate some of our Experiments with MATLAB
project intended for younger students.

Cleve Moler
The MathWorks, Inc
Cleve.Moler@mathworks.com

IP0

Theodore Von Karman Prize Lecture: Compu-
tational Environments for Coupling Multiphase
Flow, Transport, and Geomechanics in Porous Me-
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dia for Modeling Carbon Sequestration

Geologic sequestration by injection of CO2 into deep brine
aquifers and reservoirs represents one of the most promis-
ing approaches for reducing atmospheric CO2. A key goal
of our work is to produce a prototypical computational
system to accurately predict the fate of injected CO2 in
conditions governed by multiphase flow, rock mechanics,
multi-component transport, thermodynamic phase behav-
ior, chemical reactions within both the fluid and the rock,
and the coupling of all these phenomena over multiple time
and spatial scales. We present a ”wish list” for simulator
capabilities and describe algorithms and software being de-
veloped at UT-Austin.

Mary F. Wheeler
Center for Subsurface Modeling
University of Texas at Austin
mfw@ices.utexas.edu

IP1

Computational Geosciences: A Perspective from
Geological Basin Modeling

The modeling of geological processes operating in a time-
scale of millions of years during the formation and evolu-
tion of sedimentary basins is formidable challenge due to
its mutiphysics, multiscale, and computational characteris-
tics. In this presentation I will discuss the issues related to
mathematical modeling, simulation, data analysis, uncer-
tainty, and high performance parallel computing, from the
basin modeling perspective with an historical angle. Basin
modeling is an essential tool for the understating the for-
mation of major mineral and hydrocarbon resources.

Ulisses Mello
IBM Watson Research Center
ulissesm@us.ibm.com

IP2

Initial Boundary Value Problems for Second Order
Systems of Partial Differential Equations

Problems concerned with wave propagation in two or three
space dimensions are often formulated in terms of systems
of wave equations which we have to solve numerically. Ex-
amples are Maxwell’s equations, elastic wave equations and
Einstein’s equation of general relativity. We want to solve
the initial boundary value problems for t ≥ 0 in a finite
domain Ω in space with a smooth boundary Γ. At t = 0 we
give initial conditions and on Γ boundary conditions which
are either Diriclet conditions or relations between normal
and tangential derivatives. The most desirable properties
for these problems is that there is an energy estimate and
that the problem is stable against lower order perturba-
tions. The usual way to prove the existence of an energy
estimate is by integration by parts. This is always possible
for the Cauchy problem and problems with Diriclet bound-
ary conditions. In these cases the numerical solution poses
relatively few difficulties. Physical phenomena like glanc-
ing or surface waves lead to derivative boundary conditions
which are not maximally dissipative. The energy estimate
does not give us a detailed understanding about the behav-
ior of the solution near the boundary which is desireable to
develop numerical techniques. By solving a Cauchy prob-
lem we can reduce the data such that only the boundary
conditions are inhomogeneous. Also, the required stability
estimates are such that we can reduce the discussion to
halfspace problems. For halfspace problems we will discuss

a theory which is based on Fourier and Laplace transform
which gives us the desired information about the solution
and apply it to the earlier mentioned equations.

Heinz-Otto Kreiss
Ehrensvardsgatan, 3
hokreiss@nada.kth.se

JP1

Semi-smooth Newton Methods in Function Spaces
and Applications to Variational Problems in Opti-
mal Control and Imaging

Non-differentiable variational problems arise in diverse ar-
eas of current interest, as for instance in optimal con-
trol governed by partial differential equations with con-
straints on the controls or the state, in mathematical imag-
ing with bounded variation (BV) type regularization or
sparsity constraints, in mathematical finance, and control
of variational inequalities. At first, second order New-
ton type methods appear to be out of scope, and there-
fore (conjugate-) gradient methods are often used to solve
such problems in practice. Exploiting the special struc-
ture, however, frequently Newton-differentiability can still
be ascertained. This guarantees super-linear convergence
of Newton-type methods. In case Newton-differentiability
fails this is a phenomenon of the infinite dimensional set-
ting and can be remedied by a regularization process. For
the choice of the regularization parameter a model-based
path-following strategy is proposed.

Karl Kunisch
Universitat Graz
Institut fuer Mathematik
karl.kunisch@uni-graz.at

CP1

Possibly New Methods for Evaluating Bessel Inte-
grals and Series

Known results of integrals and series involving Bessel func-
tions currently avaliable in handbooks, but we found no
recourse in the well- known refferences to how they were
established. In the first part of this paper we introduce
a possibly new method for evaluating Bessel integrals by
identifying a certaint type of differential equations. In the
second part of this paper we suggest a possibly new Method
for evaluating a class of schlomilch type series. The paper
concludes by indicating the wide range of results that can
be established.

Ali A. Al-Jarrah
Dean of Information Technology and Computer Science
Delmon University, Kingdom of Bahrain
aliafj@yahoo.com, alia@yu.edu.jo

Saad Z. Darwish
Vice President for academic Affairs
Delmon University
saad darwish51@yahoo.co.uk

CP1

Physical Modeling, Field Oriented Control Analy-
sis of An Ac Machine

This work deals with the study of Maxwell’s equations aris-
ing by creation of electromagnetic fields in an electric ma-
chine which could be a transformer or an Induction ma-
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chine. The structure of these two machines could be similar
though behavior in some sense may not be same. For exam-
ple Induction machine can be used for a design which solely
requires for heating purpose. The transformer may be used
to transfer large amount of power, voltage. In present case
we consider the machine windings for homogeneous or non-
homogeneous medium with Dirichlet and Mixed Boundary
conditions. We study time independent equations first and
compare it with time dependent equations. Many cases
of time dependent as well as time independent Rotor and
Stator equations for three phase machines have been stud-
ied before. A comparison of exact solutions to numerical
solutions is established for different layers of transformer
windings under different structure. We further look for ex-
tra stator losses and eddy currents produced and the loss
of power. A Power-current or skin depth plot and that
Torque-skin depth plot will be done to find out how to
control and minimize the power loss and increase amount
of torque required to start the machine or stop the ma-
chine in no time by using transient analysis and classical
NYQuist and Bode plots. In other words we find torque
to be controlled b filed oriented control. An example is
under consideration that will depict how equations and so-
lutions behave differently in different media/materials with
respect to power and torque control. The analysis is being
done by using combination of software. These are Femlab,
Mat-lab and Simulink and SCILAB.

Kumud S. Altmayer
Ashford University
Dept. of Math. Sc.
kumud.altmayer@ashford.edu; kumud altmayer@yahoo.c

Kamran Iqbal
University of Arkansas
Little Rock
kxiqbal@ualr.edu

CP1

Numerical Conformal Mappings onto the Linear
Slit Domain

We propose a numerical method for the conformal map-
ping of unbounded multiply-connected domains exterior to
closed Jordan curves onto a canonical linear slit domain,
which is a generalization of the well-known parallel slit
domain. The method is based on the charge simulation
method (the fundamental solution method), and gives a
simple form of approximate mapping functions with high
accuracy.

Dai Okano, Kaname Amano
Graduate School of Science and Engineering
Ehime University
okano@cs.ehime-u.ac.jp, amano@cs.ehime-u.ac.jp

Hidenori Ogata
Graduate School of Electro-Communications
The University of Electro-Communications
ogata@im.uec.ac.jp

Masa-Aki sugihara
Graduate School of Information Science and Technology
The University of Tokyo
m sugihara@mist.i.u-tokyo.ac.jp

CP1

Polygons and Circles in Computational Science

The area between a unit circle and an inscribed n-sided
regular polygon is not hard to compute. What is important
is that this “change in area” gives the leading term in the
difference in the eigenvalues of the Laplacian for polygons
and circles. This leads to a practical suggestion for the
eigenvalue problem (and for other problems too): Let the
polygon go outside the circle enough to have the same area.
Then the error from changing to a polygon and creating
a mesh and solving by finite elements is much reduced.
(The next term in the eigenvalue error was found by Pavel
Grinfeld and it involves the Riemann zeta function...)

Gilbert Strang
Massachusetts Institute of Technology
gs@math.mit.edu

CP1

Four Bugs on a Rectangle

Four bugs start at t=0 at the vertices of a 2x1 rectangle.
Each one chases the bug to its left with speed 1. What’s the
shape of the ensuing spiral? You may think this sounds like
a problem made famous by Martin Gardner in Scientific
American, but it is remarkably different because of the
rectangular initial condition. This talk will describe the
bugs’ extraordinary paths with the help of some unusual
asymptotic analysis, joint work with James Lottes and S.
J. Chapman. By the time the first circuit of the origin is
completed, the scale of the configuration has shrunk by a
factor of exp(exp(25))!

Lloyd N. Trefethen
Oxford University
Oxford University Compting Lab
LNT@comlab.ox.ac.uk

CP2

Modeling Framework for Fluid-Solid Mixtures Us-
ing Distinct Phases and the Material Point Method

Partially and fully saturated porous media have been a re-
search focus for several decades. The most common simula-
tion approaches are based on homogenization techniques to
obtain continuum-like formulations enriched by, e.g., pres-
sure variables for embedded fluid phases. While proven
very successful for solid dominated problems, such models
present tough challenges as the mixture undergoes a tran-
sition from solid-like to fluid-like behavior. The present
paper proposes to model solid and fluid phases as distinct
matter using specialized particles for each phase within the
framework of the material point method (MPM). Mixture
behavior is obtained by introducing drag terms for momen-
tum transfer and a volume constraint to assess the effect
of confining pressure in fully saturated media. The paper
presents the basic ingredients which, in combination with
the established MPM, will yield a generic framework for a
wide variety of problems incorporating fluid-solid mixtures.

Peter Mackenzie-Helnwein
Department of Civil and Environmental Engineering
University of Washington
pmackenz@u.washington.edu

Pedro Arduino, Wookuen Shin, Gregory Miller
University of Washington
parduino@u.washington.edu, geoshin@u.washington.edu,
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gmiller@u.washington.edu

CP2

Theory of Particle Heat Transfer in Gas-Solid Sys-
tems Applied to Discrete Element Methods (dem)

There are various theories for calculating the heat trans-
fer in particles of gas-solid systems. A brief review of
these concepts along with the advantages and disadvan-
tages surrounding their incorporation into a discrete ele-
ment method (DEM) model are presented.

Jordan M. Musser, Mary Ann Drumright-Clarke
Department of Mathematics
West Virginia University
jmusser@math.wvu.edu, maclarke@math.wvu.edu

CP2

Fluid Structure Control Interactions For Coupled
Problems

The problem of efficient modeling and simulation of the
interaction of fluid with a solid undergoing nonlinear de-
formation has remained a challenging problem in compu-
tational science and engineering. The purpose of this talk
is to introduce a computational methodology using finite
elements that offers the flexibility and efficiency to study
coupled problems involving fluid-structure interaction. An
Arbitrary Lagrangian-Eulerian (ALE) formulation is used
to move the mesh at each time step. This approach avoids
excessive deformation of the mesh near the fluid-structure
interface that may occur due to transient dynamic loads.
Numerical computations will be presented to validate the
performance of the method for benchmark applications in-
volving fluid-structure interaction. Theoretical and com-
putational performance of such problems formulated as op-
timal control problems will also be presented.

Kumnit Nong
George Mason University
knong@gmu.edu

CP2

Efficient Numerical Computation of Fluid Inter-
faces with Soluble Surfactant

We address a significant difficulty in the numerical compu-
tation of fluid interfaces with soluble surfactant that occurs
in the practically important limit of very large values of
bulk Peclet number Pe. At the high values of Pe in typi-
cal fluid-surfactant systems, there is a transition layer near
the interface in which the surfactant concentration varies
rapidly, and its gradient at the interface must be deter-
mined accurately to find the drop’s dynamics. Accurately
resolving the layer is a challenge for traditional numerical
methods. We present recent work that uses the slender-
ness of the layer to develop a fast and accurate ‘hybrid’
numerical method that incorporates a separate analytical
reduction of the dynamics in the transition layer into a full
numerical solution of the interfacial free boundary prob-
lem.

Michael Siegel
Department of Mathematical Sciences
New Jersey Institute of Technology
misieg@oak.njit.edu

Michael Booty

Department. of Mathematical Sciences
New Jersey Institute of Technology
booty@oak.njit.edu

CP2

Free Boundary Problem for a Supercavitating
Wedge

Motion of a yawed supercavitating wedge under a free
surface and in a jet of an ideal liquid is analyzed. The
Tulin-Terent’ev cavity closure mechanism and the theory
of Riemann surfaces are used for the description of the
flow around the cavity. A conformal map from a plane
with two cuts into the doubly connected flow domain is
constructed by solving two Riemann-Hilbert problems on
a genus-1 Riemann surface.

Anna Zemlyanova, Yuri A. Antipov
Louisiana State University
Department of Mathematics
azem@math.lsu.edu, antipov@math.lsu.edu

CP3

Nonlinear Breathing Modes at a DNA Defect Site

We develop a stochastic mesoscopic model of a DNA du-
plex, with parameters fitted to AMBER data for different
twist angles (in the range 30◦-40◦). With a ’rogue’ difluoro-
toluene base at the defect site, breathing events - the tem-
porary breaking of bonds between complementary bases -
occur more frequently, that is, on the nanosecond time-
scale. We discuss fluctuation-dissipation relations, energy
barriers, the potential of mean force and potential energies
in reduced models.

Ciprian I. Duduiala
Centre for Mathematical Medicine and Biology,
School of Mathematical Sciences, University of
Nottingham
cipriduduiala@yahoo.com

Jonathan Wattis
School of Mathematical Sciences
University of Nottingham
Jonathan.Wattis@nottingham.ac.uk

Ian Dryden
University of Nottingham
ian.dryden@nottingham.ac.uk

Charles Laughton
School of Pharmacy
University of Nottingham
charles.laughton@nottingham.ac.uk

CP3

A Dynamical Model of Exit From Mitosis in Bud-
ding Yeast

Exit from mitosis requires activation of Cdc14, an essential
phosphatase promoting mitotic exit. We have developed a
deterministic ODE model for the control of Cdc14 release
as the cells exit from mitosis. Our model provides a rigor-
ous account of the factors affecting the dual exit pathways,
called FEAR and MEN. The model captures the dynam-
ics of mitotic exit in wild-type and mutant cells, including
many details of the physiology, biochemistry and genetics
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of the process.

Baris Hancioglu
Virginia Polytechnic Institute & State University
hbaris@vt.edu

Kathy Chen
VIRGINIA POLYTECHNIC INSTITUTE & STATE
UNIVERSITY
kchen@vt.edu

John J. Tyson
Virginia Poly Inst & St Univ
Department of Biology
tyson@vt.edu

CP3

Emergent Dynamics Governed by Regulatory Cells
Produce a Robust Primary T Cell Response

Several theories exist concerning primary killer T cell re-
sponses, the most prevalent being that T cells follow devel-
opmental programs. We propose the alternative hypothesis
that the response is governed by a feedback loop between
conventional and regulatory T cells. By developing a math-
ematical model, we show that the regulated response is ro-
bust to a wide variety of parameters and propose that T
cell responses may be governed by emergent group dynam-
ics rather than by autonomous programs.

Peter S. Kim
University of Utah
Department of Mathematics
kim@math.utah.edu

Peter Lee
Stanford University
School of Medicine
ppl@stanford.edu

Doron Levy
University of Maryland
dlevy@math.umd.edu

CP3

Dynamic Bayesian Network Modeling of Gene Ex-
pression Data

We report our recently developments in network model-
ing of gene expression data using the dynamic Bayesian
network approach. This includes incorporating existing bi-
ological information (co-citation, GO similarity, positional
and binding information, etc) as prior knowledge, fuzzy
theory-based rules to the MCMC learning of DBYN, def-
inition of gene expression (phase) synchronization module
and utilization of it it to assist initial network structure
construction, etc. We show that these lead to significantly
improved performance, through application to the microar-
ray study of pancreatic development.

Xujing Wang
University of Alabama at Birmingham
xujingw@uab.edu

Shouguo Gao
Dept of Physics
University of Alabama at Birmingham
sgao@uab.edu

CP3

Mathematical Study of Islet Bursting and the De-
pendence on the Cytoarchetectural Organization of
Iset Cells

We report our mathematical development to study the
spatial-temporal regulation of insulin release from pan-
creatic islet beta cells. An islet can be mathematically
modeled as a networks of nonlinear oscillators (beta cells)
coupled through gap junctions and various chemicals, and
the robust oscillatory insulin release is an emergent phe-
nomenon. Using both ODE and PDE systems, we study
the synchronization, pattern formation, wave front prop-
agation and noise-induced orders in the islet of coupled
non-linear stochastic systems, and from the results derive
mathematical models of beta-cell function

Xujing Wang
University of Alabama at Birmingham
xujingw@uab.edu

CP3

The Stochastic Simulation of the FtsZ Ring Assem-
bly and Contraction

In a previous research, a biochemical reaction network is
developed to simulate the assembly and contraction of the
FtsZ ring. We investigate its stochastic behavior since
numbers of long open polymers and closed rings are mostly
small (¡10). A modified next reaction method is used. The
results are compared with those obtained with determinis-
tic model. For the assembly process, the two simulations
only show small difference. However, qualitative differences
appear for the contraction process.

Zhigang Zhang
Department of Mathematics
University of Houston
zgzhang@math.uh.edu

CP4

A Differential Equation/agent-Based Hy-
brid Model of Antibiotic-Resistant Infection in a
Hospital Ward

When modeling the spread of bacterial infections in a popu-
lation, dynamics occur on two levels: Interaction between
the people in the ward, and the bacterial growth taking
place inside infected ward members. We propose a method
for combining both into a single model, where each person
is treated as an agent in an agent-based system, with the
agent-specific dynamic parameters driven by a differential
equations system that models the within-host bacterial dy-
namics for that agent.

Lester Caudill, Barry Lawson
University of Richmond
lcaudill@richmond.edu, blawson@richmond.edu

CP4

The Estimation of the Effective Reproductive
Number from Disease Outbreak Data

We consider a single outbreak susceptible-infected-
recovered (SIR) model and corresponding estimation pro-
cedures for the effective reproductive number R(�). We
discuss the estimation of the underlying SIR parameters
with a generalized least squares (GLS) estimation tech-
nique. We use asymptotic statistical theories to derive
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the mean and variance of the limiting sampling distribu-
tion and to perform post statistical analysis of the inverse
problems. We illustrate the ideas and pitfalls with both
synthetic and influenza incidence data sets.

Ariel Cintron-Arias
North Carolina State University
Center for Research in Scientific Computation
acintro@ncsu.edu

Carlos Castillo-Chavez
Arizona State University and
Department of Mathematics
ccchavez@asu.edu

Luis Bettencourt
Computer and Computational Science
Los Alamos National Laboratory
lmbett@lanl.gov

Alun Lloyd
North Carolina State University
alun lloyd@ncsu.edu

H.T. Banks
North Carolina State University
CRSC
htbanks@ncsu.edu

CP4

Spatial Propagation of Alleles in a Human Popula-
tion

We seek to model the spatial propagation of alleles through
a population using modified Fisher-Kolmogorov Equations
in one and two dimensions. We will present preliminary re-
sults of our investigation into the analysis and simulation of
solutions to our model. We will also discuss our investiga-
tion into the inverse problem of identifying the propagation
speed as well as geographic barriers to migration. We ap-
ply our mathematical model to study allele distributions
in human populations.

Jason F. Hammond, David M. Bortz
University of Colorado
Department of Applied Mathematics
hammonjf@colorado.edu, dmbortz@colorado.edu

Noah Rosenberg
University of Michigan
Dept. of Human Genetics
rnoah@umich.edu

CP4

A Coalescent Analysis of Genetic Statistics Used
in Population Subdivision Inference

Populations are often divided into subpopulations. Biol-
ogists use various statistics formed from genetic data to
infer migration rates between subpopulations. In this talk
we consider such statistics under a certain class of evolu-
tionary models. We use coalescent theory to derive the
distribution of a certain subset of such statistics. We then
use our results to comment on an important question: Can
the shape of a subdivided population be determined from
genetic data?

Sivan Leviyang

Georgetown University
sr286@georgetown.edu

CP4

Competition and Disease Dynamics in Multi-
Species Interactions

It has been shown that disease can modulate competition
between multiple host species and can be a major factor
in invasion by exotic species. We model and analyze the
dynamics of multi-host communities using Lotka-Volterra
full competition, which affects birth rates of species, and
Susceptible-Infected disease dynamics, to understand how
the forces of inter-specific infection and competition com-
bine to allow invasion by exotic species. For the case of two
species we analyze the disease free equilibrium for stability
and for the case of disease transmission via frequency inci-
dence we consider the stability of the endemic coexistence
equilibrium. We also extend some threshold values to the
case of multiple species.

Carrie A. Manore, Vrushali Bokil
Oregon State University
manorec@math.oregonstate.edu,
bokilv@math.oregonstate.edu

CP5

A Uniqueness Question Relating to Thermo-
Acoustic Tomography and Reconstruction in the
Radially Symmetric Case

A new result pertaining to a mostly unexplored uniqueness
question in thermo-acoustic tomography is presented. We
demonstrate a partial answer to the question, If u1(x, t)
and u2(x, t) satisfy

∂2
t u1 − c21(x)Δu1 = 0 in Rn × R+

∂2
t u2 − c22(x)Δu2 = 0 in Rn × R+

u1(x, 0), u2(x, 0) ∈ C∞
0 (D),

∂tu1(x, 0) = 0 = ∂tu2(x, 0) in Rn

u1(x, t) = u2(x, t) on ∂D × R+

then is c1(x) = c2(x) in D? We use the relation of the wave
equation to the Helmholtz equation and decay estimates for
the wave equation to show that uniqueness of the sound
speed is connected to the interior transmission problem.
Techniques for the reconstruction of the sound speed and
initial impulse in thermo-acoustic tomography are shown
for a radial symmetric problem.

Kyle S. Hickmann
Oregon State University
hickmank@math.oregonstate.edu

CP5

Conditional Well-Posedness for An Elliptic Inverse
Problem

The inverse elliptic equation −∇ · (p(x)∇v) + λq(x)v =
f, x ∈ Ω ⊂ Rn, is important in groundwater modeling.
The problem of determining when one or more of the co-
efficient functions p, q, and f depends continuously on the
solution functions v = vp,q,f,λ is considered. We establish
conditions required for weak-L2(Ω) continuity of q and f
and ∇v-weak L2(Ω) continuity of p, given H1(Ω) continu-
ity of v.

Mary A. Larussa, Ian Knowles
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University of Alabama at Birmingham
larussa@math.uab.edu, knowles@math.uab.edu

CP5

Multilevel Domain Decomposition Algorithms for
Inverse Elliptic Problems

We investigate scalable multilevel domain decomposition
algorithms for solving inverse elliptic problems formulated
as optimization problems constrained by partial differen-
tial equations. To solve these optimization problems, we
employ a fully coupled Lagrange-Newton-Krylov-Schwarz
algorithm. One of the key steps in the algorithm is the
Jacobian preconditioning, for which we study and com-
pare four types of two-level domain decomposition meth-
ods. Our numerical results show that the algorithms work
well for different types of observations in terms of the ac-
curacy of the solution, and some of the algorithms scale
better than the others when the number of processors is
large. We also study and report the sensitivity of the al-
gorithms with respect to the jumps of the coefficients, the
level of noise in the observed data, the size of the compu-
tational domain, the size of the mesh, and the number of
processors.

Si Liu
Department of Applied Mathematics
University of Colorado, Boulder 80309-0526
sliu@colorado.edu

CP5

Recovering Doping Profiles in Semiconductor De-
vices with the Boltzmann-Poisson Model

In inverse problem of semiconductor devices, one intends
to identify device doping profile from measurement of the
device characteristics. The problem has been extensively
studied in the past decade. We present in this talk some
analytical and numerical studies of the doping profile re-
covering problem based on the Boltzmann-Poisson model
for electron transport in semiconductors. We will make de-
tailed numerical comparison between reconstructions based
the Boltzmann-Poisson model and those based on the drift-
diffusion model.

Kui Ren
University of Texas
ren@math.utexas.edu

CP5

Numerical Recovery of a Boundary Condition in
An Inverse Sturm-Liouville Problem

It is well known that spectral data consisting of an eigen-
value sequence and associated norming constants uniquely
determines a potential in a Sturm-Liouville problem, to-
gether with one of the boundary conditions in the direct
problem. However numerical approaches to the inverse
Sturm-Liouville problem which have been developed tend
to regard all boundary conditions as known. In this talk I
will discuss modification of a particular numerical approach
to allow for an unknown boundary condition. An applica-
tion to the inverse Sturm-Liouville problem for a singular
potential will be given.

Paul E. Sacks
Iowa State University
psacks@iastate.edu

CP6

Capillary Gravity Surface Waves by a Positive
Forcing

We consider forced surface waves on an incompressible, in-
viscid fluid in a two-dimensional channel with a small ob-
struction on a horizontal rigid flat bottom are studied when
surface tension is considered. The wave motion on the free
surface is determined by a nondimensional wave speed F,
called Froude number, and F=1 is a critical value of F. If
F=1 + lambda with lambda ¿0 a small parameter, then
a time-dependent forced Korteweg de Vries (FKdV) equa-
tion can be derived to model the wave motion on the free
surface. Here, the case F ¿ 1, called supercritical case, is
considered. The solutions of KdV equation with positive
forcing are studied theoritically and numerically with zero
or nonzero initial conditions .

Jeongwhan Choi
Korea University
Dept of Mathematics
jchoi@korea.ac.kr

Sungim Whang
NIMS
siwhang@korea.ac.kr

CP6

An All-Speed Asymptotic-Preserving Method for
the Isentropic Euler Equations

In low-Mach number flows, compressible solvers require
high resolution in space and time due to the presence of
fast acoustic waves. We propose a semi-implicit splitting
of the isentropic Euler equations that formulates the fast
terms as an implicit linear system, which can be computed
with a Poisson solver, and computes the slow terms ex-
plicitly. This method is stable for any Mach number, and
captures the correct incompressible limit at the discrete
level.

Jeffrey R. Haack
Department of Mathematics
Univsersity of Wisconsin-Madison
haack@math.wisc.edu

Shi Jin
Department of Mathematics
University of Wisconsin-Madison
jin@math.wisc.edu

Jian-Guo Liu
University of Maryland
USA
jliu@math.umd.edu

CP6

Large-Eddy Simulation of Turbulent Combustion

In recent years, large-eddy simulation (LES) has been in-
creasingly and successfully applied to both premixed and
non-premixed reacting flows . The present research con-
cerns the numerical prediction of turbulent swirling react-
ing flows, using the large-eddy simulation (LES) approach.
The study shows that LES together with a laminar flamelet
model provides a good prediction of the structure of tur-
bulent swirling flames, involving vortex breakdown, flow
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instability, and the occurrence of localized extinction.

Marcel Ilie
University of California San Diego
Department of Mechanical and Aerospace Engineering
milie@ucsd.edu

CP6

A High Order Compact Navier-Stokes Solver on
Non-Rectangular Domains

In the present paper, we develop a fourth order compact
finite difference method for solving the biharmonic formu-
lation of the Navier-Stokes (N-S) equations. This formula-
tion, which makes use of conformal mappings can be used
on geometries beyond rectangular. It is tested on three
different problems, namely, (i) fluid flow in a constricted
channel, (ii) driven polar cavity and (iii) flow past an im-
pulsively started circular cylinder. The scheme is seen to
capture very efficiently the steady-state solutions of the N-
S equations with Dirichlet as well as Neumann boundary
conditions. We present our numerical results and validate
them by comparing with established numerical and experi-
mental results available in literature. Excellent comparison
is obtained in all the cases.

Jiten C. Kalita
Indian Institute of Technology Guwahati
Guwahati INDIA
jiten@iitg.ernet.in

Shuvam Sen
Tezpur University
INDIA
shuvam@iitg.ernet.in

CP6

Mass Flow and Thermal Transfer in a Wide Chan-
nel: a Variational Approach to Solve a a Free
Boundary Problem

At a certain location of a channel, water is pumped out con-
tinuously (sink, as coolant. The heated water is dumped
back to the chanel at a further location along the flow direc-
tion (source). The minimum distance between source and
sink that insures water temprature steadiness, in the sense
that temprature at the sink does not rise, is found by solv-
ing a free boundary problem, using variational techniques.
Validity of the results is checked by finite differences meth-
ods.

Sadia M. Makky
Owens Community College
sadia makky@owens.edu

Ali Ghalib
Post Buck Schuh and Jernigan Inc.
amghalib@pbs&j.com

CP7

A Proper Orthogonal Decomposition-Based Aug-
mented Conjugate Gradient Algorithm for Nearby
Problems

A novel augmented conjugate gradient algorithm is pre-
sented for the fast solution of consecutive linear systems
of equation of the form Aixi = bi, where Ai are nearby
symmetric positive definite matrices. Such systems arise

in many engineering applications, particularly in optimiza-
tion. The algorithm augments the Krylov subspace with
a proper orthogonal decomposition subspace that approx-
imately minimizes the orthogonal projection error of the
solution, thereby accelerating convergence.

Kevin T. Carlberg, Charbel Farhat
Stanford University
carlberg@stanford.edu, CFarhat@stanford.edu

CP7

Effects of Boundary Conditions on Preconditioning
Strategies for the Navier-Stokes Equations

Block preconditioners for the linearized Navier-Stokes
equations have shown great potential as the basis of ef-
ficient iterative solution algorithms. In the derivation of
these techniques, boundary conditions have not played a
prominent role. We show that boundary conditions can be
used to construct improved preconditioners by improving
the quality of certain commutators used in the derivation.
A new, Robin, condition for preconditioners for problems
with velocities satisfying inflow boundary conditions leads
to dramatically improved performance.

Howard C. Elman
University of Maryland, College Park
elman@cs.umd.edu

Ray S. Tuminaro
Sandia National Laboratories
Computational Mathematics and Algorithms
rstumin@sandia.gov

CP7

Parallel Algorithms for Sparse Matrix Inverse and
Sparse Linear Systems

Computing sparse matrix inverse is critical in many appli-
cations including quantum transport in nano-devices. We
propose two parallel algorithms for such applications based
on ideas from cyclic reduction, dynamic programming, and
nested dissection. They are the first parallel algorithms
with significant speedup for 2D devices and also faster than
other parallel algorithms for 1D devices. A similar paral-
lel algorithm for sparse linear systems with repeated right
hand sides with significant speedup was also developed.

Song Li
Institute for Computational and Mathematical
Engineering
Stanford University
lisong@stanford.edu

Eric F. Darve
Stanford University
Mechanical Engineering Department
darve@stanford.edu

CP7

A Novel Sparse Linear System Solver

We propose a hybrid sparse system solver for handling lin-
ear systems using domain decomposition-based techniques.
The scheme implicitly imposes an overlapped block diag-
onal structure on the matrix. Using a modified iterative
method a balance system is solved and an adjustment of
the right-hand-side is found such that the solution of adja-
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cent blocks matches in the overlapping regions. Finally, the
resulting smaller linear systems are solved independently in
parallel. This scheme takes advantage of mixed distributed
and shared memory platforms and can be used as a stan-
dalone solver or as a preconditioner for an outer iterative
method. Numerical experiments will be presented.

Maxim Naumov
Purdue University
Department of Computer Sciences
naumov@purdue.edu

Murat Manguoglu
Purdue University Department of Computer Science
mmanguog@cs.purdue.edu

Ahmed Sameh
Department of Computer Science
Purdue University
sameh@cs.purdue.edu

CP8

Three Dimensional Discharging Structure of a
Mountain Thunderstorm

Recently, wide band measurements of the electric field in a
thunderstorm have been obtained by a balloon-borne elec-
tric field sonde or Esonde. The data from the Esonde
can be combined with simultaneous LMA measurements of
VHF pulses emitted during lightning breakdown processes
to estimate the charge transport associated with lightning.
In this paper, we further enhance the techniques we have
developed to process Esonde data by taking better account
of instrument rotation,and by computing the local hori-
zontal electric field, not just the lightning induced electric
field change. Using these techniques, we analyze lightning
charge transport for a thunderstorm which occurred on
August 18, 2004, near Langmuir Laboratory, New Mex-
ico. The analysis yields the three dimensional discharging
structure of the thunderstorm.

Beyza C. Aslan
University of North Florida
beyza.aslan@unf.edu

CP8

Efficient Multigrid Preconditioning for Systems
Arising in Solving Large-Scale Inverse Prob-
lems with Bound-Constraints Using Interior Point
Methods

In this work we address the question of efficiently solving
the minimization problem min 1

2
||Ku−f ||2+ β

2
||u||2, subject

to the constraints u ≥ 0, where K is a compact operator.
We show that the linear systems arising in the applica-
tion of interior point methods to the above problem can be
solved efficiently using multigrid techniques similar to the
ones used for the associated unconstrained problem, which
represents the Tikhnov regularization of the ill-posed prob-
lem Ku = f .

Andrei Draganescu
Department of Mathematics and Statistics
University of Maryland, Baltimore County
draga@math.umbc.edu

Cosmin Petra
University of Maryland Baltimore County
Department of Mathematics and Statistics

cpetra1@umbc.edu

CP8

Solving Quadratic Knapsack Problem with An Ef-
ficient Pegging Algorithm Using Bounds of Dual
Variables

We propose an efficient pegging algorithm for solving con-
tinuous quadratic knapsack problem (QKP) with box con-
straints. The problem we address is to minimize a convex
and differentiable quadratic function with just one equal-
ity constraint and bounds on the variables. Two main ap-
proaches for solving this problem are Lagrange multiplier
search method as a dual algorithm and variable pegging
method as a primal algorithm. Pegging algorithm needs
to calculate primal variables to check bounds on variables
at each iteration, which frequently is time-consuming. Our
newly proposed dual bound algorithm checks the bounds
of Lagrange multiplier corresponding to primal variables
without calculating primal variables at each iteration. Our
experimental results have shown the proposed algorithm
has better solution time than the Bitran-Hax algorithm.

Gitae Kim, Chih-Hang Wu
Kansas State University
gitaekim@ksu.edu, chw@ksu.edu

CP8

A Homogeneous Model for Mixed Linear Comple-
mentarity Problems

We introduce a homogeneous model for mixed linear com-
plementarity problems which represent a generalization of
the standard linear complementarity problems. Without
having any regularity assumption concerning the existence
of optimal, feasible or interior feasible solutions of the orig-
inal problem, the homogeneous model is able to provide the
solution if it exists, or a certificate of infeasibility, other-
wise. We also show that the homogeneous problem can be
efficiently solved using interior-point path-following meth-
ods and present numerical experiments.

Cosmin Petra, Florian Potra
University of Maryland Baltimore County
Department of Mathematics and Statistics
cpetra1@umbc.edu, potra@umbc.edu

CP8

Study of Particle Swarm Optimization Formula-
tions for the Solution of Constrained Nonlinear Op-
timization Problems

This paper presents a study of two current particle swarm
formulation approaches which had been formulated to
directly handle constraints, the Non-Linear Constrained
Particle Swarm Optimization Algorithm and the Aug-
mented Lagrangian Particle Swarm Optimization Algo-
rithm. The functionality and characteristics of each ap-
proach are shown and their effectiveness in solving con-
straint optimization problems is illustrated on different op-
timization tasks.

Zach Richards
United Launch Alliance
zachary.d.richards@ulalaunch.com

Ruben Perez
Royal Military College of Canada
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ruben.perez@rmc.ca

CP9

Optimization Methods for Compressed Sensing in
Photon-Limited Imaging

Low-light imaging, which arise in many applications such
as infrared and night vision, has the potential to be dramat-
ically impacted by compressed sensing (CS). However, cur-
rent models used in CS literature do not accurately model
the effects of Poisson noise, a common model for photon-
limited data. In this talk, we present an optimization ap-
proach for minimizing an objective function that allow for
the positive and signal-dependent nature of Poisson noise.

Zachary T. Harmany, Roummel F. Marcia
Department of Electrical and Computer Engineering
Duke University
zth@duke.edu, roummel@ee.duke.edu

Rebecca Willett
Electrical and Computer Engineering
Duke University
willett@duke.edu

CP9

Continuity and Approximation Order of Boundary
Wavelets

Boundary functions for wavelets on a finite interval are usu-
ally constructed as linear combinations of standard (inte-
rior) scaling functions. Such boundary functions obviously
inherit the smoothness properties of the interior functions.
Boundary functions can also be constructed directly from
recursion relations. We explain how to determine conti-
nuity and approximation order in this case. An example
shows that this second approach is more general than the
first.

Fritz Keinert
Dept. of Mathematics
Iowa State University
keinert@iastate.edu

CP9

A New Stochastic Variational Pde Model for Soft
Mumford-Shah Segmentation and Denoising

In this talk, we present a new model for soft Mumford-
Shah segmentation and denoising for mixture image pat-
terns. We construct a functional with variable exponent
which combines the TV-based and isotropic diffusion and
we allow each pixel to belong to each image pattern with
different probability. By taking different Gaussian means
and variances on each image pattern, the segmentation can
be more efficient and accurate. Numerical examples of syn-
thetic and natural images are presented to ilustrate the use
of the model.

Iulia Posirca, Yunmei Chen
University of Florida
iuliap@math.ufl.edu, yun@math.ufl.edu

Celia A. Barcelos
Universidade Federal de Uberlandia
Uberlandia, MG - Brazil
celiazb@ufu.br

CP9

Rank-One Perturbation of a Rotation Matrix

In imaging, a homography matrix relates the images of a
single scene captured by two different cameras. A homog-
raphy is a rank-one perturbation of a rotation matrix. The
constituent rotation and rank-one perturbation reveal the
relative rotation and translation of the two cameras. A
classic 1982 paper of Tsai, Huang, and Zhu gave a geo-
metric analysis and provided a computational prescription
for computing these constituents given the homography.
This work provides an alternative, linear algebraic analy-
sis, revealing other aspects of the problem, and leads to
a computational procedure that is robust in corner cases,
unlike the formulas of Tsai.

Robert Schreiber
HP Labs
rob.schreiber@hp.com

CP9

Symmetric Eigenfaces

The singular value decomposition (SVD) is the foundation
of many algorithms in facial analysis. We generalize the
SVD to take advantage of the mirror symmetry that is
inherent in faces to create a new facial recognition algo-
rithm, the symmetry preserving singular value decomposi-
tion (SPSVD). The SPSVD recognizes faces using half the
number of computations compared to the traditional SVD
and is more accurate even in the presence of light variation
and occlusion.

Mili Shah
Loyola College of Maryland
mishah@loyola.edu

CP9

Optimal Parameters for Neural Network Segmen-
tation of Medical Images

We use the Kohonen self-organized map to segment tissue
and organ regions in CT scans of abdominal cross-sections
with unsupervised learning. We introduce a consolidation
metric to evaluate the effectiveness of the segmentation.
This metric allows us to evaluate optimal Kohonen opera-
tion for segmentation: optimal neighborhood size, reason-
able upper bounds for training grid density, and optimal
cluster counts, as well as relative performance with Haral-
ick and Wavelet parameters.

Kenneth Witt
Department of Mathematical Sciences
University Of Colorado Denver
kwitt@aabren.com

Elizabeth A. Untiedt
Department of Mathematical Sciences
University of Colorado Denver
elizabeth.untiedt@email.ucdenver.edu

Francis Newman
Department of Radiation Oncology
University Of Colorado Denver
francis.newman@uchsc.edu

CP10

Repulsive Interactions in Phase Field Models of
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Membrane Fusion

Phase field methods are commonly utilized when surfaces
undergoing topological changes need to be tracked. Exam-
ples include fusion and fragmentation of adatom domains,
immiscible liquid droplets, and lipid membrane vesicles.
We extend the phase field approach by considering a re-
pulsive interaction between interfaces that delays the on-
set of their fusion. Evaluation of this repulsion requires
computation of a nonlocal energy term. These nonlocal
interactions contribute to bending and surface tension en-
ergies associated with the interface.

Melissa M. Gibbons
University of California Los Angeles
Department of Biomathematics
gibbons@ucla.edu

Tom Chou
UCLA
Departments of Biomathematics and Mathematics
tomchou@ucla.edu

CP10

Efficient and Accurate Long-Time Simulations of
Calcium Waves in a Cardiac Cell

The release of calcium ions in a heart cell can lead to dif-
fusion waves and is modeled mathematically by a system
of transient reaction-diffusion equations. To enable long-
time simulations, efficient and physically accurate high-
order time-stepping methods are vital. I will show how
a special-purpose code captures the physical effects of a
self-organized calcium wave correctly. Performance stud-
ies on a distributed-memory cluster also demonstrate the
excellent scalability of the code.

Matthias K. Gobbert
University of Maryland, Baltimore County
Department of Mathematics and Statistics
gobbert@math.umbc.edu

CP10

Modeling of Fluid Drop Deposition in Virtual Wells
in High Throughput Screens Using Variational
Principles

The movement/measuring of small amounts of fluids
onto/into high density, high throughput screening wells is
a source of failure for screening assays. Virtual wells of-
fer a simpler alternative. Virtual wells manipulate small
amounts of fluid by exploiting hydrophobicity and hy-
drophilicity of fluids with respect to virtual well surfaces.
We model droplet deposition, stretching and partitioning
using a set of differential equations derived from an energy
functional minimizing surface area of the droplets. Impact
of this work is in the discovery and lead series optimization
phases of drug development.

Jeffrey Saltzman
Merck and Company, Inc.
jeffrey saltzman@merck.com

CP10

Dynamics of Lipid Bilayer Vesicles in Viscous Flow

The dynamics of a lipid bilayer vesicle in a Stokes flow
is studied. The bending resistance of the membrane, the
transport of lipids along the monolayers, and the slip be-

tween the monolayers are taken into account. Small ampli-
tude perturbations from a spherical vesicle are considered.
At leading order, a nonlinear system of equations for the
dynamics of the interface and the mean lipid density is
found. This system is solved numerically and solutions are
presented.

Michael Miksis
Department of Engineering Science and Applied
Mathematics
Northwestern University
miksis@northwestern.edu

Jonathan Schwalbe
Department of Engineering Sciences and Applied
Mathematics
Northwestern University
jonathan.schwalbe@gmail.com

Petia Vlahovska
Thayer School of Engineering
Dartmouth College
Petia.Vlahovska@Dartmouth.EDU

CP10

Mathematical Modeling of Fluid Flow Through a
Porous Deformable Arterial Wall

We develop a mathematical model of fluid flow interac-
tions within a deformable arterial wall. We use mixture
theory to compute both the structural displacement of the
solid and fluid motion. The coupled system of equations is
solved numerically. We compare the mixture theory model
to a hierarchy of models including simple spring models as
well as elastic deformation models. The applications of the
model are to understand the deformation of the wall as a
function of its material properties and the relation of this
deformation to the growth and rupture of aneurysms.

Javed I. Siddique
George Mason University
Fairfax, VA 22310
jsiddiqu@gmu.edu

Daniel Anderson
Department of Mathematical Sciences
George Mason University
danders1@gmu.edu

Padmanabhan Seshaiyer
George Mason University
pseshaiy@gmu.edu

CP10

Computational Estimation of Fluid Mechanical
Benefits by Modifying the Shape of Artificial Vas-
cular Grafts

Intimal hyperplasia (IH) at the distal end of artificial grafts
is considered an important determinant in graft failure. We
use CFD modelling to study fluid mechanical impact for
various graft designs. This is motivated by the connection
between IH and unhealthy hemodynamics. We focus on
IH at the suture line and demonstrate benefits by the in-
troduction of a fluid deflector that shields the suture line
from unhealthily high wall shear stress.

Eddie Wadbro
Department of Information Technology
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Uppsala University
eddie.wadbro@it.uu.se

Magnus Roos
Department of Medical Sciences
Uppsala University
magnus.roos@medsci.uu.se

Martin Berggren
Department of Computing Science, Umea University
martin.berggren@cs.umu.se

CP11

A Simple Model for Laser Drilling

Laser drilling is used in many industries due its advantages
over conventional drilling techniques. Advantages include
low heat release, consistency and accuracy. The process is
quite involved and includes absorption and reflection of the
beam, creation of plasma and melt ejection. The goal of
this work is to show that for some regimes, simple and fast
computational models can very accurately predict depth
penetration, the fore most important aspect of the process.
To this end, we will describe a quasi one-dimensional model
and compare its prediction to experimental results.

James B. Collins
North Carolina State University
jbcolli2@ncsu.edu

CP11

A Family of Composite Time Integration Algo-
rithms for Nonlinear Dynamic Analysis

Temporal unconditional stability and high-frequency nu-
merical dissipation are crucial for robust and long-time
simulations of dynamic nonlinear structural problems
involving large deformations. We present a class of
new time-integration algorithms for solving 3D dynamic
geometrically-nonlinear elasticity equations by integrating
a second-derivative type scheme and the Newmark-(β,γ)
(γ=1/2) scheme into a composite method. These algo-
rithms are second-order accurate in time, dissipative for
high frequencies, self-starting, and stable for nonlinear elas-
todynamic problems. These algorithms are implemented
and tested together with a high-order spectral element
method for spatial discretization of the 3D elasticity equa-
tions. We demonstrate the stability of the time-integration
algorithms and compare their performance with existing
methods for a number of 3D nonlinear elastodynamic prob-
lems involving large deformations.

Suchuan Dong
Purdue University
sdong@math.purdue.edu

CP11

Shock Formation and Stability in Granular
Avalanches

A nonlinear first order PDE derived by Gray and Thornton
describes transport, mixing and segregation of particles of
two different sizes in a granular avalanche. An unusual fea-
ture of the PDE is a depth-dependent coefficient represent-
ing shearing within the avalanche. Analysis of shock for-
mation from smooth 2-D initial data is presented, together
with numerical simulations. Further analysis demonstrates

how shocks lose stability, forming a confined mixing zone.

Nicholas Giffen
North Carolina State University Mathematics
Department
njgiffen@ncsu.edu

CP11

Simulation of the Potential Flow Using the Bound-
ary Element Method with Higher Order Elements
for the Control of the Underwater Vehicle

This work presents the efficient Boundary Element Method
with higher order elements (BEM) to solve the potential
flow problem which incorporates the dynamics of the Au-
tonomous Underwater Vehicle (AUV). Numerical results
are obtained by implementing an hydrodynamic model us-
ing the Boundary Element Method with higher order ele-
ments to compute efficiently the flow over solid body. Once
the potential-flow equation is solved, Bernoulli’s equation
is applied to find the pressure distribution over the body.
The pressure is then integrated to yield the total hydrody-
namic forces and moments exerted on the vehicle. These
total forces and moments cause the motions and determine
the position and orientation of the vehicle. The six degrees
of freedom will be determined using the unsteady forces
and moments as calculated by a transient hydrodynamic
solver instead of the empirical formula. This modeling ap-
proach which combines fluid flow, rigid body motion and
control system within the same model will be more real-
istic and will improve the development of AUVs control
systems. The dynamic model of the underwater vehicle in
six DOF and the neural network predictive control model
will be introduced and implemented to control the under-
water vehicle.

Ahmed Kaffel
virginia tech
kaffel07@gmail.com

CP11

Lagrangian Coherent Structures in Biolocomotion

We present the results of numerical simulations of swim-
ming hydromedusae, including flow analysis using La-
grangian coherent structures (LCS). LCS are a time de-
pendent analog to stable and unstable manifolds in homo-
geneous dynamical systems and are useful for identifying
flow structures and barriers to fluid transport. We high-
light key flow structures and discuss their importance for
locomotion as well as the different types of hydromedusan
locomotion and how they effect propulsive performance and
fluid transport.

Douglas M. Lipinski
University of Colorado at Boulder
lipinskd@colorado.edu

Kamran Mohseni
University of Colorado, Boulder
mohseni@colorado.edu

CP11

Stretching of (Heated) Viscous Filaments

Stretching of (heated) viscous filaments arises in many in-
dustrial processes and engineering applications. In this
talk, I will describe the associated physical problem, the
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fluid model, analysis of the model, and numerical results.
Also, a description of recent work on the analysis of other
models for stretching of viscous filaments will be given.

Robert M. Miura
Department of Mathematical Sciences
New Jersey Institute of Technology
miura@njit.edu

Huaxiong Huang
York University, Canada
Department of Mathematics and Statistics
hhuang@yorku.ca

Jonathan Wylie
Department of Mathematics
City University of Hong Kong, Kowloon, Hong Kong
mawylie@cityu.edu.hk

CP11

Saddle Point Problems in Liquid Crystal Modelling

This work studies the iterative solution of saddle-point
problems in liquid crystal numerical modelling. Such
problems arise whenever director models are implemented,
through the use of Lagrange multipliers, or when an elec-
tric field with constant voltage is present. In particular, the
combination of these two situations presents a real chal-
lenge in terms of numerical linear algebra. We will present
some examples and discuss their efficient solution using ap-
propriate preconditioned iterative methods.

Alison Ramage
University of Strathclyde
A.Ramage@strath.ac.uk

Eugene C. Gartland, Jr.
Kent State University
gartland@math.kent.edu

CP12

Noise-Induced Oscillations in An Actively Mode-
Locked Laser

Mode-locked lasers are widely used as a means to gen-
erate ultra-short pulses with pulse-widths down to a few
femtoseconds and with power up to tens of watts. There
are many different types of mode-locked lasers, but they
have many commonalities. We focus on an actively mode-
locked laser. In particular we focus on the destabilization
of the system due to noise. The effects of additive, propor-
tional, and combined noise is considered in this presenta-
tion. Spatial noise is approximated by Hermite expansions
and temporal noise is approximated via an approximation
of the variance of the random variable using a fourth order
Adams-Bashforth scheme. The approach is verified on a
sample problem and used to explore the governing equa-
tions for a mode-locked laser. The impact of noise on addi-
tive and multiplicative terms is explored, and the inclusion
of multiplicative noise directly impacts the time between
pulses resulting in longer intervals between pulses.

Kelly Black
Department of Mathematics
Clarkson University
kjblack@gmail.com

John B. Geddes
Franklin W. Olin College of Engineering

john.geddes@olin.edu

CP12

Plasmonic Waveguide: Mathematical Modeling
and Numerical Simulations

Surface plasmons are optical waves that can propagate
along a metal-dielectric interface with a subwavelength
confinement. This characteristic makes them very inter-
esting in nano-photonic applications. In order to develop
them, the understanding of light propagation in plasmonic
waveguides results essential. Our study is devoted to accu-
rately compute the modes of these structures. Simulations
of arbitrary geometries are addressed by a suitable imple-
mentation of a Finite Element Method with appropriate
transparent boundary conditions, preventing spurious so-
lutions.

Paola Curci
Politecnico di Milano
paola.curci@polimi.it

CP12

Positional Disorder in Photonic Crystals

Much is known about the propagation of waves through
photonic crystals. Here, we consider a simple realization:
scalar waves through a regular two-dimensional array of
identical small circles. We are interested in the effect of
random disorder: the circles remain identical, but their
centers are given small random displacements. We derive
asymptotic approximations which can be used to quantify
the effect of positional disorder. Extension to more com-
plicated problems seems feasible.

Paul Martin
Department of Mathematical and Computer Sciences
Colorado School of Mines
pamartin@mines.edu

Agnes Maurel
Laboratoire Ondes et Acoustique
ESPCI, Paris, France
agnes.maurel@espci.fr

CP12

Modeling Laser Mode-Locking for Generation of
Multiple Pulses Per

The use of an intra-cavity Mach Zehnder interferometer
(MZI) for the controlled generation of multiple pulses per
roundtrip in passively mode-locked lasers is modeled and
evaluated. Proper operation requires matching between
the MZI differential delay and phase difference and the
roundtrip time and phase slip of the surrounding laser cav-
ity. The presence of the MZI is accounted for by introduc-
ing modifications into the usual complex Ginzburg-Landau
equation that describes the mode-locked laser. Control
strategies and their effect are considered.

Mark Shtaif
Physical Electronics
Tel Aviv University
shtaif@eng.tau.ac.il

CP13

Non-rigid matching models based on Hellinger dis-
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tance

A new model to estimate the correspondences and the non-
rigid transformations between point-sets/ shapes/ images
are proposed. This model utilizes an algorithm analogous
to the soft-assign technique in non-rigid matching prob-
lems. This model possesses the parameterization invari-
ance property, which enables us to match many objects,
while performing principal component analysis. Besides,
it also exhibits theoretical features analogous to the op-
timal mass transport model. Some numerical results are
presented to show its effectiveness.

Pengwen Chen
University of Connecticut
pengwen@math.uconn.edu

CP13

Metrics Defined by Bregman Divergences

Bregman divergences are generalizations of the well known
Kullback Leibler divergence. They are based on convex
functions and have recently received great attention. We
present a class of “squared root metrics’ based on Breg-
man divergences. They can be regarded as natural gen-
eralization of Euclidean distance. We provide necessary
and sufficient conditions for a convex function so that the
square root of its associated average Bregman divergence
is a metric.

Pengwen Chen
University of Connecticut
pengwen@math.uconn.edu

Yunmei Chen, Murali Rao
University of Florida
yun@math.ufl.edu, rao@math.ufl.edu

CP13

Modeling Analysis and Simulation of Ant-Based
Routing and Forwarding Protocols.

Ant-based protocols provide elegant solutions to the rout-
ing and the forwarding problems of both wired computer
networks and mobile wireless networks. These protocols
use packets to discover new routes and reinforce efficient
routes by adjusting pheromone values along links as they
stochastically traverse the network. We present new non-
linear stochastic models and compare them to network
simulations with high-fidelity protocol and physical layer
models, Through analysis of the models, we determine de-
sign principles for appropriate parameter selection to en-
sure near optimality, stability or redundancy.

Louis F. Rossi, Claudio Torres, Chien-Chung Shen, Ke Li,
Jeremy Keffer
University of Delaware
rossi@math.udel.edu, torres@math.udel.edu,
shen@eecis.udel.edu, kli@udel.edu, jeremy@yekeffer.net

CP14

Fourier Based Fast Multipole Method for the
Helmholtz Equation

We present a formulation of the Helmholtz FMM using
Fourier basis functions rather than spherical harmonics
that accelerates some of the time-critical stages of the al-
gorithm. With modifications to the transfer function in
the precomputation stage of the FMM, the interpolation

and anterpolation operators become straightforward appli-
cations of FFTs. Using Fourier analysis, constructive al-
gorithms are derived to a priori determine an integration
quadrature for a given error tolerance. Sharp error bounds
are mathematically derived and verified numerically.

Cris R. Cecka
Stanford University
ccecka@stanford.edu

Eric F. Darve
Stanford University
Mechanical Engineering Department
darve@stanford.edu

CP14

Fast Interpolation Schemes Based on Sobolev-Type
Norm Minimization

We present a higher order interpolation scheme with Runge
Phenomenon suppression. The central idea is to find the
set of interpolating polynomials, minimizing a Sobolev-
type norm. The chosen norm depends on the underly-
ing function. The scheme is easily extensible to higher
dimensions and works on scattered data. Using a Golomb-
Weinberger type formulation for the interpolation problem,
we study the structure of the interpolating kernel and pro-
pose fast algorithms based on Fast Multipole Methods.

Karthik Jayaraman Raghuram
Dept. of Electrical Engineering
University of California, Santa Barbara
jrk@ece.ucsb.edu

Shivkumar Chandrasekaran
University of California, Santa Barbara
Elect. & Comp. Eng. Dept.
shiv@ece.ucsb.edu

Ming Gu
University of California, Berkeley
Mathematics Department
mgu@math.berkeley.edu

Hrushikesh Mhaskar
California State University, Los Angeles
Dept. of Mathematics
hmhaska@calstatela.edu

Naveen Somasunderam
Department of Electrical Engineering
University of California, Santa Barbara
naveen@umail.ucsb.edu

CP14

A Simple Spectral Collocation Method for Hyper-
bolic Equations with Singular Sources

Spectral approximations of singular solutions yield the so-
called Gibbs phenomenon in general. Regularizing the sin-
gular source term may reduce the Gibbs oscillations but
convergence in maximum norm still does not decay. A
simple spectral collocation method is developed based on
the direct projection method for the approximation of the
singular source. The spectral approximation of the sin-
gular source term is highly oscillatory but yields a nice
solution due to a cancellation on the collocation points.
Some linear and nonlinear equations are solved including
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the kink-impurity interactions of the sine-Gordon equa-
tions in defected media and collision equations in the par-
ticle limit. Numerical examples also include the moving
singular source term, for which the spectral approximation
of the singular source is obtained in the transformed coor-
dinate.

Jae-Hun Jung
Department of Mathematics
SUNY at Buffalo
jaehun@buffalo.edu

CP14

Approximation of a General Implicit Function

For a continuously differentiable mapping H : RN+K →
RN and x0 ∈ RN such that H(x0) = 0N and the derivative
(with respect to the first N variables) ∂H

∂[x1,...,xN ]
(x0) is of

full rank, we construct an approximation to the implicit
function f : [xN+1, . . . , xN+K ] → [x1, . . . , xN ] so that

H(f([xN+1, . . . , xN+K ]), xN+1, . . . , xN+K) = 0N

in some neighborhood of [x1, . . . , xN+K ]0. The approxima-
tion is based on the use of a Radial Basis Function approx-
imation applied to data points that lie on the pseudoman-
ifold generated by the piecewise linear approximation to
the system of equations H(xN+1, . . . , xN+K) = 0N . The
method for generating this approximation is described and
error estimates are given.

Phillip Schmidt
University of Akron, retired
Northern Kentucky University, retired
schmidtph@nku.edu

Eugene Allgower
Colorado State University, retired
gene.allgower@gmail.com

CP14

A Interpolation-Based High-Order
Meshless Scheme for Partial Differential Equations
in Complex Geometry

We construct a finite difference scheme based on our mul-
tivariate interpolation scheme [Q. Wang et al. A Rational
Interpolation Scheme with Super-Polynomial Rate of Con-
vergence. CTR Annual Research Briefs. Stanford, CA].
The spacial derivatives are approximated using the deriva-
tive of the interpolant. High-order convergence is observed
for wave equation on arbitrary grids with no mesh. Stabil-
ity analysis and boundary conditions are also discussed.

Qiqi Wang
Stanford University
qiqi@stanford.edu

Jan Nordstrom
Department of Information Technology
Uppsala University
jan.nordstrom@it.uu.se

Gianluca Iaccarino
Stanford University
jops@stanford.edu

Parviz Moin
Center for Turbulence Research

Stanford University/ NASA Ames
moin@stanford.edu

CP15

Integrated Variance, a Bayesian Approach

We present a Bayesian approach to estimating the inte-
grated variance implied by option prices. In addition to
option market data, we use very general prior information.
A hyperprior, determined by the data, helps us to catch
the skewness of the distribution of interest. The implied
integrated variance implied is independent of strike prices,
which simplifies the pricing of illiquid options. An example
demonstrates estimating prices of variance and volatility
swaps and calls.

Ruth Kaila
Helsinki University of Technology
ruth.kaila@tkk.fi

CP15

Comparison of Direct and Iterative Solvers for
Finite-Difference GPU-Based Valuation of Amer-
ican Options

Modern option trading systems require highly efficient and
accurate algorithms for computing theoretical values and
Greeks of American options. In this presentation we con-
sider a high-order finite-difference scheme for solving the
time-dependent Black-Scholes equation for the American
option. We present results for both direct and iterative so-
lutions of the resulting banded linear system. In particu-
lar, we analyze the performance of the implemented solvers
that are optimized for numerical valuation on graphics pro-
cessing units (GPUs) using GPULib.

Ilya Pogorelov
Tech-X Corp
ilya@txcorp.com

Peter Messmer, Paul Mullowney
Tech-X Corporation
messmer@txcorp.com, paulm@txcorp.com

Lewis Biscamp, Andrey Itkin
Chicago Trading Company, LLC
lewis.biscamp@chicagotrading.com,
andrey.itkin@chicagotrading.com

CP15

Project Evaluation Based on Time-Reversed Lind-
ley Equation

In competitive business environment, if you win, you could
obtain huge reward from your project. However, in the
most cases, you lose in the competition and the profit may
not cover your investment. We need evaluate such projects
of the negative expected return with occasional high re-
turn. Since the expected return is negative, net present
value analysis and real option analysis will tell us that it
is irratinal to invest in such projects, so it is difficult to
evalutate those risky project. In this research, we will use
the time-reversed Lindely formula, to describe the maxi-
mum return from the project, given that you have option
to stop the project if it is not profitable in the future. Since
Lindley equation is used in queueing theory to describe the
waiting time process, we can use theoretical knowledges in
queue theory to evaluate the return of the project. Partic-
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ularly, we employ the large deviation analysis to evaluate
the project with negative expected return.

Hiroshi Toyoizumi
Waseda University
Graduate School of Accounting
toyoizumi@waseda.jp

CP16

The Discontinuous Galerkin Method for Two Di-
mensional Hyperbolic Problems

We will investigate the superconvergence properties of the
discontinuous Galerkin method applied hyperbolic prob-
lems on triangle meshes. We show that the discontinuous
finite element solution is O(hp+2) superconvergent at the
Legendre points on the outflow edge for triangles having
one outflow edge. For triangles having two outflow edges
the finite element error is O(hp+2) superconvergent at the
end points of the inflow edge. We apply these results to
construct simple, efficient and asymptotically correct a pos-
teriori error estimates of the finite element error.

Mahboub Baccouch
Department of Mathematics
University of Nebraska at Omaha
baccouch@gmail.com

CP16

High Order Mimetic Discretizations on Nonuni-
form Grids

Mimetic operators or summation-by-part operators (as
they are sometimes called) are finite difference like ap-
proximations to differential operators that replicate sym-
metry properties of the continuum operators and could be
thought as a discrete analogs of vector and tensor calculus.
We will present an expansion of the operators to nonuni-
form logically rectangular grids in one and two dimensions
as well as some examples.

David Batista
Computational Science Research Center
San Diego State University
dbatista@sciences.sdsu.edu

Jose Castillo
San Diego State University
Computational Science Research
castillo@myth.sdsu.edu

CP16

Accuracy and Stability of the Continuous and Dis-
continuous Finite Element Methods for Elastic
Wave Propagation

There is currently an increasing interest in numerical seis-
mology for the high-order Finite Element Methods to simu-
late the propagation of elastic waves in geophysical models.
Two methods that are particularly suited for this problem
are the Spectral Element and the Discontinuous Galerkin
Methods. Unfortunately their accuracy and stability are
not well understood. We study their stability and accuracy
in terms of grid dispersion, and present analytic results for
benchmark problems and realistic models.

Jonas D. De Basabe
The University of Texas at Austin
Institute for Computational Engineering and Sciences

debasabe@mail.utexas.edu

Mrinal Sen
Institute of Geophysics
University of Texas
mrinal@ig.utexas.edu

Mary F. Wheeler
Center for Subsurface Modeling
University of Texas at Austin
mfw@ices.utexas.edu

CP16

Finite Element Splitting Extrapolation: a Conver-
gence Acceleration Algorithm Based on Domain
Decomposition

This presentation discusses a finite element splitting ex-
trapolation for solving PDEs. By domain decomposition,
independent mesh parameters are chosen and a large scale
multidimensional problem is turned into some smaller dis-
crete subproblems which can be computed in parallel with
high degree of parallelism. This method improves the accu-
racy with less computational complexity than Richardson
extrapolation and only requires piecewise smoothness for
analytic solutions. Additionally, this method is efficient for
solving interfaces problems and nonlinear equations.

Xiaoming He
Department of Mathematics, Virginia Tech
xiaoming@vt.edu

Tao Lu
Department of Mathematics, Sichuan University, P. R.
China
lutao@public.cd.sc.cn

Yong Cao
Department of Mechanical Engineering and Automation,
Harbin
Institute of Technology Shenzhen Graduate School,
P.R.China
yongc@hitsz.edu.cn

CP16

An Extended Finite Element Method for Fluid
Topology Optimization by Kinetic Theory

An extended finite element method(XFEM) is proposed for
the topology optimization of fluids via kinetic theory ap-
proaches. The boundary condition is accurately imposed
by the projected Lagrange multiplier. In the sensitivity
analysis, the adjoint method is applied through numeri-
cal finite differencing and analytically derived formulation.
Numerical examples are illustrated with the channels of
pipebend and manifold with minimal pressure drop. As a
whole, XFEM shows competitive results for topology opti-
mization problems by kinetic theory.

Pilhwa Lee
University of Colorado at Boulder
Pilhwa.lee@colorado.edu

Kurt Maute
University of Colorado
kurt.maute@colorado.edu
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CP16

The Wkb Local Discontinuous Galerkin Method for
the Simulation of Schrodinger Equation in a Reso-
nant Tunneling Diode

We develop a multiscale local discontinuous Galerkin
method to simulate the one-dimensional stationary
Schrödinger-Poisson problem. The stationary Schrödinger
equation is discretized by the WKB local discontinuous
Galerkin (WKB-LDG) method. The WKB-LDG method
we propose provides a significant reduction of both the
computational cost and memory in solving the Schrödinger
equation. Comparing with traditional continuous finite el-
ement Galerkin methodology, the WKB-LDG method has
the advantages of the DG methods including their flexi-
bility in h-p adaptivity and allowance of complete discon-
tinuity at element interfaces. A major advantage of the
WKB-LDG method is its feasibility for two-dimensional
devices.

Wei Wang
center for turbulence research
stanford university
weiwang1@stanford.edu

Chi-Wang Shu
Division of Applied Mathematics
Brown University
shu@dam.brown.edu

CP17

On the Problem of Aizerman for Second-Order Sys-
tems with Multiple Delays

The paper considers the second-order differential equation
with multiple delays not involving derivatives:

ẍ + a1ẋ + φ(x) +

m∑

j=1

bjx(t− τj) = 0

It will be proved that for this system the Aizerman conjec-
ture is true, i.e., the stability of (1) can be inferred from
the stability of the following linear system:

ẍ + a1ẋ + ax +

m∑

j=1

bjx(t− τj) = 0

The proof of this result is based on the Popov stability cri-
terion. This paper is the continuation of the one presented
at the 2008 SIAM Annual Meeting in San Diego.

Dmitry A. Altshuller
Crane Aerospace and Electronics
altshuller@ieee.org

CP17

Dynamics of the 1, n Compound Pendulum

We analyze the motion of the 1, n compound pendulum,
that is, a pendulum system with one upper and n lower
pendula. In contrast to the more well known the double
pendulum, the 1, n pendulum exhibits an exchange of en-
ergy between the lower pendula, which can lead to bursts
of over-the-top motion for one or more of the lower pendula
as their energy is suddenly pumped up from a lower energy
state.

John Korbin

New Mexico Institute of Mining and Technology
jpkorbin@nmt.edu

CP17

Explicit Autonomous Suspensions of Orientation
Preserving Maps

We demonstrate a general method whereby an invertible,
orientation preserving map M with a bounded, invariant
attracting set can be suspended to a flow generated by an
explicit system of autonomous differential equations. The
flow is exact in an open neighborhood U of the attractor,
insofar as the dynamics at the Poincaré section are exactly
those of the original map acting on U .

Craig Nicholas
New Mexico Institute of Mining and Technology
cnichola@nmt.edu

CP17

A Polynomial Suspension of the Henon Map

We create polynomial differential equations for a suspen-
sion of the Henon map. By globalizing the local tangent
vectors to suspended periodic orbits, we are able to find
approximate autonomous differential equations for the sus-
pension. Using as few as two carefully chosen suspended
periodic orbits, we are able to generate robust three dimen-
sional attractors whose Poincare maps have very nearly the
dynamics of the original map.

John D. Starrett, Craig Nicholas
New Mexico Institute of Mining and Technology
jstarret@nmt.edu, cnichola@nmt.edu

CP17

Synchronization in Logistic Networks with Adap-
tive Competition

A general N-node network is considered for which, in ab-
sence of interactions, each node is governed by a logistic
equation. Interactions among the nodes take place in the
form of competition, which also includes adaptive abilities
through a (short term) memory effect. As a consequence
the dynamics of the network is governed by a system of
NxN nonlinear ordinary differential equations depending
on: the strength of competition, the adaptation character-
istic time and the size of the network. Existence and stabil-
ity of the equilibria are discussed analitically in full general-
ity. Time-dependent regimes exhibit remarkable properties
of synchronization both in the case of periodic oscillations
and chaotic behavior, related to the existence of attractive
invariant subspaces. Depending on the network size, the
loss of synchronization may happen when increasing the
adaptation time the invariant subspaces loose attractive-
ness.

Claudio Tebaldi
Politecnico of Torino, Italy
Department of Mathematics
claudio.tebaldi@polito.it

CP18

Data Compression and Comparison Using Parallel-
Configured Prime Enumeration

A new algorithm is presented to compress, compare, store
and regenerate long strings of data. The algorithm uti-
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lizes a unique parallel decomposition that incorporates
prime numbers as multipliers combined with simple modu-
lar arithmetic to manage the strings. Multiple data layers
increase retrieval flexibility. Examples illustrate applica-
tion to genetic haplotype data.

Mary Ann Drumright-Clarke
Department of Mathematics
West Virginia University
maclarke@math.wvu.edu

Stephanie Beck-Roth
West Virginia University
sbeck@math.wvu.edu

CP18

Krylov Subspace Computation on Hybrid Multi-
core Platforms

We analyze vector orthogonalization computations for
Krylov methods on hybrid multicore architectures:
CPU/GPU or Cell processors. We evaluate classical and
modified Gram-Schmidt processes, with or without re-
orthogonalization strategies, on multiple GPUs or Cells
platforms to accelerate computations. We study the qual-
ity of the basis orthogonality with respect to arithmetics
of the targeted processors and analyze the Ritz eigenvec-
tors associated to these subspaces to conclude on possible
benefits of these accelerators to compute large Krylov sub-
spaces.

Jérôme Dubois
French Atomic Energy Commision
CEA/DEN/DANS/DM2S/SERMA/LLPR
LIFL / MAP
jerome.duboisz@laposte.net

Serge Petiton
LIFL / MAP
serge.petiton@lifl.fr

Christophe Calvin
CEA-Saclay/DEN/DANS/DM2S/SERMA/LLPR
christophe.calvin@cea.fr

CP18

Reusable Numerical Libraries for Large-Scale Dis-
tributed Computation

Currently the majority of numerical libraries cant exploit
the large number of nodes and cores which compose new
distributed architectures. We propose a design of paral-
lel/distributed numerical libraries based on a component
approach. It allows the sequential and parallel code re-use
while providing the optimization of the performances. Our
model is based on a strict separation between the flow of
control and the management of the data flow. We present
its application to some existing libraries.

Nahid Emad
University of Versailles, PRiSM Laboratory
Nahid.Emad@prism.uvsq.fr

Makarem Dandouna
University of Versailles
makarem.dandouna@prism.uvsq.fr

CP18

Openmp and the Multi-Core Programming Chal-
lenge

Multicore chips require parallel software, but how should
programmers create this software? One option is OpenMP,
a shared memory programming model that lets program-
mers sprinkle their code with directives and smoothly
evolve a serial program into a parallel program. Of course,
this is an over simplification and in practice, things can
be much more complicated. But even with these compli-
cations, we believe OpenMP is one of our best options for
addressing the multi-core programming challenge.

Tim Mattson
mattson@intel.com
Intel Corporation

CP19

Classical and Semiclassical Molecular Dynamics
Simulation of polar liquids

We will present an overview and results of our ongoing work
on the simulation and computation of properties of polar
liquids. Part of our work is on treecode methods aimed at
speeding up the force computation for large classical po-
lar liquid systems. We are also working on semiclassical
methodology for computing the vibrational energy relax-
ation (VER) of polar liquids. Until now, much of the effort
has been on computing the VER of non-polar liquids.

Henry A. Boateng
Department of Mathematics
University of Michigan
boateng@umich.edu

Robert Krasny
University of Michigan
Department of Mathematics
krasny@umich.edu

Eitan Geva
University of Michigan
Department of Chemistry
eitan@umich.edu

CP19

Using Optimal Time Step Selection to Boost the
Accuracy of
Finite-Difference Schemes for Variable-Coefficient
and Systems of Time-Dependent PDEs

An optimal choice of time step can be used to boost the
order of accuracy of formally low-order finite-difference
schemes for time-dependent scalar PDEs. This talk
presents extensions of the technique of optimal time step
selection to variable-coefficient and systems of PDEs.
For variable-coefficient PDEs, higher-order accuracy is
achieved by combining optimal time step selection with
optimal grid choice. For systems of PDEs, a simple syn-
chronization procedure can be used to achieve higher-order
accuracy when the individual PDEs have different optimal
time steps. We demonstrate the utility of these extensions
by applying them to several example PDEs and explain
the observed orders of convergence explained via straight-
forward numerical analysis arguments.

Kevin T. Chu
Institute of High Performance Computing, A*STAR
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(Singapore)
and Serendipity Research
kevin.t.chu@gmail.com

James V. Lambers
Stanford University
Department of Energy Resources Engineering
lambers@stanford.edu

CP19

Simple Waves Do Not Avoid Eigenvalue Crossings

Wigner and von Neumann have shown that in general one-
parameter families of matrices avoid eigenvalue crossings.
We are considering solutions to quasi-linear PDEs which
are simple waves. We have shown that in phase space there
is a sector, starting in which the simple waves are attracted
to degenerate points.

Lyubov Chumakova
Courant Institute of Mathematical Sciences
New York University
lyubov@cims.nyu.edu

Esteban G. Tabak
Courant Institute
New York Universityb
tabak@cims.nyu.edu

CP19

Squeezing the Most of Out Time-Parallelism
for Accelerating the Solution of Time-Reversible
ODEs

The Parallel-In-Time Algorithm is an iterative Newton-like
method that relies on a partition of the time-domain on
which the system evolution can be computed concurrently
using a classical time- integrator. When the problem is
time-reversible, forward and backward-in-time integrations
can be carried out simultaneously for an almost doubled
parallel potential. A theoretical analysis of the methodol-
ogy is developed and the application to undamped struc-
tural dynamics is presented with experimental results and
a practical performance assessment.

Julien Cortial
Stanford University
Institute for Computational and Mathematical
Engineering
jcortial@stanford.edu

Charbel Farhat
Stanford University
CFarhat@stanford.edu

CP19

Unbounded Solutions of the Modified Korteweg-De
Vries Equation

We prove local existence and uniqueness of solutions of the
focusing modified Korteweg - de Vries equation ut+u2ux+
uxxx = 0 in classes of unbounded functions that admit an
asymptotic expansion at infinity in decreasing powers of x.
We show that an asymptotic solution differs from a genuine
solution by a smooth function that is of Schwartz class with
respect to x and that solves a generalized version of the
focusing mKdV equation. The latter equation is solved by

discretization methods.

John B. Gonzalez
Northeastern University
gonzalez.jo@neu.edu

CP20

Computing Generalized Langevin Equations and
Generalized Fokker-Planck Equations

Many applications such as molecular dynamics lead to the
solution of a system of ordinary differential equations in-
volving a wide range of time scales. Carrying out these sim-
ulations using brute force techniques is impractical. This
issue can be addressed by the Mori-Zwanzig projector for-
malism which allows formulating equations for reduced sets
of variables. We propose new numerical and mathemati-
cal approaches for this problem. This has application in
bio-molecular modeling.

Eric F. Darve
Stanford University
Mechanical Engineering Department
darve@stanford.edu

Amirali Kia
PhD Student
Stanford University
akia@stanford.edu

Jose Solomon
Stanford University
jose.solomon@stanford.edu

CP20

A Trust Region Method for Optimal H2 Model Re-
duction

We present a trust-region approach for optimal H2 model
reduction of multiple-input/multiple-output (MIMO) lin-
ear dynamical systems. The proposed approach generates
a sequence of reduced order models producing monotone
improving H2 error norms and is globally convergent to a
reduced order model guaranteed to satisfy first-order opti-
mality conditions with respect to H2 error criteria. Unlike
existing H2 descent methods, the method does not require
solving any Lyapunov equations and is both numerically
stable and computationally tractable even for very large
order systems. This method appears to be the first de-
scent approach that uses Hessian information for optimal
H2 model reduction of MIMO dynamical systems.

Serkan Gugercin
Virginia Tech.
Department of Mathematics
gugercin@math.vt.edu

Chris Beattie
Virginia Tech
beattie@vt.edu

CP20

Morphologically Accurate Reduced Order Model-
ing of Spiking Neurons

Simulating active neurons with realistic morphologies and
synaptic inputs requires the solution of large systems of
nonlinear ordinary differential equations. Using model re-
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duction techniques of proper orthogonal decomposition and
an empirical interpolation method, we recover the complete
neuronal voltage dynamics using a system of dimension
nearly two orders of magnitude smaller than the original
and that simulates one order of magnitude faster, without
sacrificing the spatially-distributed input structure.

Anthony Kellems, Saifon Chaturantabut, Dan Sorensen,
Steven Cox
Rice University
tkellems@rice.edu, saifon.chaturantabut@rice.edu,
sorensen@rice.edu, cox@rice.edu

CP20

Mesoscopic Dynamics of Large Ode Systems

The main question addressed in the talk is as follows. How
to produce computationally feasible and practically useful
simulations of large ODE systems? A typical size of such
systems is 107 unknowns or more. In a typical application,
the actual solutions are rarely needed. Instead, one might
be interested in simulating evolution of certain functionals
of solutions, called observables. The number of such func-
tionals can be small (1-10). We present some new ideas
on how to obtain a closed system governing evolution of
observables, starting from an ODE system. The proposed
approach is based on space-time averaging and concentra-
tion inequalities from probability theory.

Alexander Panchenko
Washington State University
panchenko@math.wsu.edu

CP21

Stochastic Semidefinite Programming

Stochastic Linear Programs (SLP’s) and semidefinite pro-
grams (SDP’s) are two classes of useful and well-studied
optimization problems. Stochastic semidefinite programs
(SSDP’s) are a class of optimization problems introduced
by the first and the second authors extending SLP’s and
SDP’s. We present a summary of our recent results on
SSDP’s.

K. A. Ariyawansa
Washington State University
Pullman, WA
ari@wsu.edu

Yuntao Zhu
Arizona State University
Phoenix, AZ
yuntao.zhu@asu.edu

Limin Yang
Washington State University
Pullman, WA
ylm@wsu,edu

CP21

A Stochastic Optimization Problem Modeling Sea-
sonal Plant Reproduction and Survival

We will present a stochastic optimization problem in ecol-
ogy based on the survival and reproductive strategies of a
plant species in a risky environment. The model maximizes
the expected overall plant biomass production at the end of
a season subject to growth governed by a stochastic differ-

ential equation. We will present analytic solutions for this
model, simulation data, and implications for evolutionary
strategies. We will also discuss parallels with a financial
problem in optimizing wealth.

Anthony Delegge
University of Nebraska-Lincoln
s-adelegg1@math.unl.edu

CP21

.Optimal Control of a Biological Waste Cleaning
Plant.

A mathematical model of a waste cleaning water plant
is created and investigated. The model is described by
a nonlinear system of two differential equations with one
bounded control. An optimal control problem of minimiz-
ing concentration of contaminated water with the terminal
functional is stated and solved. Optimal solution is ob-
tained analytically. Possible applications are discussed.

Ellina V. Grigorieva
Texas Woman’s University
Department of mathematics and computer sciences
egrigorieva@twu.edu

Evgenii Khailov
Moscow State University
khailov@cs.msu.su

CP21

Robust Optimization of Discretized Dynamical
Systems with Stability Constraints

We present an optimization method for nonlinear discrete-
time systems particularly suited for engineering problems,
as it can cope with critical dynamical boundaries (e.g. sta-
bility boundaries) for uncertain models. In typical applica-
tions, technical systems are optimized economically, while
guaranteeing a user-specified parametric distance to criti-
cal points (e.g. bifurcations). Attention must be paid to
preserving critical boundaries when discrete-time models
result from sampling continuous-time models. The method
is illustrated with a fermentation process.

Darya Kastsian
Department of Mechanical Engineering
Ruhr-Universitaet Bochum
darya.kastsian@rub.de

Martin Mönnigmann
Department of Mechanical Engineering
Ruhr-Universität Bochum
martin.moennigmann@rub.de

CP21

Analyzing Functions of Fuzzy Intervals Via Opti-
mization and Gradual Numbers

Many applications require evaluation of functions of un-
certain variables (e.g. measurements obtained with impre-
cise instruments.) Propagating this uncertainty through a
function often results in an overestimation of the error. We
propose a method for exact evaluation of differentiable or
convex functions when the variables uncertainty is repre-
sented by a fuzzy interval. We incorporate recently intro-
duced gradual numbers with well-known optimization tech-
niques to improve over existing techniques with increased
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efficiency and closed form outputs.

Elizabeth A. Untiedt, Weldon Lodwick
Department of Mathematical Sciences
University of Colorado Denver
elizabeth.untiedt@email.ucdenver.edu,
weldon.lodwick@ucdenver.edu

CP22

Least-Squares Finite Element Methods for 4 to 1
Planar Contraction Flow of Viscoelastic Fluid

The goal of this work is to implement least-squares finite
element methods for equations governing viscoelastic flows
occurring in polymer processing. Model problem consid-
ered is the 4 to 1 contraction flow problem. Major dif-
ficulties include corner singularities, and loss of conver-
gence for high values of the Deborah number. To resolve
these, a mesh redistribution algorithm based on a nonlin-
ear weighted least-squares finite element method will be
developed. Numerical results of convergent meshes will be
presented for the model problem.

Tsu-Fen Chen
Department of Mathematics
National Chung Cheng University
tfchen@math.ccu.edu.tw

Hsueh-Chen Lee
General Education Center
Wenzao Ursuline College of Languages, Kaohsiung,
Taiwan
87013@mail.wtuc.edu.tw

CP22

Martin Type ”Differential” Approach: An ”Alge-
braic” Burnat Type Classifying Characterization

Some significant contrasts and consonances are identified
in a parallel between two essential gasdynamic versions
[unsteady one-dimensional and, respectively, supersonic
steady two-dimensional] of a Martin type “differential” ap-
proach [associated with a Monge-Ampère type represen-
tation]. The facts of this parallel are then classified with
some “algebraic” arguments of a Burnat type [centered on a
duality connection between the hodographic character and
the physical character]. Some applications are considered
concerning the Martin geometrical linearization.

Liviu Florin Dinu
Institute of Mathematics of the Romanian Academy
Liviu.Dinu@imar.ro, lfdinu2@gmail.com

Marina Ileana Dinu
Polytechnical University of Bucharest, Dept. of Math. III
ROMANIA
marinadinu@gmail.com

CP22

A Riemann Solver for Semirelativistic Magnetohy-
drodynamics: A Preliminary Report

We present a method based on the multi-state HLLD
(Harten-Lax-van Leer-Discontinuity) nonlinear Riemann
solver for semirelativistic magnetohydrodynamics. Al-
though plasma may have a nonrelativistic speed, with a
strong magnetic field and a sufficiently low plasma den-
sity, the Alfvén speed, proportional to the magnitude of

the magnetic field and inversely proportional to the square
root of the density, may be a significant fraction of the
speed of light, requiring semirelativistic treatment.

Katharine Gurski
Department of Mathematics
Howard University
kgurski@howard.edu

CP22

Multiscale Simulation of Fast Magnetic Reconnec-
tion

We present discontinuous Galerkin simulations of fast mag-
netic reconnection in nearly collisionless plasma and study
the dependence of magnetic reconnection on diffusive mod-
eling parameters. We focus on the GEM magnetic recon-
nection problem. We use two-fluid physics for the mi-
croscale (reconnection) region and magnetohydrodynamics
for the majority of the domain.

Evan A. Johnson
UW-Madison
ejohnson@math.wisc.edu

James A. Rossmanith
University of Wisconsin
Department of Mathematics
rossmani@math.wisc.edu

CP22

Greens Function Technique for Radiation Trans-
port in 3D

Future missions in Earths orbit, to near-Earth space, the
Moon and Mars will expose crewmembers to the space ra-
diation environment for extended periods of time. The
intensity of the ions in this environment must therefore be
reduced while holding secondary radiation to a minimum
within the spacecraft interior where the astronauts spend
most of their time. A common code to validate laboratory
and space measurements is tested using Greens functions
as the solution to the Boltzmann Transport Equation.

Candice Rockell, Dr. John Tweed
Old Dominion University
crockell@odu.edu, jtweed@odu.edu

CP22

Phase Transition Approach to Detecting Singular-
ities of Partial Differential Equations

We present a mesh refinement algorithm for detecting sin-
gularities of time-dependent partial differential equations.
The main idea behind the algorithm is to treat the occur-
rence of singularities of time-dependent partial differential
equations as phase transitions. We show how the mesh re-
finement algorithm can be used to calculate the blow-up
rate as we approach the singularity.

Panos Stinis
University of Minnesota
stinis@umn.edu

CP23

Mathematical and Numerical Models for the Char-
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acterization of Cerebral Aneurysm Walls

A multi-mechanism model was introduced by Wulandana
and Robertson, in order to model the onset and early
growth of cerebral aneurysms. They are saccular dilations
of cerebral arteries. The model is based on the behavior
of collagen and elastin, that are passive components of ar-
terial wall. They enter the model a separate mechanisms
with different material response and unloaded configura-
tions. We extended the multi-mechanism model in order
to implement it in a C++ library. Simplified geometries
as well as real geometrical models obtained by CT scans,
have been used in the numerical simulations.

Mariarita De Luca
Politecnico di Milano
mariarita.deluca@polimi.it

CP23

Application of Control Theory in Modeling of
Brain Cancer

In this paper a mathematical model is presented that de-
scribes the concentration of tumor cells of the brain. The
treatment of the brain cancer is interpreted as an optimal
control problem. Evolution of the disease is characterized
by a parabolic partial differential equation that describes
the growth of a tumor brain. While biomedical research
concentrates on the development of new drugs and ex-
perimental and clinical determinations of their treatment
schedules, the analysis of mathematical models can assist
in testing various treatment strategies and searching for
optimal ones. Using the considered mathematical model,
we try to solve some medical problems in brain canser.

Mahmoud M. El-Borai
Prof.of Math. Dep. of Mathematics Faculty of Science
Alexandria University Alexandria Egypt
m.m.elborai@sci.alex.edu.eg

CP23

On Some Stochastic Dynamical Systems and Can-
cer

Different models of tumer growth are considered. Some
mathematical methods are developed to analyze the dy-
namics of mutations enabling cells in cancer patients to
metastize. The mathematical models consist of some
stochastic dynamical systems describing tumer cells and
immune effectors. It is also considered a method to con-
trast the ideal outcomes of some treatments. The results
of the considered model predict continuous under which
some suitable treatment can be successful in returning an
aggressive tumer to its passive, non-immune evading state.
The principle goal of this paper is to find ways to treat-
ment the cancer tumer before they can reach an advanced
stage development.

Khairia El-Said E. El-Nadi
Professor of mathematical statistics
khairia el said@hotmail.com

CP23

Treecode-Accelerated
Poisson-Boltzmann (PB) Solver for Biomolecular
Simulation

A treecode-accelerated PB solver, which combines both ef-
ficiency and accuracy, was developed using a boundary in-

tegral formulation and collocation method. This boundary
integral frame addressed numerical difficulties arising from
geometric surface complexity, singular point charges, an
unbounded computational domain, and discontinuous di-
electric function and electric field. The associated treecode
has several appealing features such as low memory require-
ment, simple implementation, and adaptability to complex
geometry and singular integrals. Benchmark tests have
been carried through.

Weihua Geng
Department of Mathematics
University of Michgan
geng@umich.edu

Peijun Li
Department of Mathematics
University of Michigan
lipeijun@math.purdue.edu

Robert Krasny
University of Michigan
Department of Mathematics
krasny@umich.edu

CP23

A Mathematical Model of Glioma Invasion

Glioblastoma is the most common primary tumor of the
brain, and has a dismal prognosis, with a mean survival
of around 1 year from diagnosis. Invasion of surround-
ing brain tissue is one of the main hallmarks of gliomas,
and is a major reason for treatment failure, because tumor
cells remaining after surgical resection cause tumor recur-
rence. Although tumors show preferred invasion routes in
the brain, at present it is not possible to predict patterns
of invasion and recurrence for a given tumor. Variations
are seen in the numbers of invading cells, and in the ex-
tent and patterns of migration. Cells can migrate diffusely
and can also be seen as clusters of cells distinct from the
main tumor mass. This kind of clustering is also evident in
vitro using 3-D spheroid models of glioma invasion. This
has been reported for U87 cells stably expressing the con-
stitutively active EGFRVIII mutant receptor, often seen
expressed in glioblastoma. In this case the cells migrate
as clusters rather than as single cells migrating in a radial
pattern seen in control wild type U87 cells. Several models
have been suggested to explain the different modes of mi-
gration, but none of them, so far, has explored the impor-
tant role of cell-cell adhesion. We develops a mathematical
model which includes the role of adhesion and provides an
explanation for the various patterns of cell migration. It
is shown that, depending on critical parameters, the mi-
gration patterns exhibit a gradual shift from branching to
dispersion, as has been reported experimentally.

Yangjin Kim
OSU
ykim@mbi.osu.edu

Avner Friedman
Mathematical Biosciences Institute, Ohio State University
afriedman@mbi.osu.edu

Sean Lawler, E. Antonio Chiocca, Michal Nowicki
Department of Neurological Surgery
Ohio State University
sean.lawler@osumc.edu, sean.lawler@osumc.edu,
oskarnowicki@hotmail.com
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CP23

Modeling Intercellular MAPK Signaling in An Ep-
ithelial Wound Healing Assay

Experiments in epithelial wound healing have demon-
strated the necessity of MAPK activation for coordinated
cell movement after damage. We develop a mechanis-
tic model that produces the observed behavior by explor-
ing the ligand/receptor coupling in the activation of the
MAPK cascade. We study the bi-stability of the model
in connection with the bi-stability of the MAPK cascade.
In particular, we look for traveling wave solutions of the
model and their properties under various regimes.

Filippo Posta
Dept. Biomathematics
UCLA
fposta@ucla.edu

Tom Chou
UCLA
Departments of Biomathematics and Mathematics
tomchou@ucla.edu

CP24

Convergence Improvement of Non-Overlapping
Domain Decomposition Method: Helmholtz Equa-
tion

A new non-overlapping domain decomposition algorithm
for the Helmholtz equation is introduced. Based on an
adequate approximation of the Stecklov-Poincaré operator,
we derive transmission conditions that provide a rapidly-
convergent iterative procedure. Numerical simulations are
presented in the context of a boundary and finite element
methods coupling algorithm.

Yassine Boubendir
Maths dept at new jersey institute of technology
boubendi@njit.edu

CP24

Random Sampling High Dimensional Model Rep-
resentation Via Fluctuation Free Integration

High dimensional model representation (HDMR) (Sobol,
Rabitz, Demiralp) is composed of components in ascend-
ing multivariance starting from a constant term followed by
univariate and high variate terms. These components are
uniquely determined by multiple integration. Generally,
Monte Carlo methods or Generalized HDMR is used for
integration. This work focuses on the fluctuation free inte-
gration based on the approximation of a function’s matrix
representation by the image of the independent variable
matrix representations under the same function.

Metin Demiralp
Istanbul Technical University
metin.demiralp@gmail.com

CP24

Randomization of Forcing in Large Systems of Pde
for Improvement of Energy Estimates

In many physical applications, one is interested in com-
puting an energy associated with a system of linear PDE
driven by localized forcing. For large systems, where direct
computation is inhibitive, we study its related stochastic

PDE, and use a change of basis method to estimate the
energy to high accuracy, and with significant reduction in
computational cost. We establish vast improvements for
simple convection-diffusion equations, and also good im-
provements for the 2D wave equation.

Chia Ying Lee, Boris Rozovsky
Brown University
chia ying lee@brown.edu, Boris Rozovsky@brown.edu

Hao Min Zhou
Georgia Institute of Technology
hmzhou@math.gatech.edu

CP24

The Application of the Fast Fourier Transform to
Jacobi Polynomial Expansions

We observe that the connection coefficient relations trans-
forming modal coefficients of one Jacobi Polynomial class
to the modal coefficients of certain other classes are sparse.
When one of the classes corresponds to the Chebyshev case,
the Fast Fourier Transform can be used to compute modal
coefficients for Jacobi Polynomial expansions of class (α, β)
in O(NlogN) time when 2α and 2β are both odd integers.
We present numerical results to illustrate efficiency and
accuracy.

Akil Narayan
Brown University
anaray@dam.brown.edu

Jan Hesthaven
Division of Applied Mathematics, Brown University
Jan Hesthaven@brown.edu

CP24

A Projection Method for Nonlinear Eigenvalue
Problems Based on Complex Contour Integration

We present an algorithm that can compute all the eigen-
values of the nonlinear eigenvalue problem A(z)x = 0 in
a closed curve on the complex plane. Our algorithm is
an extension of Sakurai and Sugiuras algorithm for the
generalized linear eigenvalue problem. Interestingly, the
computational work does not increase due to the existence
of nonlinearity. In this talk, we present the theory behind
our algorithm and give numerical results that illustrate the
accuracy of our algorithm.

Yusaku Yamamoto
Nagoya University, Japan
yamamoto@na.cse.nagoya-u.ac.jp

CP25

Optimal Power Generation under Routine and Ex-
treme Electric Grid Variability

Domestic productivity and security rely critically on the
stability of the electric power grid. Routine performance
deviations (due to normal reliability-based component fail-
ure) and unexpected outages (caused by less likely disrup-
tions with greater impact), both affect the grids ability to
meet power demand within operational constraints. This
talk will demonstrate large-scale optimization of generation
profiles to maximize load served, as predicted by steady-
state AC power flow models under both classes of interrup-
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tion.

Brian M. Adams
Sandia National Laboratories
Optimization/Uncertainty Quantification
briadam@sandia.gov

Jason Stamp, Bryan Richardson
Sandia National Laboratories
jestamp@sandia.gov, btricha@sandia.gov

CP25

General Order Finite Difference Schemes for Elec-
tromagnetic Wave Propagation in Dispersive Me-
dia

We present and analyze temporally and spatially staggered
second order accurate in time and 2n- (i.e., even) order ac-
curate in space finite difference schemes for electromagnetic
wave propagation in Debye and Lorentz dispersive media.
The stability and dispersion analyses of these schemes leads
to a general formula for the stability polynomials and nu-
merical dispersion relations for the 2n case. We also com-
pare these schemes to the well known Yee scheme and val-
idate our results via numerical examples.

Vrushali A. Bokil
Department of Mathematics
Oregon State University
bokilv@math.oregonstate.edu

Nathan L. Gibson
Oregon State University
Department of Mathematics
gibsonn@math.oregonstate.edu

Scott Henderson
Department of Mathematics
Oregon State University
hendesco@math.oregonstate.edu

CP25

Stability and Error Analysis of the Cole-Cole Di-
electric Model

We present an analysis of the numerical stability and accu-
racy for a numerical scheme to solve a fractional hyperbolic
PDE system which finds application in the computation of
electromagnetic pulses propagating in dispersive dielectrics
whose permittivity is represented in the frequency-domain
by the Cole-Cole model ε(ω) = ε∞ + εs−ε∞

(1+(iωτ)α
, α ∈ (0, 1).

Validation of our analysis using numerical solutions will
also be presented.

Matthew F. Causley

New Jersey Institute of Technology (NJIT)
mfc4@njit.edu

CP25

Modeling Dispersive Mechanisms Using Distribu-
tions of Dielectric Parameters

The Cole-Cole model is known to accurately describe the
dielectric response of a dispersive material over a wide
range of frequencies. The model, however, does not lend
itself easily to time domain simulation methods such as
the Finite Difference Time Domain (FDTD) method, as it
involves the approximation of fractional-order derivatives.

Simulators have instead often used the physics-based De-
bye model (of which the Cole-Cole model is a heuristic
generalization). However, this is an over-simplification of
reality and thus simulations do not match data. In this
work, we seek to reconcile the difficulty of implementing
the Cole-Cole model by presenting an approximation of
dispersive mechanisms using distributions of parameters
within the Debye model.

Nathan L. Gibson
Oregon State University
Department of Mathematics
gibsonn@math.oregonstate.edu

Neel Chugh
Department of Mathematics
Tufts University
neel.chugh@gmail.com

Karen Smith
Department of Mathematics
Oregon State University
barreska@onid.orst.edu

CP25

A Spectral Time-Domain Method for Computa-
tional Electrodynamics

This talk presents an alternative approach to the time-
dependent Maxwell’s equations, based on Krylov subspace
spectral (KSS) methods. For other time-dependent PDE,
these explicit methods have demonstrated high-order accu-
racy, as well as stability characteristic of implicit methods.
KSS methods compute Fourier coefficients of the solution
using techniques developed by Golub and Meurant for ap-
proximating elements of functions of matrices. We gener-
alize them to coupled systems of equations, and discuss the
implementation of appropriate boundary conditions.

James V. Lambers
Stanford University
Department of Energy Resources Engineering
lambers@stanford.edu

CP25

Overlapping Yee FDTD Method on Nonorthogonal
Grids

We propose a new overlapping Yee (OY) method for solv-
ing time-domain Maxwell’s equations on non-orthogonal
grids. The proposed method is a direct extension of the
Finite-Difference Time-Domain (FDTD) method to irreg-
ular grids. A key advantage of the OY method over other
non-orthogonal FDTD algorithms is that it overcomes the
late-time instability problem. Numerical examples are pre-
sented to illustrate the accuracy, stability, convergence and
efficiency of the OY method.

Jinjie Liu, Moysey Brio
ACMS at Department of Mathematics
The University of Arizona
jliu@math.arizona.edu, brio@math.arizona.edu

Jerome V. Moloney
University of Arizona
jml@acms.arizona.edu
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CP26

Multiple Scale Parabolic Equation Solutions to
Seismo-Acoustic Problems

Improving the capabilities and accuracy of the elastic
parabolic equation method in underwater acoustics has
been an active area of research. As the shear wave speed
approaches zero, the governing system becomes singular
and fine grid spacing (not necessary in the water) is needed
to capture subtle effects of the field. A dual grid solution
and corresponding interface conditions will be described.
Applications will be discussed for rough surface scattering
and underwater communications.

Jon M. Collis
Colorado School of Mines
Mathematical and Computer Sciences
jcollis@mines.edu

CP26

Gabor Operators for Pdes in Seismic Imaging

We characterize the mathematical properties of Gabor
transforms and Gabor multipliers, which form an impor-
tant toolset in seismic data processing techniques incor-
porating nonstationarity. Seismic imaging occurs in the
context of inhomogeneous, anisotropic media, and mathe-
matical modeling of the physical propagation of waves must
take into account the local and global variations of param-
eters that characterize physical properties of the geology.
Gabor techniques are an extension of the Fourier meth-
ods applied to localized signals, allowing numerical PDE
models of physical material with inhomogeneities.

Michael P. Lamoureux, Gary Margrave
University of Calgary
mikel@math.ucalgary.ca, margrave@ucalgary.ca

CP26

Low-Reflection Local Space-Time Mesh Refine-
ment for Elastodynamics

Efficient finite-difference techniques based on local mesh
refinement in time and space is proposed and implemented
for parallel 3D computations. Parallel version is based on
Domain Decomposition performed for both coarse and fine
grids and use of MPI library. The approach is destined for
direct simulation of seismic waves for multiscale elastic me-
dia (e.g., carbonate reservoirs). The main attention is paid
to stability analysis and estimation of artificial numerical
reflection at interface of two grids.

Vadim Lisitsa
Institute of Petropeum Geology & Geophysics of SB RAS
Russia
vlisitsa@uiggm.nsc.ru

Valery Khaidukov
Institute of Petroleum Geology & Geophysics of SB RAS
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Galina Reshetova
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Vladimir Tcheverda
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cheverdava@ipgg.nsc.ru

CP26

Finite Element Approximation of Coupled Seis-
mic and Electromagnetic Waves in Gas Hydrate-
Bearing Sediments

This work presents a numerical model to simulate the
physical phenomena in which there is conversion between
electromagnetic and kinetic energy. The electroseismic
equations linking the diffusive electromagnetic and seis-
mic wavefields are solved using the finite element method.
The subsurface is modeled as a 2D fluid-saturated lay-
ered porous medium under transverse electric (TE) and
transverse-magnetic (TM) modes. The numerical exam-
ples illustrate the capabilities of the procedure to detect
gas hidrate bearing sediments beneath permafrost areas.

Juan E. Santos
Universidad Nacional de La Plata and
Purdue University
santos@fcaglp.unlp.edu.ar

Fabio I. Zyserman
CONICET, FCAG-UNLP
zyserman@fcaglp.unlp.edu.ar

PATRICIA M. Gauzellino
FCAG-UNLP
gauze@fcaglp.unlp.edu.ar

CP26

Boundedness and Unboundedness for Elliptic So-
lutions in a Highly Heterogeneous Porous Medium

The medium considered consists of a connected high per-
meability sub-region and a disconnected matrix block sub-
region with low permeability. Let ε denote the size ratio
of one matrix block to the whole domain and let the per-
meability ratio of the matrix block region to the connected
region be of the order ε2. In the connected region, uniform
Lp estimate of the first order derivative and uniform Lips-
chitz estimate in ε of the elliptic solutions can be derived.
We also give some examples to show Lp estimate of second
order derivative and Holder gradient estimate of elliptic so-
lutions in the medium can not be bounded uniformly in ε.

Li-Ming Yeh
Department of Applied Mathematics
National Chiao Tung University, Taiwan
liming@math.nctu.edu.tw

CP27

A Viscoelastic Timoshenko Beam with Coulomb’s
Law of Friction

In this work, we consider dynamic frictional contact of a
viscoelastic Timoshenko beam with Coulombs law, where
its left is clamped and its right end is free. The beam
is assumed to be deformed both horizontally and verti-
cally, satisfying two contact conditions on the right end.
One is the Signorini contact condition and the other is the
Coulomb dry friction law. The existence of solutions is
shown. Energy balance is investigated, involving frictional
effects.

Jeongho Ahn
Department of Mathematics and Statistics
Arkansas State University
jeongho.ahn@csm.astate.edu
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CP27

Oscillatory Behavior of a Spatial Soliton in a Power
Law Medium

We have investigated the trapped and oscillatory behavior
of spatial solitons in a waveguide constituted by a medium
with a transverse triangular index profile and has a power
law dependence on intensity. Dynamics of such solitons are
analyzed using the equivalent particle principle. Apply-
ing this principle to the perturbed Nonlinear Schrodinger
Equation with power law, expressions for acceleration, spa-
tial frequency, spatial period and other variables for a spa-
tial soliton are derived. Expression of the acceleration is
bounded in some cases resulting in an oscillatory behav-
ior or a swing effect of the spatial soliton. Furthermore,
the dynamics of the solitons are simulated numerically and
good agreements are obtained between analysis and nu-
merical results. Applications of the oscillatory behavior in
optical devices are demonstrated.

Sihon H. Crutcher
U. S. Army, Research, Development,& Engineering Center
Redstone Arsenal, Alabama
sihon.crutcher@us.army.mil

Albert Osei
Oakwood University
Huntsville, Alabama
osei@oakwood.edu

CP27

A Mathematical Model for the Diffusion Process in
a Binary Mixture of Chemical Species

A mathematical model for the diffusion process which is es-
pecially for a binary mixture of chemical species is designed
here. Consider the initial condition for t = 0, then solve
the mathematical model for this condition and finally get
the solution of this model. The solution is then explained
through some proportional graphs in the different cases by
considering some quantities as constant whereas other may
vary with a fixed variation. While drawing graphs the dif-
ferent constant values of diffusion coefficients were taken,
which show a variation of concentration with respect to
time with a specific reaction rate, it also conclude that how
concentration depends upon the values of different param-
eters included in the solution.

Sanjeev Kumar

Dr. B.R. Ambedkar (Agra) University
Agra
sanjeevibs@yahoo.co.in

Alpna Mishra
Department of Mathematics
Dr. B.R. Ambedkar University
alpnamishra@gmail.com

MS0

Parallel MATLAB for Multicore and Multinode
Computers

Abstract unavailable at time of publication.

Jeremy Kepner
MIT Lincoln Laboratory
kepner@ll.mit.edu

MS1

Adaptive Algebraic Multigrid in Lattice QCD
Computations

Operators arising in lattice quantum-chromodynamics
(LQCD) simulations pose various challenges to current
solvers. For physically interesting configurations the per-
formance of Krylov-subspace methods deteriorates quickly
which fueled the search for preconditioners. Due to the na-
ture of the background SU(n) gauge field classical algebraic
multigrid (AMG) fails that task, but by introduction of
adaptive techniques and generalization of AMG principles
we were able to overcome some of the immanent challenges
with our Bootstrap approach.

Karsten Kahl
University of Wuppertal
Department of Mathematics
kkahl@math.uni-wuppertal.de
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James Brannick
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Irene Livshits
Department of Mathematical Sciences
Ball State University
ilivshits@bsu.edu

MS1

Adaptive Algebraic Multigrid for the Schwinger
Model of Quantum Electrodynamics

The Schwinger Model of quantum electrodynamics (QED)
describes the interaction between electrons and photons.
Numerical simulations of the theory require repeated so-
lution of the two-dimensional Dirac equation. We con-
sider two discretizations of the continuum operator based
on least-squares finite elements. The resulting linear sys-
tems are Laplacian-like in structure, but contain random
complex entries introduced by a background gauge field.
We explore the use of adaptive algebraic multigrid as a
preconditioner for the solution process.

Christian Ketelsen
University of Colorado at Boulder
ketelsen@colorado.edu

MS1

Adaptive Algebraic Multigrid for Nearly Singular
Matrices

Multigrid solution of highly disordered nearly singular ma-
trices is complicated by the separate difficulties introduced
by these two aspects. Efficient solution of nearly singular
matrices is often possible, when interpolation is built to fit
known near-null space modes with high accuracy. In this
talk, we consider the case of highly disordered matrices,
such as those that arise in lattice quantum chromodynam-
ics, where the near-null modes cannot be easily expressed
in closed form.

Scott Maclachlan
Department of Mathematics
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Tufts University
scott.maclachlan@tufts.edu
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University of Wuppertal
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MS1

Adaptive Algebraic Smoothers

This talk will present a new method of adaptively con-
structing smoothers based on Local Sensitivity Analysis
(LSA) for multigrid methods. Given a linear system,
Ax = b, LSA is used to identify blocks of the matrix,
A, which are “strongly connected’ in a sense similar to
the traditional measure of strength in algebraic multigrid
methods. Block iterative Gauss-Seidel or Jacobi methods
can then be constructed based on the identified blocks.
The size of the blocks can be varied adaptively allowing
for the construction of a class of block iterative algebraic
smoothers. Results will be presented for both constant and
variable coefficient elliptic problems, systems arising from
both scalar and coupled system PDEs, as well as linear sys-
tems not arising from PDEs. The simplicity of the method
will allow it to be easily incorporated into existing multi-
grid codes while providing a powerful tool for adaptively
constructing smoothers tuned to the problem.

Bobby Philip
Los Alamos National Laboratory
bphilip.kondekeril@gmail.com

Timothy P. Chartier
Davidson College
tichartier@davidson.edu

MS2

Stochastic Online Optimization of Integrated En-
ergy Systems

In this work, we establish an on-line optimization frame-
work to exploit detailed weather forecast information in
the operation of integrated energy systems. We first discuss
how the use of traditional reactive operation strategies that
neglect the future evolution of the ambient conditions can
result into high operating costs. To overcome this problem,
we introduce a supervisory dynamic optimization strategy
that can lead to more proactive and cost-effective opera-
tions. The strategy is based on the solution of a receding-
horizon stochastic dynamic optimization problem. This
permits the incorporation of economic objectives, statis-
tical forecast information, and operational constraints in
a systematic manner. To obtain the weather forecast in-
formation, we employ a state-of-the-art forecasting model
initialized with real meteorological data. The statistical
ambient information is obtained from a set of realizations
generated by the weather model executed in an operational
setting. We present proof-of-concept simulation studies to
demonstrate that the proposed framework can lead to sig-
nificant savings in operating costs

Mihai Anitescu
Argonne National Laboratory

Mathematics and Computer Science Division
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Victor Zavala, Emil Constantinescu
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MS2

Designing the Smart Grid

Abstract unavailable at time of publication.

Michael C. Ferris
University of Wisconsin
Department of Computer Science
ferris@cs.wisc.edu

MS2

A Linear Complemetarity System Model for
Continuous-Time Single Bottleneck Traffic Flows

This talk formally introduces a linear complementarity sys-
tem (LCS) formulation for a continuous-time, multi-user
class, dynamic user equilibrium (DUE) model for the de-
termination of trip timing decisions in a simplified sin-
gle bottleneck model. Existence of solution to the model
is demonstrated by a constructive time-stepping method
whose convergence is rigorously analyzed. The solvability
of the time-discretized subproblems by Lemke’s algorithm
is also established.

Jong-Shi Pang
University of Illinois at Urbana Champaign
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MS2

The Manipulation of Carbon Emission Programs
by Foreign Oil Producers

Abstract unavailable at time of publication.
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MS3

A Data-based Distribution Function for Floc Frag-
mentation in Linear Flow

Fragmentation of bacterial aggregates is not well under-
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stood, and yet is vital to understanding the overall evolu-
tion of aggregates in the bloodstream. In order to model
this behavior, we need to understand the distribution of
floc sizes post-fragmentation. Using three dimensional po-
sition data taken from multiple laboratory specimens, we
determine the most likely breakage locations and analyze
the stress induced by the flow. We then use the result-
ing data to construct a fragmentation distribution kernel
which is compared to current distribution kernels in use.

Erin Byrne
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University of Colorado
Erin.Byrne@Colorado.EDU

David M. Bortz
University of Colorado
Department of Applied Mathematics
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John Younger
University of Michigan
jyounger@med.umich.edu

MS3

Persister Distribution in a Two-dimensional Model
of a Dynamic Biofilm

Several tolerance mechanisms have been introduced to ex-
plain how bacterial biofilms are protected from disinfec-
tion. One mechanism describes the transition between two
sub-populations of bacteria, one of which consumes nutri-
ents, divides and is susceptible to antimicrobial agents and
the other is consists of dormant bacteria that are insensi-
tive to treatments. It has been shown that the presence
of this persister sub-population can explain experimental
observations of bacterial tolerance, at least in simplified do-
mains. This investigation describes the development of a
two-dimensional model of an established biofilm immersed
in a flowing bulk fluid, where the biofilm influences the fluid
dynamics and the fluid flow can deform the biofilm. We in-
troduce several extensions to this model including the re-
action between the biofilm and the antimicrobial, bacterial
and EPS production and persister dynamics. The model
and numerical methods are based on the boundary integral
method (BIM) but requires an extension to the standard
formulation to account for the production of mass within
the biofilm. Our simulations indicate that many results
from batch culture models carry over to the extended spa-
tial domain. In particular, alternating dosing can eventu-
ally eliminate the bacteria but on a time scale that is much
longer than in batch culture. We also predict that there
is a heterogeneous distribution of persister cells that de-
pends on the initial geometry of the biofilm and the dosing
protocol.

Nick Cogan
Florida State University
cogan@math.fsu.edu

MS3

Towards An Integrated View of the Host-Biofilm
Interface During Infection

Recognizing that bacteria which cause human disease of-
ten do so in biofilm form could significantly change the
treatment of infectious diseases. Simple improvements in-
clude important modifications to standard drug therapies
that anticipate the antimicrobial resistance induced by the

biofilm lifestyle. In the longer term, better understanding
promises more exotic strategies that might exploit the host-
biofilm interface mechanically or immunologically. These
latter approaches will require making headway in new ar-
eas of biofilm theory including models that incorporate the
entire bacterial biomass present during infection (i.e., a
biofilm and all of the multi- and single-cellular debris that
it sheds) and the host immune systems experience of an
infecting biofilm (such as penetration into biofilms by de-
fensive molecules and cells and diffusion out of biofilms by
elaborated humoral mediators of inflammation). This pre-
sentation will pose some questions from an immunologist
about unanswered but math-amenable features of the host-
biofilm interface, providing motivation for subsequent talks
in the minisymposium.

John Younger
University of Michigan
jyounger@med.umich.edu
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MS3

Phase-Field Models for Biofilm Growth and
Biofilm-Flow Interaction

We derive a set of phase field models for biofilms using the
one-fluid two-component formulation. The biofilm is as-
sumed an incompressible continuum. The dynamics of the
biofilm is governed by a modified Cahn-Hilliard equation.
Numerical simulations are carried out and biofilm growth,
expansion, streaming, rippling, and detachment in shear
cells are captured. Viscoelastic properties of the biofilm is
investigated as well.

Tianyu Zhang
Mathematics
Montana State University
zhang@math.montana.edu

MS4

Emerging Research Challenges in Cyber Security

The ever-changing threats of cyber security raise a number
of mathematical challenges. An overview of cyber security
issues will be provided to identify areas where mathemati-
cal approaches are needed to explore strategies for under-
standing complicated behavior and to develop innovative
solutions for addressing different threats.

Deborah Frincke
Pacific Northwest National Laboratory
deborah.frincke@pnl.gov

MS4

Structure and Dynamics of Cybersecurity Net-
works

The mathematical constructs of graph theory provide a
foundation for examining network structure and dynamics.
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I will discuss recent advances in the analysis of structured
networks and the problem of network interdiction.

Aric Hagberg
Los Alamos National Laboratory
hagberg@lanl.gov

MS4

Mathematical Underpinnings of Insider Threat Di-
agnostics and Prognostics

Insiders, those within or closely related to an organization,
pose the greatest risk to an organizations information in-
frastructure. Diagnostics and prognostics of insider threats
are perhaps the most difficult tasks, since the perpetra-
tors are given authorized access privileges. Most existing
threat mitigation systems address the threats that parties
external to an organization pose to its information sys-
tems. Yet, little research has striven to mitigate threats
that malicious or uninformed insiders may introduce. In
this talk, we will present taxonomy of insider threat miti-
gation problems. For a few core categories in the taxonomy,
we will provide mathematical formulations used to describe
these problems, survey state-of-the-art approaches to ad-
dress them, and discuss what we see as some of the key
mathematical challenges in insider threat diagnostics and
prognostics.

Nagiza F. Samatova
Oak Ridge National Laboratory
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MS4

Statistical Characterization and Detection for Au-
thentication Data

We discuss statistical data analysis methods to detect
abuse of network authentication mechanisms. Resources
on an intranet typically require authentication by an in-
dividual user or client computer. For example, a network
storage device can be mounted only after providing cre-
dentials that permit access to the information. Authen-
tication logs are files that record these transactions. We
present methods to discover chains of suspicious authenti-
cation records that suggest a user has gained unauthorized
access to a network resource.

Scott Vander Wiel
Los Alamos National Laboratory
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Los Alamos National Laboratory
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MS5

A Hybrid Method for Coulomb Collisions in a
Plasma

Simulation of Coulomb collisions in a plasma can be sig-
nificant for problems of interest to fusion plasmas and
other applications, but can be intractable for small Knud-

sen number. We propose a hybrid method that combines
a continuum approach based on magneto-hydrodynamics,
with a particle approach based on the Takazuka-Abe and
Nanbu algorithms. This method uses a mixed representa-
tion of the particle distribution function as a combination
of an analytic part and a particle part.

Russel Caflisch
Department of Mathematics
University of California, Los Angeles
caflisch@math.ucla.edu
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MS5

RG and the Bump on Tail Instability

In this work we consider the application of temporal renor-
malization group methods to derive a two-fluid reduction
for the classic problem of the bump on tail instability of
plasma physics. The goal is to obtain asymptotic reduc-
tions and an associated efficient numerical method for sim-
ulating the weak interaction of the bi-maxwellan system.
We also present specific metrics for determining when the
two-fluid reduction is no-longer valid.

Andrew J. Christlieb
Michigan State Univerity
Department of Mathematics
andrewch@math.msu.edu

MS5

Considerations for Hybrid Methods for Coulomb
Collisions in a Plasma

The difficulty of simulating Coulomb collisions in a plasma
at moderately (but not asymptotically) small Knudsen
number has motivated the development of hybrid kinetic
algorithms that couple fluid and particle methods. In the
work of Caflisch et. al. [presented in this session], the non-
Maxwellian part of the distribution function is chosen to be
positive definite, and the collision implementation uses bi-
nary pairing of particles to achieve the correct conservation
properties. An alternative is the ”delta-f” method in which
the non-Maxwellian part of the distribution is chosen to be
orthogonal to the Maxwellian portion, and the collisional
conservation laws are achieved through a collision-field al-
gorithm. We will compare the resulting equations, meth-
ods, and implementation issues for evolving the Maxwellian
and particle components in the two classes of algorithm.
Comparisons will also be made through application exam-
ples.

Andris Dimits
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yhhuang@math.ucla.edu
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MS5

Title unavailable at time of publication

Abstract unavailable at time of publication.
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MS6

Adaptive Waveform Design

Abstract unavailable at time of publication.
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MS6

Waveforms Considerations for Weather Radars and
Applications

A major emphasis on weather radars is the quantitative
estimation of the precipitation content for surveillance,
forecasting and hydrological applications. Waveform de-
sign and coding for weather radars present some interest-
ing challenges that are different compared to hard targets.
Waveforms using time and phase coding are used to address
problems such as range-velocity ambiguity, sensitivity en-
hancement for low peak-power transmitters and measure-
ment of complete backscattering covariance matrix.

Gregory E. Coxson
Technology Service Corporation
Silver Spring, Maryland
gcoxson@ieee.org
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MS6

Waveforms Considerations for Weather Radars and
Applications

A major emphasis on weather radars is the quantitative
estimation of the precipitation content for surveillance,
forecasting and hydrological applications. Waveform de-
sign and coding for weather radars present some interest-
ing challenges that are different compared to hard targets.
Waveforms using time and phase coding are used to address
problems such as range-velocity ambiguity, sensitivity en-

hancement for low peak-power transmitters and measure-
ment of complete backscattering covariance matrix.
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MS6

The Quest to Optimize PSL and Merit Factor of
Binary Sequences

A binary sequence is an n-tuple X with entries ±1. Auto-
correlations of X are dot products measuring resemblance
between X and a shifted version of X. Two measures of au-
tocorrelations’ “nearness to zero” are the merit factor and
PSL, essentially the sum of the autocorrelations’ squares
and the largest modulus of an autocorrelation respectively.
We discuss analytic and probabilistic aspects of finding the
optimum merit factor or PSL among binary sequences of
given length.

Idris Mercer
University of Toronto
id.mercer@utoronto.ca

MS7

The (in)stability of Stationary Periodic Solutions
of Integrable Equations

The stability of the soliton solutions of integrable equa-
tions has been well studied. Only recently have their peri-
odic counterparts received similar attention. In this talk I
will describe a general method to investigate the spectral,
linear, and orbital stability of the stationary periodic solu-
tions of integrable equations. This is joint work with Nate
Bottman, Michael Nivala, and Todd Kapitula.

Bernard Deconinck
University of Washington
bernard@amath.washington.edu

MS7

Symbolic Computation of Lax Pairs of Nonlinear
Partial Difference Equations

A partial difference equation is a fully discretized version of
a partial differential equation. Based on work by Nijhoff,
Bobenko and Suris, an algorithm will be shown to com-
pute Lax pairs of completely integrable nonlinear partial
difference equations in 2D. A Mathematica package will be
presented that automatically computes Lax pairs of lattice
versions of the potential Korteweg-de Vries (KdV) equa-
tion, the modified KdV and sine-Gordon equations, and
lattices derived by Adler, Bobenko, and Suris.

Willy A. Hereman
Department of Mathematical and Computer Sciences
Colorado School of Mines
whereman@mines.edu

MS7

Stability Analysis of Persistent Periodic Solutions
to a Complex Ginzburg-Landau Perturbation of
the NLS Equation

It was shown by Cruz-Pacheco, Levermore, and Luce in
2004 that a certain class of periodic solutions to the
nonlinear Schrodinger equation (NLS) persist when the
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NLS is subject to a perturbation leading to the Complex
Ginzburg-Landau (CGL) equation. In this presentation, I
will show how one can use methods coming from integra-
bility theory together with the Evans function to study the
spectral stability of these persisting solutions. In particu-
lar, I will show that the solutions of NLS are spectrally
stable with respect to periodic perturbations. However,
the solutions can become unstable when the NLS equation
is perturbed to the CGL equation.

Stephane Lafortune
College of Charleston
Department of Mathematics
lafortunes@cofc.edu

MS7

Discrete Integrable Systems and Their Applica-
tions

Discrete integrable systems have received much attention
recently because of many applications to numerical method
of nonlinear waves, computer visualization, numerical al-
gorithms and so on. The talk will address discrete inte-
grable systems related to a class of nonlinear wave equa-
tions including the Camassa-Holm equation. The focus is
on the application of discrete integrable systems to numer-
ical computations of nonlinear wave equations. It will be
shown that discrete integrable systems provide very accu-
rate numerical schemes.
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MS8

A New Generation of Adaptive Smooth Aggrega-
tion

We present an improved adaptive smoothed aggregation
method. The new method retains favorable properties of
the original incarnation, while eliminating several of its
deficiencies. Numerical examples confirming improved be-
havior will be presented.
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MS8

Multiscale Eigensolver for 2D Differential Opera-
tors

A new multigrid solver for finding many eigenfunctions of
PDEs is discussed along with some numerical results and
future work. The solver employs multiscale approach that
allows an accurate representation of the finest problem by
an larger set of increasingly smaller problems as the solver
proceeds to the coarsest grid. The algorithm is built in an
adaptive algebraic framework, using Brandt’s least squares
method for building prolongation operators.

Irene Livshits
Department of Mathematical Sciences
Ball State University
ilivshits@bsu.edu

MS8

An Algebraic Multigrid Method for Markov Chains

An algebraic multigrid (AMG) method is presented for the
calculation of the stationary probability vector of an irre-
ducible Markov chain. We propose a modified AMG inter-
polation formula, which produces a nonnegative interpo-
lation operator with unit row sums. It is shown how the
adoption of a lumping technique maintains the irreducible
singular M-matrix character of the coarse-level operators
on all levels. Together, these properties are sufficient to
establish the well-posedness of our algorithm. Numerical
results show how our method leads to nearly optimal multi-
grid efficiency for a representative set of test problems.
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MS8

Towards Adaptive Smoothed Aggregation Multi-
grid for Nonsymmetric Problems

Smoothed aggregation (SA) applied to nonsymmetric sys-
tems, Ax = b, lacks a minimization principle in coarse-grid
correction. Consider applying SA to symmetric positive
definite (SPD) matrices,

√
AtA or

√
AAt, which are full.

It is not computationally efficient to use these matrices
directly to form coarse-grid corrections. The proposed ap-
proach efficiently approximates these corrections using SA
adaptively to approximate right and left singular vectors
of A.
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MS9

The Double Life of a Program Manager and Re-
searcher: A Balancing Act

Being a technical program manager for a funding agency
while maintaining a personal research program is a lesson
in balancing priorities and responsibilities. In this talk,
I will draw from my own experience as a program man-
ager for the Air Force Scientific Research (AFOSR) and an
academic to emphasize the importance of maintaining this
balance in order to achieve excellence in both arenas.

Fariba Fahroo
Air Force Office of Scientific Research
fariba.fahroo@afosr.af.mil

MS9

Panel Discussion

This discussion section will be provide time for questions
relating to academic and industrial opportunities that the
speakers will address.
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MS9

The Two-Body Problem and Pre-Tenure Twins

My spouse and I have been living the ”two-body problem”
for a number of years. The dual-career balance has occa-
sionally required some creativity as have other aspects of
life balance such as finding time for non-math fun. Our
well-honed balancing act is taking on a new dimension –
our twins just arrived ten weeks early! We both elected
against leaves of absence, and are juggling babies, teach-
ing, and research, all while on the tenure track.

Victoria Howle
Texas Tech
victoria.howle@ttu.edu

MS9

Teaching, Research, and Family: Who Has the
Time?

In today’s academic climate, teaching and research perfor-
mance expectations in colleges and universities across the
country seem to ratchet ever higher. While most academics
now face heightened job performance requirements, women
professors, in particular, are statistically more likely to be
confronted with the additional challenge of shouldering sig-
nificant responsibility for family care and management. In
this talk, we will discuss some coping mechanisms that can
be of help in successfully navigating the path toward bal-
ancing both career and family obligations.

Lisette dePillis
Harvey Mudd College
depillis@hmc.edu

MS10

Biofilm as a Physiologically Structured Fluid

We discuss a modeling and simulation approach using
PDE’s where cell-level processes are incorporated into a
macroscale description of a biofilm using so-called struc-
tured variables.

Bruce Ayati
University of Iowa
Department of Mathematics
ayati@math.uiowa.edu

Isaac Klapper
Montana State Univ.
Department of Mathematical Sci
klapper@math.montana.edu

MS10

Fragmentation and Aggregation of Bacterial Em-
boli

Klebsiella pneumoniae is one of the most common causes of
intravascular catheter infections, potentially leading to life-
threatening bacteremia. These bloodstream infections dra-
matically increase the mortality of illnesses and often serve
as an engine for sepsis. Our current model for the dynamics
of the size-structured population of aggregates in a hydro-
dynamic system is based on the Smoluchowski coagulation
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equations. In this talk, I will discuss the progress of several
investigations into properties of our model equations. In
particular, I will focus on a) accurate characterization of
the fractal properties for the aggregates, b) a differential
geometry approach to fragmentation modeling, and (time
permitting) c) self-similar solutions to the equations.
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MS10

Microbial-Induced Mineralization in Biofilms

One of the salient features of biofilms is their spatial het-
erogeneity; they are not uniform, well-mixed systems like
many laboratory microbial communities are. Because of
spatial variation, advective and diffusive processes become
influential. Further, when ionic quantities are important,
these processes in turn can lead to electric field effects be-
coming significant. These issues are discussed in the con-
text of a particular phenomenon, namely mineralization
resulting from biological activity in biofilms. We present a
multiphase model of this process.

Isaac Klapper
Montana State Univ.
Department of Mathematical Sci
klapper@math.montana.edu

Tianyu Zhang
Mathematics
Montana State University
zhang@math.montana.edu

MS10

Reactor Scale Flow Effects and How They Affect
Biofilm Activity

Bulk flow hydrodynamics is known to have primarily two
effects on biofilm processes: 1) It applies mechanical shear
forces to the biofilm and causes it to deform and eventu-
ally to detach, and 2) it contributes to convective trans-
port of beneficial and harmful dissolved substrates to the
biofilm and dissolved biofilm products from the biofilm. In
laboratory experiments, bulk flow hydrodynamics depends
largely on the biofilm reactor used for a study and on the
operating conditions. Hence mesoscopic biofilm scale pro-
cesses are critically influenced by macroscopic reactor scale
conditions. In this talk we will give a brief overview of
commonly used biofilm laboratory reactors and show, us-
ing numerical simulations, how reactor type and operating
conditions can affect mass conversion and population dy-
namics in biofilms. This is joint work with Rangarajan
Sudarsan (Guelph) and Gideon Wolfaardt (Ryerson).

Ranga Sudarsan
Mathematics and Statistics
University of Guelph

rsudarsa@uoguelph.ca

Gideon Wolfaardt
Department of Chemistry and Biology
Ryerson University
gwolfaar@ryerson.ca

Hermann J. Eberl
Dept. Mathematics and Statistics
University of Guelph
heberl@uoguelph.ca

MS11

Diversity and Emergence Approaches to Cyberse-
curity

It is well understood that cyber security problems are ex-
acerbated if not rooted in complexity. Indeed, analogies
drawn from other complex systems, such as biology (e.g.
viruses) are common. An approach based on complexity
theory will be presented that yields statistics for quanti-
fying improvements in security. Turing Completeness and
Undecidability require that baseline probability of compro-
mise for an arbitrary code cannot be assessed rigorously.
These methods however can unambiguously quantify a sta-
tistical improvement in security.

Rob Armstrong, Jackson Mayo
Sandia National Laboratories
rob@rob-armstrong.net, jmayo@sandia.gov

MS11

Mathematically-based Approaches to Building Se-
cure Cyber Systems

It is now clear that the conventional simulate-and-test ap-
proach is inadequate to build truly secure cyber systems.
A promising alternative is to specify a mathematical model
of what the system is supposed to do, and with the help of
computer proof tools formally verify once-and-for-all that
the implementation meets its specification. I’ll give a sam-
pling of the state-of-the-art in this field and some current
research challenges.

John Matthews
Galois Inc.
matthews@galois.com

MS11

Cyber Security Experimentation: Gory Detail or
None at All

Unique facets confronted by current cyber security analysis
efforts are: tremendous pace of change of ground rules (ax-
ioms), apparently wide and deep phenomenological effects,
and widely-varying interpretations of security objectives.
Together, effective methods for cyber security analysis ap-
pear to be swung between two extremes: experimentation-
based methods with full, gory detail, and abstraction-based
methods with significant simplifications. In the case of
methods in between, accuracy considerations make inter-
mediate methods tend to swing rapidly back towards full
detail, while scientific inquiry and efficiency considerations
tend to swing them back towards abstractions. Based on
our experience and past evidence, we argue that experi-
mentation with gory detail is the most effective approach
in the short- to medium-term, while the other extreme is
relevant one for the longer term. Feasibility will be shown
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of sustaining the scale and fidelity for the former extreme,
namely, experiments with full gory detail.

Kalvan S. Perumalla
Oak Ridge National Laboratory
Computational Sciences and Engineering Division
perumallaks@ornl.gov

MS11

A Proposed Trusted Open Source Process

In this talk we introduce a new ’trusted source’ process
to identify malicious code. This process provides a frame-
work for positive validation of a clean system by tracking
the source author of all executable code, as opposed to
negative validation, asserting a clean system by the ab-
sence of malicious code evidence. We present a simulated
application of this process to demonstrate how a commod-
ity laptop could be validated as a trusted source system,
using entirely open source software (i.e. a trusted open
source computing platform). The resulting trusted open
source system consists of a boot environment (coreboot),
bootloader (Linux boot kernel), virtual machine hypervi-
sor (Linux+kvm), Linux kernel, and a user environment
in which every byte of executable code can be traced back
to trusted, multi-source verifiable, and cryptographically
signed source code. This environment enables a complete
positive validation of the system, ensuring the absence of
malicious code. In general, this process can also be ap-
plied to proprietary sources, or other code which can not
be publicly disclosed. We have chosen open source as a
starting point because of ease of access to data about soft-
ware developer social networks and open historical records
of software development in multiple redundant repositories
and mailing lists. We anticipate the use of advanced data
mining techniques, social modeling, and other cutting edge
techniques in the development of this framework.

Troy R. Benjegerdes, Chris Strasburg
Ames Laboratory
troy@scl.ameslab.gov, cstras@ameslab.gov

MS12

Parallel Adaptive Solution of Coupled Viscous
Flow and Transport

Over the past several years, we have been developing the
parallel adaptive framework libmesh to enable a broad
class of parallel adaptive multiscale-multiphysics simula-
tions. This open-source framework has also been inte-
grated with the software library Dakota for related uncer-
tainty quantification studies. The present work describes
progress in modeling and simulation of large-scale cou-
pled flow and transport processes such as those arising in
high speed compressible gas dynamics. This problem class
is of central interest to the studies initiated in 2008 by
our new DoE Center for Predictive Engineering Computa-
tional Sciences (PECOS). Numerical studies with libmesh
and Dakota will be presented to demonstrate the main
ideas and capability for engineering applications. Finally,
the CSE capability for fundamental science studies will be
briefly illustrated for a second problem class corresponding
to Rayleigh-Benard-Marangoni cellular behavior in coupled
viscous flow and heat transfer with thermo-capillary sur-
face tension effects. References: [1] B. Kirk, J.W. Peter-
son, R. Stogner, and G.F. Carey, libMesh: A C++ library
for parallel adaptive mesh refinement/coarsening simula-
tions, Engineering with Computers, Vol. 22, 237-254, 2006.
[2] M.S. Eldred, B.M. Adams, D.M. Gay, and L.P. Swiler,

DAKOTA: A multilevel parallel object-oriented framework
for design optimization, parameter estimation, uncertainty
quantification and sensitivity analysis, Sandia National
Lab. Report, edition 4.1.

Graham F. Carey
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Benjamin Kirk
NASA Lyndon B. Johnson Space Center
benjamin.kirk@nasa.gov
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vikramvgarg@mail.utexas.edu

Roy Stogner
ICES, UT Austin
roy@stogners.org

MS12

A Posteriori Analysis of Multiscale Operator De-
composition

Multiscale operator decomposition (MOD) is perhaps the
most widely used technique for obtaining accurate numer-
ical solutions of multiscale, multiphysics problems. In
MOD, a model is decomposed into components involving
simpler physics over a limited range of scales, and a solution
of the entire system is computed using numerical solutions
of the individual components. MOD has many appealing
aspects for problems with multiple scales and physical pro-
cesses. However, MOD affects both accuracy and stability
in both ways that are difficult to quantify accurately. In
recent years, we have extended adjoint-based a posteriori
analysis techniques to a variety of MOD methods. I will
present a few examples that illustrate the possible effects
from MOD and give a brief overview of the new develop-
ments in a posteriori error analysis.

Don Estep
Mathematics , CSU
don.estep@gmail.com

V. Carey
Colorado State University
carey@math.colostate.edu

V. Ginting
University of Wyoming
vginting@uwyo.edu

S. Tavener
Colorado State University
tavener@math.colostate.edu

T. Wildey
University of Texas, Austin
twildey@ices.utexas.edu
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MS12

New Approaches to Codes and Computing Systems
for Multi-PetaFLOP/s UQ Applications

ASC Sequoia scheduled for delivery to the Tri-Laboratory
community in 1H2011 will provide a world class platform
for Uncertainty Quantification (UQ) studies in support of
the Stockpile Stewardship program. In this presentation,
we discuss new approaches that ASC are taking to UQ
and their impact on UQ Frameworks, applications, ASC
Sequoia and future Exascale systems designs. Thinking
about these three conjoined topics holistically for the next
couple of generations of UQ applications provides the op-
portunity to address old problems in fundamentally new
ways. In particular, we discuss new approaches to the
problems of parallel programming, application resiliency
and large scale data storage and analysis.

Mark Seager
Lawrence Livermore National Laboratory
seager@llnl.gov

MS12

C1 Finite Element Analysis of Surfactant-Driven
Thin Film Flow

As the thickness of a fluid film tends to zero, previously
negligible effects begin to control the flow physics. For the
thinnest fluid films, a dominant physical effect is surface
tension. Surface tension is dependent on surface chemistry
and temperature, and thin fluid film flow can be stabilized
or driven to instability by the application of heating or the
addition of surfactant. Depth-averaging the incompressible
flow equations results in a two-dimensional, fourth-order
nonlinear transient PDE describing the evolution of film
thickness. The presence of surfactant leads to a second,
coupled fourth-order equation describing dilute surfactant
transport. This coupled multiphysics model is discretized
and solved using a conforming C1 finite element approx-
imation on non-conforming adaptive grids. Analysis and
results are presented.

Roy Stogner
CFDLab, U Texas Austin
roystgnr@cfdlab.ae.utexas.edu

MS13

A Physics Based Approach to Radar Waveform De-
sign

We show the relationship between radar waveform design
and nonlinear filtering, with special emphasis on real time
computational complexity. We focus on the design of op-
timal space-time waveforms for MIMO radars, considering
the important physical constraint of radiation of at least
90% of the energy into real space, as well as good signal-
to-clutter ratio, minimal loss in SNR, low range-Doppler
sidelobes, robustness to uncertainty in Doppler, as well as
low real time computational complexity.

Frederick Daum
RAYTHEON
Frederick E Daum@raytheon.com

MS13

The Measurement Problem in Radar: What can
we Observe from the Return Waveform?

Radar waveform design is typically based on the Wood-

ward ambiguity functionwhich in turn is based upon the
idealization that the effect of interaction on the transmit-
ted waveform is a delay and a Doppler shift. With modern
waveforms, it is possible to consider interactions from the
perspective of operators which create functional changes
on the radar waveform. We suggest new approaches to
waveform design based on this observation.

John E. Gray
Naval Surface Warfare Center Dahlgren
US Navy
john.e.gray@navy.mil

MS13

Generalized Huygen’s Principle Using Pulsed
Beam Wavelets

Huygens’ principle is generalized so that any spatially
bounded time-dependent source can be represented as a
sum of pulsed beams radiated from a closed surface sur-
rounding the source. The spherical ”Huygens wavelets”
are thus replaced with highly directed pulsed beams. This
results in a highly compressed representation of radiation
fields obtained by ignoring all beams missing a given ob-
server. The compression ratios thus attainable with mini-
mal error are quite stunning.

Gerald Kaiser
Signals & Waves
Austin, TX
kaiser@wavelets.com

MS13

Autocorrelation and Modulus Constraints in Radar
Waveform Optimization

Abstract unavailable at time of publication.

Lee Patton
Air Force Research Laboratory
RYRT
Lee.Patton@AFRT.mil

MS14

Design of Coated Stents in Interventional Cardiol-
ogy

Stents are used in interventional cardiology to keep a dis-
eased vessel open. New stents are coated with a medicinal
agent to prevent early reclosure due to the proliferation of
smooth muscle cells. This paper focusses on the asymptotic
behavior of the dose for general families (normal tiling) of
coated stents under a fixed ratio between the coated region
of the stent and the targeted region of the vessel and set
therapeutic bounds on the dose.

Michel C. Delfour
Centre de recherches mathematiques
Université de Montréal, Canada
delfour@crm.umontreal.ca

MS14

Shape and Topology Optimization in Geometrical
Inverse Problems and Imaging

In this talk an overview of the use of shape and topological
sensitivity analysis in geometric inverse problems (such as
electrical impedance tomography), image processing (such
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as segmentation and denoising) and optimal control and
design problems (such as optimal design subject to varia-
tional inequalities) is provided. The use of these tools in
level set based numerical realization is discussed and re-
sults are given.

Michael Hintermueller
Humboldt-University of Berlin
hint@mathematik.hu-berlin.de

MS14

An Efficient Algorithm for Shape Optimization on
Elliptic Eigenvalue Problems

We will present an efficient numerical approach to find the
optimal shape and topology for elliptic eigenvalue prob-
lems in an inhomogeneous media. The method is based on
Rayleigh quotient formulation of eigenvalue and a mono-
tone iteration process to achieve the optimality. Due to
the binary update, our method not only has the ability of
topological changes but also is exempt from CFL condition.
We provide numerous numerical examples to demonstrate
the robustness and efficiency.

Chiu-Yen Kao
The Ohio State University
kao@math.ohio-state.edu

MS14

Polygons as Solutions to Shape Optimization Prob-
lems with Convexity Constraint

In this work, we focus on the following general shape opti-
mization problem:

min{J(Ω), Ω convex, Ω ∈ S��},
where S�� is a set of 2-dimensional admissible shapes and
J : S�� → R is a shape functional.

Using a specific parameterization of the set of convex do-
mains, we derive extremality conditions (first and second
order) for this kind of problem. We use these optimality
conditions to prove that, for a large class of functionals
(satisfying a concavity like property), any solution to this
shape optimization problem is a polygon.

Arian Novruzi
University of Ottowa
novruzi@uottawa.ca

Jimmy Lamboley
Ecole Normale Superieure de Cachan
Antenne de Bretagne, France
jimmy.lamboley@bretagne.ens-cachan.fr

MS15

On Wave Equations with Interior and Bound-
ary Interactions between Supercritical Sources and
Damping Terms

The model under consideration is the semilinear wave equa-
tion with supercritical nonlinear sources and dampings and
our aim is to discuss the wellposedness of the system on fi-
nite energy space H1() L2(). A distinct feature of the
equation is the presence of the double interaction of source
and damping, both in the interior of the domain and on the
boundary. Moreover, the nonlinear boundary sources are
driven by Neumann boundary conditions. Since Lopatinski

condition fails to hold for dimension of the domain greater
or equal to two, the analysis of the nonlinearities supported
on the boundary, within the framework of weak solutions,
is a rather subtle issue and involves strong interaction be-
tween the source and the damping. I will provide positive
answers to the questions of local existence and uniqueness
of weak solutions and moreover give complete and sharp de-
scription of parameters corresponding to global existence
and blow-up of solutions in finite time.

Lorena Bociu
University of Nebraska Lincoln
lbociu2@math.unl.edu

MS15

A High Performance Computational Tool for Mul-
tiscale Multiphysics Simulation

Using the hydrodynamic code FronTier, we have developed
a model to study through simulations, Type Ia supernova.
Here we first present the algorithm and its effectiveness
and efficiency. Then we present the results that we have
obtained by using this algorithm to study a type Ia super-
novae. The study is based on a sharp flame model that is
free of adjustable turbulent transport parameters.

Srabasti Dutta
College of St. Elizabeth
srabastidutta@gmail.com

MS15

Effects of Small-scale Fluid Motion on Planktonic
Organisms: How Spines can Affect Fluid/cell In-
teraction

We study plankton with spines because spines have numer-
ous fluid dynamic consequences, such as more surface area
for pressure and shear stress to act over and increased vol-
ume of fluid that interacts with the cell. We apply a model
based on the immersed boundary method to simulate and
explain this complex plankton-fluid system. Different kinds
of shear flows are imposed for comparison of real plankton
behavior and motion predicted by fluid physics.

Hoa Nguyen, Lisa Fauci
Tulane University
hoa.nguyen@tulane.edu, fauci@tulane.edu

Peter Jumars, Lee Karp-Boss
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jumars@maine.edu, lee.karp-boss@maine.edu

Magdalena Musielak
The George Washington University
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MS15

Geometry of Cophylogeny

A cophylogeny is a pair of phylogenetic trees satisfying
some given conditions. Cophylogeny theory allows us to
study two trees with related structure, such as a gene tree
and a species tree, without assuming their independence.
In this talk, we introduce several spaces of cophylogenies.
We also give some combinatorial results about possible co-
phylogenies, in the case where one tree of the cophylogeny
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is a host tree and the other is a parasite tree.

Megan Owen
Statistical and Applied Mathematical Sciences Institute
maowen@samsi.info

MS16

The Electromagnetic Field Generated by a Moving
Plasma and the Feynman-Lienard-Wiechert For-
mulas for a Moving Point Charge

The speaker establishes formulas for the electomagnetic po-
tential and current associated with a plasma flow, based on
a time delay function that represents the plasma’s arrival at
the past light cone. These formulas generalize and include
formulas of Feynman and Lienard-Wiechert to be found in
Volume 2 of the Feynman Lectures in Physics.

Victor M. Bogdan
The Catholic University of America
Mathematics Department
BOGDAN@cua.edu

MS16

Pre-metric Electromagnetism and Emergent Grav-
ity

At present it is customary to regard the geometry of the
spacetime manifold as defined by the Lorentzian metric
tensor field that accounts for the presence of gravitation.
In the pre-metric formulation of electromagnetism the fun-
damental objects are the spacetime volume element and the
electromagnetic constitutive law. The Lorentzian structure
appears as a degenerate special case of the dispersion law
for electromagnetic wave propagation that follows from the
pre-metric Maxwell equations. Hence, gravity represents
a consequence of the more fundamental electromagnetic
structure of spacetime.

David H. Delphenich
Independent
David Delphenich@yahoo.com

MS16

Distribution Theory Applied to the Electromag-
netic Field due to a Charged Particle

Abstract unavailable at time of publication.

Andrew Vogt
Department of Mathematics
Georgetown University
vogta@georgetown.edu

John E. Gray
Naval Surface Warfare Center Dahlgren
US Navy
john.e.gray@navy.mil

MS16

Absence of a Consistent Classical Equation of Mo-
tion for a Mass-renormalized Point Charge

The restrictions of analyticity, relativistic rigidity, and neg-
ligible O(a) terms are taken into account to obtain a clas-
sical equation of motion of an extended charge that is both
causal and conserves momentum-energy. However, renor-
malization of the electrostatic mass to a finite value as the

radius a of the charge approaches zero introduces a viola-
tion of momentum-energy conservation into the equation of
motion of the point charge if the magnitude of the external
force becomes too large. That is, the causal classical equa-
tion of motion of a point charge with renormalized mass
experiences a high acceleration catastrophe.

Arthur D. Yaghjian
Research Consultant
Concord, MA 01742 USA
a.yagjhian@verizon.net

MS17

The Population Dynamics of Coupled Neurons in
a Finite-size Network

Coupled neurons are usually studied in either the context
of small networks or in the limit of infinitely large mean
field networks. However, the interesting and biologically
relevant regime of large but not infinite networks has not
been as well explored. Here I will present some different
approaches and results for the dynamics of finite-size neural
networks.

Carson C. Chow
Laboratory for Biological Modeling
NIDDK, NIH
carsonc@mail.nih.gov

MS17

A Diagrammatic Expansion of Pulse-coupled Net-
work Dynamics in Terms of Subnetworks

I will introduce a framework wherein various long-time
measurements of a pulse-coupled network’s stationary dy-
namics can be expanded in terms of that network’s con-
nectivity. Such measurements include the occurrence rate
of pulses as well as higher order correlations in activity be-
tween various neurons in the network. The various terms in
this expansion can be interpreted as diagrams correspond-
ing to subnetworks of the original network which span both
space (in terms of the network’s graph) as well as time (in
the sense of causality).

Aaditya Rangan
New York University
adirangan@gmail.com

MS17

Multi-phase Rhythms in Neuronal Networks with
Multiple Timescales

There are a variety of mechanisms through which simple
neuronal networks can produce similar activity patterns.
Here we discuss ways in which different intrinsic charac-
teristics within networks exhibiting similar multi-phase dy-
namics, involving multiple timescales, yield different phase-
switching mechanisms and responses to variations in in-
puts. Our results combine singular limit analysis and nu-
merical identification of bifurcations in systems with sev-
eral slow variables.

Jonathan E. Rubin
University of Pittsburgh
Department of Mathematics
rubin@math.pitt.edu
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MS17

An Exploration of Bursting Mechanisms in Olfac-
tory Bulb External Tufted Cells

Recent experiments by Liu and Shipley (J. Neuroscience
2008) identify several intrinsic currents involved in burst-
ing activity in synaptically isolated external tufted (ET)
cells of the olfactory bulb. Here we present a multi-
compartment model of endogenously bursting ET cells.
We explore possible mechanisms underlying different burst
patterns, with a particular focus on potential modulatory
targets responsible for the wide range of interburst inter-
vals observed empirically. Our methods include automated
parameter estimation techniques which utilize geometric
features underlying bursting.

Joe Tien
McMaster University
joetien@gmail.com

Eric Sherwood
Boston University
wesher@bu.edu

MS18

Large-scale Simulation in Petascale Computing

This talk will cover our experience over the last several
years at TACC operating and using Ranger, one of the
largest supercomputers in the open science community. As-
pects of performance, optimization, and profiling on these
large-scale cluster architectures will be described. A vari-
ety of application performance results from a wide range
of computational science communities will be presented.
Also discussed will be a number of lessons learned during
the deployment, operation, and support of these systems.

William Barth
Univeristy of Texas (TACC)
bbarth@tacc.utexas.edu

MS18

Multilevel Parallelism in Unstructured Adaptive
Finite Element Algorithms

The landscape of supercomputing has changed over the
past decade with the transition from purpose-built ma-
chines with custom processors to today’s massively parallel
machines using commodity chips. Today’s commodity mul-
ticore chips, however, present a significant departure from
the traditional processor architecture. This presentation
will discuss the issues driving the trend to multicore, the
implications for scientific computing, and approaches for
addressing the multilevel parallelism available in today’s
machines. As a case study, the multilevel parallelism which
is being implemented in the libMesh finite element library
will be discussed.

Ben Kirk
University of Texas at Austin
benjamin.kirk-1@nasa.gov

MS18

Modeling of Reactive Wetting and Spreading

Wetting, phase change and reaction in high temperature
systems (e.g., a liquid metal on a metal substrate) are com-
plex phenomena that are only partially understood. These

phenomena are key to joining processes, thin film process-
ing and sintering among others. Reactive wetting is char-
acterized by chemical and physical processes that span a
broad range of spatial and temporal scales. Models of reac-
tive wetting incorporate knowledge from chemical thermo-
dynamics, phase transformations, capillary behavior and
multi-phase transport. A framework of sequential multi-
scale models provides a necessary foundation for the future
development of more fully-coupled multi-scale models. At
present, the modeling consists of an advection- diffusion
model at the drop scale, a diffuse interface model coupled
to hydrodynamic transport at the macro- and meso-scopic
scales and molecular dynamics modeling of wetting and
dissolution of high temperature metal-metal systems. The
models are used to simulate wetting and dissolution of a
spreading liquid metal drop on a metal substrate. Simu-
lation results for the extent of spreading are compared to
experimental observations.

Bruce T. Murray
Department of Mechanical Engineering
SUNY at Binghamton
bmurray@binghamton.edu

Ying Sun, Timothy Singler
SUNY at Binghamton
ysun@binghamton.edu, singler@binghamton.edu

MS18

A Parallel Finite Element Model for Hurricane
Storm Surges

Recent hurricane events in the Gulf of Mexico have demon-
strated the vulnerability of coastal populations and infras-
tructure to storm surges. A high fidelity storm surge model
includes an accurate definition of the physical system, in-
corporation of all relevant physical processes, numerical
resolution of all pertinent flow scales and robust and accu-
rate solution of the resulting system of PDE. We discuss
the ADCIRC finite element model, outline the computa-
tional methodology to approximate the solution, and give
numerical results.

Clint Dawson
Institute for Computational Engineering and Sciences
University of Texas at Austin
clint@ices.utexas.edu

Jennifer Proft
University of Texas at Austin
jennifer@ices.utexas.edu

MS19

Efficient One-Shot Methods for Aerodynamic
Shape Design

Different one-shot optimization methods for aerodynamic
shape design problems will be presented. These methods
enable aerodynamic shape designs for the computational
effort of a small, constant multiple of the effort of an aero-
dynamic simulation. Integral part of these approaches are
gradient preconditioning and shape derivatives.

Nicolas R. Gauger
Humboldt University Berlin
Faculty of Mathematics and Natural Sciences II
nicolas.gauger@dlr.de
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MS19

Second-order Topological Expansion for Electrical
Impedance Tomography

Second-order topological expan-
sions in electrical impedance tomography with piecewise
constant conductivities coefficients are considered. First
order expansions usually consist of local terms involving
the state and the adjoint solutions and their gradients. In
the case of second-order topological expansions, non-local
terms appear. Interactions between several simultaneous
perturbations are also considered. The study is aimed at
determining the relevance of these non-local and interac-
tion terms from a numerical point of view.

Antoine Laurain
Karl-Franzens University of Graz, Austria
antoine.laurain@uni-graz.at

Michael Hintermueller
Humboldt-University of Berlin
hint@math.hu-berlin.de

André Novotny
lncc
novotny@lncc.br

MS19

Topological Sensitivity Analysis Applied to the
Topology Design of Microstructures

This paper deals with the sensitivity analysis of the
macroscopic elasticity tensor to topological microstructural
changes of the underlying material. The derivation of the
proposed sensitivity relies on the concept of topological
derivative, applied within a variational multi-scale consti-
tutive framework. The obtained derivative is used to devise
a class of topology optimization algorithm which is applied
to the synthesis and optimal design of microstructures to
meet a specified macroscopic behavior.

Andre Novotny
lncc
novotny@lncc.br

MS19

Efficient Aerodynamic Design by Use of the Shape
Calculus

Optimal aerodynamic design is most often treated by para-
metric approaches. Besides geometric inflexibility, one is
also faced with loss of efficiency due to practically un-
avoidable mesh sensitivities. The shape calculus enables
to circumvent both problems and leads to highly efficient
numerical methods, if characteristic parts of the shape Hes-
sian are used in addition to the shape gradient. Results for
industrially relevant test cases are presented.

Volker Schulz
University of Trier
Volker.Schulz @ uni-trier.de

MS20

Computing Statistical Averages via Dynamical
Zeta Functions and Hyperbolic Periodic Orbits

Abstract not available at time of publication. We present
the use of hyperbolic periodic orbits and dynamical zeta

functions in computing time averages for observables in
ergodic attractors supporting hyperbolic measures. We
present concrete results for the Lorenz attractor, and dis-
cuss some theoretical and computational hurdles in apply-
ing the approach to attractors in higher dimensional spaces.

Aaron W. Brown, Bruce M. Boghosian, Hui Tang
Tufts University
aaron.brown@tufts.edu, bruce.boghosian@tufts.edu,
hui.tang@tufts.edu

Jonas Latt
Ecole Polytechnique Federale de Lausanne
jonas.latt@epfl.ch

MS20

Stochastic Nonlinear Models of Interpersonal and
Romantic Relationships and Strange Attractions

More than 50% of the United States adolescents have been
in some form of romantic relationships. Current theories
from biosocial, ecological, and interpersonal frameworks
are grounding romantic relationships in normative social
experiences. However, these theories have not been de-
veloped to the point of providing a solid theoretical un-
derstanding of the dynamics present in relationships, and
integrative theories are still lacking. We present mathemat-
ical models (both deterministic and stochastic) to examine
behavioral features associated with relationships.

Alhaji Cherif
Arizona State University
ALHAJI.MATH@GMAIL.COM

MS20

Fused SVM Classification of Temporal Gene Ex-
pression Responses to Endotoxin

The human endotoxemia model is a powerful tool to an-
alyze in vivo biological responses that unfold during the
acute phase of systemic inflammation. Using Support Vec-
tor Machines(SVM), we learn a model that predicts the
state of endotoxin exposure in a patient using gene expres-
sion profiles. Fused-SVM penalizes complex models via a
regularizer that assigns similar weights to temporally ad-
jacent expression values. We identify genes that are strong
predictors for the acute phase of systemic inflammation.

Adrian Haimovich, Anil Raj, Chris Wiggins
Columbia University
adh2116@columbia.edu, ar2384@columbia.edu,
chris.wiggins@columb

MS20

Soliton Solutions of the Kadomtsev-Petviashvili
Equation

This research project involves the study of a weakly two di-
mensional version of the Kortweg-deVries equation, known
as the Kadomtsev–Petviashvili (KP) equation. The KP
equation models nonlinear wave interactions in shallow wa-
ter which can cause extremely high elevation waves on the
ocean surface. There exist many different classes of so-
lutions for the KP equation, however the focus of this re-
search work is on the so called line-soliton solutions. Along
with the structure of two specific 2-soliton solutions, the re-
lationship between the angle of interaction and amplitude
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is presented.

Tim Lewkow
University of Colorado at Colorado Springs
tlewkow@uccs.edu

MS20

Analysis of Asymmetric Stable Droplets in a Fish
Patterning Model

Soliton like structures called ”stable droplets” are found
to exist within a paradigm reaction-diffusion model which
can be used to describe the patterning in a number of fish
species. It is straightforward to analyse this phenomenon
in the case when two non-zero stable steady states are
symmetric, however the asymmetric case is more challeng-
ing. We use a recently developed perturbation technique
(Gomila et al, 2004 D. Gomila, P. Colet, G. L. Oppo, and
M. S. Miguel. Stable droplets and nucleation in asymmet-
ric bistable nonlinear optical systems. J. Opt. B: Qauntum
Semiclass. Opt. 6, 6(5):265-270, 2004) to investigate the
weakly asymmetric case.

Thomas E. Woolley
Oxford University, UK
woolley@maths.ox.ac.uk

Philip K. Maini
Centre for Mathematical Biology
University of Oxford
maini@maths.ox.ac.uk

Ruth E. Baker
University of Oxford
ruth.baker@math.ox.ac.uk

Rafael A. Barrio
Universidad Nacional Autónoma de México
barrio@fisica.unam.mx

MS20

-Centered Poisson Solvers and Multilevel Summa-
tion Algorithms

We consider the problem of efficiently calculating the elec-
trostatic field of a molecule immersed solvent, as described
by an implicit solvent model based on the Generalized Pois-
son Equation (GPE). An equivalent integral equation for-
mulation for GPE is derived, in order to reduce domain of
interest to the molecular boundary. The integral equation
is discretized using a projection method, and the result-
ing linear system is solved using BiCGStab. Each step
of BiCGStab requires the evaluation of a discrete inte-
gral transform with a non-local kernel, which has quadratic
computational complexity when handled by a naive algo-
rithm. However, this can be reduced to linear complexity
using the Multilevel Summation Method (a fast N-body
solver). We show both numerically and theoretically that
the resulting GPE solver scales linearly for a given accuracy
level.

Dmytro S. Yershov
University of Illinois at Urbana-Champaign
yershov2@illinois.edu

Stephen D. Bond
Computer Science
University of Illinois at Urbana-Champaign
sdbond@illinois.edu

Robert D. Skeel
Purdue University
skeel@cs.purdue.edu

MS21

An Abstract Model for Programming Multi-core
Nodes

We outline an abstract node API to support the imple-
mentation of large-scale linear algebra primitives on a
wide-range of HPC architectures. This API is primar-
ily concerned with the issues related to memory manage-
ment, data communication, and computational abstraction
that arise in support of architectures employing a mixture
of distributed, SMP/multi-core, and attached processors
(GPU/Cell). This discussion takes place in the context
of Tpetra, a templated next-generation implementation of
the Epetra parallel linear algebra library in the Trilinos
project.

Chris Baker
Sandia National Laboratories
cgbaker@sandia.gov

MS21

Programming on the Path to Peta-scale

As computers scale up to hundreds of thousands of cores,
develop deeper computational and memory hierarchies,
and increased heterogeneity, developers of scientific soft-
ware are increasingly challenged to express complex par-
allel simulations effectively and efficiently. In this talk we
will examine a broad set of applications running on the
peta-scale Cray XT at Oak Ridge National Laboratory.
Performance data will be presented illustrative of their his-
tory of computation leading up to simulations running on
over 100,000 processor cores. We will examine their perfor-
mance trends over this time, as well as the ways in which
the codes developed as a means of attaining this scale of
computation. We will discuss how they might evolve in
order to take better advantage of the scale and complexity
of these architectures. This includes a discussion of the
developing capabilities of the MPI-3 specification, our ex-
periences using the developing HPCS languages as well as
other alternatives, such as UPC, shmem, Co-Array For-
tran, and OpenMP.

Richard F. Barrett
Oak Ridge National Laboratory
rbarrett@ornl.gov

MS21

Parallel Multiscale and Multiresolution Compu-
tations in Computational Chemisty and Nuclear
Physics

We describe MADNESS, a parallel and scalable dynamic
adaptive pseudo-spectral multiresolution environment for
solving nonlinear Schrodinger equations and density func-
tional theory in computational chemistry and nuclear
physics in three and higher dimensions. One of the key
features is an unique adaptive representation for each of
the wavefunctions. To overcome the overwhelming com-
plexity of programming parallel computers, MADNESS
software employs a parallel runtime architecture which re-
moves from the programmer the responsibilities of man-
aging dependencies, placement of data, and scheduling of
computation. This hides from the programmer much of the
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machine complexity and enable them to concentrate upon
the high-level algorithms and expressing concurrency. The
runtime efficiently overlaps computation and communica-
tion and targets multicore and future hybrid devices.

George Fann
Oak Ridge National Laboratory
fanngi@ornl.gov

Robert Harrison
University of Tennessee
Oak Ridge National Laboratory
harrisonrj@ornl.gov

Jun Jia, Judith Hill
Oak Ridge National Laboratory
jiaj@ornl.gov, hilljc@ornl.gov

Miaojun Ou
University of Tennessee
miaokey@gmail.com

William A. Shelton
Oak Ridge National Laboratory
sheltonwajr@ornl.gov

MS21

Scalable Computing Challenges: An Overview

Petascale systems and their successors pose unique chal-
lenges for algorithm and application developers. The in-
troduction of multicore–and soon manycore–nodes add a
new dimension of scaling that must be addressed new ways.
Furthermore, these systems will have many nodes, which
will challenge effective use by a single application. Finally,
system reliability will likely degrade, requiring more so-
phisticated resilience techniques than simple checkpoint-
restart. This overview presentation will highlight the par-
ticular challenges that these systems pose for algorithm re-
search and development. We will also discuss software de-
sign changes that can be effective in preparation for many-
core architectures.

Michael A. Heroux
Sandia National Laboratories
maherou@sandia.gov

MS22

An Optimization Approach for Fitting Canonical
Tensor Decompositions

Tensor decompositions are higher-order analogues of ma-
trix decompositions and have proven to be powerful tools
for data analysis. In particular, we are interested in CAN-
DECOMP/PARAFAC (CP) model, which expresses a ten-
sor as the sum of rank-one tensors. The problem of com-
puting the CP decomposition is typically solved using an
alternating least squares (ALS) approach. Previously, non-
linear least squares (NLS) methods have also been recom-
mended. We discuss the use of gradient-based optimization
algorithms for fitting the CP model and demonstrate that
these are more accurate than ALS and faster than NLS.

Evrim Acar, Tamara G. Kolda, Daniel M. Dunlavy
Sandia National Laboratories
eacarat@sandia.gov, tgkolda@sandia.gov,
dmdunla@sandia.gov

MS22

Performance Optimization Issues in the Automatic
Synthesis of High-Performance Codes for Tensor
Contraction Expressions in Quantum Chemistry

The Tensor Contraction Engine (TCE) is a compiler that
translates tensor contraction formulas for a class of quan-
tum chemistry computations into Fortran code delivering
high levels of performance tailored to the characteristics
of the target architecture. We give an overview of the ar-
chitecture of the TCE and describe the optimizations per-
formed by the TCE and its runtime libraries.

Gerald Baumgartner
Louisiana State University
gb@csc.lsu.edu

MS22

Applications of Tensor Decompositions in Chemo-
metrics

Tensor decompositions have been used in chemometrics for
the past 30 years. Applications include the PARAFAC
model (low-rank approximation of an arbitrary N-way ten-
sor), Tucker models (a derivation of higher-order SVD) and
several models with intermediate properties. Some exam-
ples with the state-of-the-art algorithms and applications
of tensor models in chemistry will be presented.

Giorgio Tomasi
Copenhagen University
giorgio.tomasi@gmail.com

MS22

A Jacobi/Sweep Algorithm for Certain Very Large
Quantum Chemistry Eigenproblems

A Jacobi-Davidson type method is presented for computing
the smallest eigenvalue and associated eigenvector of a very
large Hamiltonian that is a highly structured summation
of Kronecker products. The vector iterates are represented
in compressed form using tensor networks. Updates in-
volve a succession of orthogonal matrix manipulations and
projections.

Charles Van Loan
Cornell University
Department of Computer Science
cv@cs.cornell.edu

Stefan Ragnarsson
Center For Applied Mathematics
Cornell University
stefanragn@gmail.com

MS23

Modeling Integrin Activation in Initial Cell Move-
ment

Cell motility is an essential process in the life cycle of many
organisms, as it plays a crucial role in a variety of areas
such as embryonic development, wound healing, the im-
mune response, and cancer cell metastasis. Furthermore,
errors during cell migration have serious consequences in-
cluding mental retardation, vascular disease, tumor forma-
tion, and metastasis. Therefore, an understanding of the
mechanism by which cells migrate may lead to the devel-
opment of novel therapeutic strategies for controlling, for
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example, invasive tumor cells. Cells adhere to and move
across their surroundings via protein complexes known as
focal adhesions (FAs). FAs serve both as mechanical links
from the cell to its surroundings (via transmembrane inte-
grin receptors) and as biochemical signaling hubs to con-
centrate and direct numerous signaling proteins within the
cell. Here we present a mathematical model to describe
the early dynamics of these focal adhesions in mammalian
cells to determine the necessary components and the role
of each (with a particular emphasis on the activation of
integrin receptors) in the growth and fate of the FAs.

Hannah Callendar
Institute for Mathematics and Its Applications
University of Minnesota
callende@ima.umn.edu

MS23

Multistable Dynam-
ics Mediated by Tubuloglomerular Feedback in a
Model of a Compliant Thick Ascending Limb

In single nephron filtration, micropuncture studies demon-
strated the existence of oscillatory states mediated by tubu-
loglomerular feedback. We study these oscillations whose
role is to regulate fluid delivery into renal tubules. Bifur-
cation analysis revealed different parameter regimes where
the flow perturbations can elicit stable oscillations with
various frequencies: f, 2f and regimes with mixed frequen-
cies of I and 2f.

Amal El Moghraby
Duke University
moghraby@math.duke.edu

MS23

HER2 Effects on Cell Behavior: A Mathematical
Model

To investigate the effects of HER2 receptor overexpression
on cell proliferation, we have developed a mathematical
model that describes the proliferative behavior of HER2-
overexpressing cells as a function of the HER2 level. The
proliferation model formulates the cell proliferation rate
as a function of the cell surface HER2 and EGFR levels.
Numerical simulations of the model give good agreement
with the experimental data in which an increase in HER2
receptors leads to increased cell proliferation.

Amina Eladdadi
Rensselaer Polytechnic Institute
eladdadi@alum.rpi.edu

David Isaacson
RPI
isaacd@rpi.edu

MS23

The Role of Substrate Rigidity on Pattern Forma-
tion of Endothelial Cells Movement in Tumorin-
duced Angiogenesis

In recent years, tumor induced angiogenesis has become
an important field of research representing a crucial step
in the development of malignant tumors. A better under-
standing of its steps may contribute to the development
of new cancer therapeutic strategies. We present a hybrid
model for the capillary tube formation of endothelial cells

treated as discrete units in a continuum field of a chemoat-
tractant and the effect of the substrate rigidity in the final
networks topology.

Nicoleta Tarulea
Purdue University Calumet
netarful@purdue.edu

MS24

Are Standardized Test Scores Biased Against Mi-
norities?

College admissions offices across the country use standard-
ized test scores to allocate educational opportunity. Critics
argue that test scores are biased against minorities, which
from a statistical perspective suggests that tests scores dif-
ferentially predict college performance. This study devel-
ops a model for approximating the probability that re-
searchers and/or practitioners would identify unfairness
against minorities. The developed model shows that var-
ious design artifacts interact to decrease the chances that
commonly employed statistical methods will detect unfair-
ness.

Steven Culpepper
University of Colorado Denver
steve.culpepper@ucdenver.edu

MS24

Non-negative Matrix Factorization: The Extreme
Data Property and Ill-Posedness

Identifying the components of a dataset is a fundamental
problem in science and engineering. Non-negative Matrix
Factorization (NMF) is a mathematical tool for performing
this complicated task. Unfortunately, the non-negativity
constraints prevent many well-developed linear algebra al-
gorithms, such as the singular value decomposition, from
being applicable to NMF. In this talk, an alternative al-
gorithm for performing NMF is developed using the ge-
ometry of the problem and raising questions about the ill-
posedness of the NMF problem.

James Curry
University of Colorado
James.H.Curry@colorado.edu

Brad Klingenberg, Anne Dougherty
University of Colorado-Boulder
tba@colorado.edu, tba@colorado.edu

MS24

A Multistate Asynchronous Model of the Canonical
Wnt Pathway

The canonical Wnt Pathway consists of cell-surface recep-
tors that bind to Wnt proteins and ultimately lead to a
change in the amount of beta-catenin in the nucleus which
in turn regulates several cell functions. We describe a mul-
tistate asynchronous model of the interaction network com-
prised of proteins utilized in the Wnt pathway, cell prolif-
eration, apoptosis, and differentiation. This model is then
used to detect signaling abnormalities in the interaction
network due to mutations in APC.

Kevin Flores
Arizona State University
Department of Mathematics and Statistics
flores@mathpost.asu.edu
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MS24

A Stochastic Model of Gene Regulation

We consider a simple gene regulatory network consisting of
one gene and a set of proteins that regulate its expression.
When the number of regulatory proteins in the system is
large, a Hill function is typically used to model regulation
of gene expression, but this breaks down for low numbers of
protein due to stochastic effects. We investigate the type of
function that should be used in place of the Hill function.

Deena Schmidt
Ohio State University
dschmidt@mbi.ohio-state.edu

MS25

Some Challenges on High Resolution Climate Sim-
ulations

We work with a state-of-the-art atmospheric general circu-
lation model and here we present some of its computational
challenges. We look at the objectives in climate modeling
and some of the proposed numerical solutions, and com-
pare different discretization schemes and solvers.

Leroy A. Drummond
Computationa Research Division
Lawrence Berkeley National Laboratory
LADrummond@lbl.gov

MS25

Solving Ab-initio Nuclear Structure Problems with
Configuration Interaction Methods

We perform ab-initio no-core calculations for nuclear struc-
ture using basis function expansion methods on massive
parallel computers. The nuclear many-body Hamiltonian
can be expressed as a large, sparse, symmetric matrix,
which we solve for the lowest eigenvalues and eigenvectors;
we have obtained the ten lowest eigenvalues of matrices of
dimension two billion. The eigenvalues give us the binding
energy of the system; the eigenvectors are used to calculate
additional experimental quantities.

Pieter Maris, James Vary
Iowa State University
pmaris@iastate.edu, jvary@iastate.edu

Petr Navratil
Lawrence Livermore National Laboratory
navratil1@llnl.gov

Esmond G. Ng
Lawrence Berkeley National Laboratory
Lawrence Berkeley National Laboratory
egng@lbl.gov

Philip Sternberg
ILOG
philip.sternberg@gmail.com

Chao Yang
Lawrence Berkeley National Lab
CYang@lbl.gov

MS25

Enabling Robust and High-fidelity Accelerator

Modeling using Advanced Computing

Accelerators are crucial in many areas of research. Ex-
isting and proposed accelerators, such as Compact Lin-
ear Collider, Linac Coherent Light Source, and Facility for
Rare Isotope Beams, have components with complex ge-
ometries. High fidelity and robust modeling and simulation
are needed not only to reduce the cost of the design and
construction, but also to ensure safe and efficient operation
of such accelerators. In this talk, we will give an overview
of the challenges of accelerator modeling and describe the
role of advanced computing in the simulation.

Kwok Ko
Stanford Linear Accelerator Center
kwok@slac.stanford.edu

Lie-Quan Lee
SLAC National Accelerator Laboratory
liequan@slac.stanford.edu

Cho-Kuen Ng
Stanford Linear Accelerator Center
cho@slac.stanford.edu

Esmond G. Ng
Lawrence Berkeley National Laboratory
Lawrence Berkeley National Laboratory
egng@lbl.gov

MS25

Linear Scaling Electronic Structure Calculations
for Tens of Thousands of Atoms Using Hundreds
of Thousands of Processors

A linear scaling three dimensional fragment method for
electronic structure calculation will be presented. This
method divides a system into small fragments, calculates
the energies and the charge densities of the fragments inde-
pendently, then patches them together with a novel scheme
which cancels out the artificial surface effects. The method
scales to hundreds of thousands of processors, and can be
thousand times faster than a direct density functional the-
ory calculation with essential the same results.

Lin-Wang Wang
Lawrence Berkeley National Lab
lwwang@lbl.gov

MS26

Optimal Response to Cyber Security Attacks

Cyber Security is a growing concern especially in open
grids, where attack propagation is easy due to existing col-
laborations. We consider how to optimally respond to an
attack in grid environments. We present an optimization
model that takes the existing collaborations as input and
that minimizes the disruption to the grid whilst reducing
threat-levels at unaffected sites. Our optimization model
outputs which collaborations must be suspended or moni-
tored to reduce threat-levels at sites and overall.

Mine Altunay
Fermi National Accelerator Laboratory
maltunay@fnal.gov

Zhen Xie
Argonne National Laboratory
zhenxie@mcs.anl.gov
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Sven Leyffer
Argonne National Laboratory
leyffer@mcs.anl.gov

MS26

Anomaly Detection in Computer Network Traffic
Using Graph Based Scan Statistics

We propose a framework for anomaly detection in com-
puter network data. The model is a bursty Poisson pro-
cess model. The bursts in rate are parameterized by a two
state Markov process. Maximum likelihood estimates for
the birth and death parameters and baseline rates are ob-
tained. Finally, anomaly detection is accomplished using
scan statistics across time and the graph derived from the
network. Anomalous clusters of events can be detected in
this way.

Joshua Neil, Curt Storlie, Terran Lane
University of New Mexico
jneil@unm.edu, storlie@stat.unm.edu, terran@cs.unm.edu

Mike Fisk
Los Alamos National Laboratory
mfisk@lanl.gov

MS26

The Mathematics Behind the Analysis of Software
(Source code and Binaries)

The development of technologies for the analysis of soft-
ware (both source code and binary executables) has com-
bined both Computer Science (compilers) and Mathemat-
ics (equation solving) and come to depend heavily on both.
The automation of the analysis of software is a critical
step in addressing the scale of the demands to knowledge
about the growing volume of software available. The ac-
knowledgment that there is source code for some software
but frequently not much of it, requires a broader approach
within the analysis. The formulation of large scale sets of
equations from aspects of the analysis of software serves to
help understand the software and formulate equations to
characterize its behavior. The support for the mathemat-
ics behind solving such systems of logic equations can be
computationally intensive.

Daniel J. Quinlan
Lawrence Livermore Nat’l Lab.
Center for Applied Scientific Computing
dquinlan@llnl.gov

MS26

A Chaos-mathematical Approach to Insider Threat
Detection

We discuss our research on applied chaos mathematics
for insider threat detection. We model the insider adver-
sary’s computer account as a nonlinear dynamic system,
and subsequently apply techniques from chaos mathemat-
ics to find the underlying order of adversarial behavior,
condition variables that largely characterize adversarial be-
havior, and input variables in a computing environment
that affect adversarial behavior. We leverage such knowl-
edge into adversarial behavior estimation and control algo-
rithms, which we employ to probe insiders minds.

Julian Rrushi
Oak Ridge National Laboratory

rrushij@ornl.gov

MS27

Applying Global Constraints to Local Map Reduc-
tions of ODE Dynamics in a Spiking Biophysical
Neural Network Model

Searching for parameter values and initial conditions that
lead to desirable emergent behaviors in high-dimensional
dynamical systems is like asking which arrangements of in-
dividual letters create a good novel: it’s a question posed
at the wrong scale. The appropriate objects underlying
complex function are simpler dynamic motifs that are in-
herently qualitative in nature. We derive quantitative rep-
resentations of such motifs for a classic biophysical neural
network and analyze the logical interactions between them.
This generates locally reduced maps coupled by global con-
straints, thus elucidating low-dimensional mechanisms at
work in the system.

Robert Clewley
Department of Mathematics and Statistics
Georgia State University
rclewley@gsu.edu

MS27

Correlation Transfer in Neuronal Populations

Correlated activity in neural tissue can impact the infor-
mation carried by neural populations. However, there are
few results that provide a mechanistic understanding of
their generation and propagation. We examine this ques-
tion using versions of the integrate and fire model, extend-
ing previous results for single neurons to populations. We
also present new numerical methods for the simulation of
networks of stochastic integrate and fire neurons which are
orders of magnitude faster than Monte Carlo simulations.

Robert Rosenbaum
University of Houston
Dept. of Mathematics
robertr@math.uh.edu

Jianfu Ma, Fabien Marpeau
University of Houston
majf@math.uh.edu, fabie@math.uh.edu

Kresimir Josic
University of Houston
Houston, TX
josic@math.uh.edu

MS27

Spike Train Statistics and Dynamics with Synaptic
Input from Any Renewal Process: A Population
Density Approach

In neural network modeling, a common assumption is that
the arrival times of synaptic input events are governed by a
Poisson process. This ignores temporal correlations in the
input that sometimes have important physiological con-
sequences. We formally and properly extend probability
density methods of integrate-and-fire neurons to include
synaptic input event times governed by any modulated re-
newal process. We study how the regularity of input spike
train effects the statistics of the output spike train.

Cheng Ly
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University of Pittsburgh
Department of Mathematics
chengly@math.pitt.edu

MS27

Analyzing Neuronal Networks using Discrete Time
Dynamics

We describe mathematical techniques for analyzing de-
tailed biophysical models for excitatory-inhibitory neu-
ronal networks. While these networks arise in numerous
applications, the focus of this talk will be to better under-
stand mechanisms that underlie temporally dynamic re-
sponses in the olfactory system. Our strategy is to first
reduce the model to a discrete-time dynamical system. Us-
ing the discrete model, we can systematically study how the
emergent firing patterns depend on parameters including
the underlying network architecture.

David H. Terman
The Ohio State University
Department of Mathematics
terman@math.ohio-state.edu

MS28

A Model for Single Phase Flow in Horizontally
Fractured Porous Media using Homogenization
Techniques

A double porosity model for single-phase flow is derived
in a reservoir with horizontal fractures. The microscopic
model consists of Darcy flow equations in the fractures and
matrix. The matrix permeability coefficients are scaled ac-
cording to the single, vertical direction of homogenization,
preserving the physics of the flow between matrix and frac-
ture as the matrix blocks shrink. Extracting weak limits of
the microscopic model solution shows convergence to the
macroscopic model.

Daniel J. Coffield Jr.
Oakland University
Rochester, MI
djcoffie@oakland.edu

Anna M. Spagnuolo
Oakland University
Michigan
spagnuol@oakland.edu

MS28

Multiscale Modeling for Seismic Inversion

Imaging the Earth’s subsurface requires determination of
the “important information’ inherent in data that ranges
over multiple scales. While numerical upscaling is a com-
mon approach for flow simulation, simulation of waves
through the same Earth is generally accomplished using
single scale finite differences. We describe a two-scale
finite-element based wave simulator and the associated ad-
joint problem. This adjoint calculation is straight-forward
if differentiation of the continuous pde model is accom-
plished before discretization using upscaling.

Susan E. Minkoff
University of Maryland, Baltimore County
Dept of Mathematics and Statistics
sminkoff@umbc.edu

MS28

The Narrow Fracture Approximation for Chan-
neled Flow

The singular problem consisting of non-stationary Darcy
flow in a region containing a narrow channel of width
O(ε) and high permeability O( 1

ε
) is shown to be well-

approximated by a problem with flow concentrated on a
weighted Sobolev space over a lower-dimensional interface.
The convergence of the solution as ε → 0 is proved. The
structure of the limiting initial-boundary-value problem is
dependent on the rate of taper of the channel.

Fernando Morales
Department of Mathematics
Oregon State University
moralefe@math.oregonstate.edu

MS28

Multiscale Methods for Highly Oscillatory ODE

Abstract unavailable at time of publication.

Richard Sharp
Department of Mathematical Sciences
Carnegie Mellon University
rwsharp@cmu.edu

MS29

A Stochastic Newton Method for Statistical In-
verse Problems Governed by PDEs

We present a Markov-chain Monte Carlo (MCMC) method
for sampling high-dimensional, expensive-to-evaluate prob-
ability density functions that arise in the Bayesian solu-
tion of statistical inverse problems. The method builds
on previous work in Langevin dynamics, which uses gradi-
ent information to guide the sampling in useful directions,
improving acceptance probabilities and convergence rates.
We extend the Langevin idea to exploit local Hessian in-
formation, leading to what is effectively a stochastic ver-
sion of Newton’s method. A large-scale inexact-Newton-
CG variant is developed, analogous to methods used in
PDE-constrained optimization. We apply the method to
the Bayesian solution of an inverse problem governed by
seismic wave propagation, for which we observe several or-
ders of magnitude faster convergence over state-of-the-art
blackbox MCMC methods.

Carsten Burstedde, Omar Ghattas
University of Texas at Austin
carsten@ices.utexas.edu, omar@ices.utexas.edu

James R. Martin
University of Texas at Austin
Institute for Computational Engineering and Sciences
jmartin@ices.utexas.edu

Lucas Wilcox
University of Texas at Austin
lucasw@ices.utexas.edu

MS29

Problems of Design in Inverse and Control Prob-
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lems

Abstract unavailable at time of publication.

Eldad Haber
Emory University
Dept of Math and CS
haber@mathcs.emory.edu

MS29

Preconditioners for All-at-once PDE-constrained
Optimization

Saddle-point systems arise from most optimization prob-
lems with constraints. In this talk we will describe how
such problems arise from optimization with constraints
which are themselves discretizations of partial differential
equations. Such problems are necessarily of very large di-
mension and matrix factorizations of any type must be
avoided. We will describe optimal preconditioning strate-
gies for such problems and show numerical results on cer-
tain test problems.

Tyrone Rees
Oxford University
tyrone.rees@comlab.ox.ac.uk

Andrew J. Wathen
Oxford University, UK
Computing Laboratory
andy.wathen@comlab.ox.ac.uk

MS29

Incorporating Bound Constraints into Monolithic
Solvers for PDE Control

Optimal control problems with PDE constraints pose a
serious computational task. The introduction of bound
constraints for the control poses new methodological and
numerical challenges. We present an active set and a pro-
jected gradient approach and discuss the arising linear sys-
tems in saddle point form. We present efficient precondi-
tioning strategies and numerical results are shown.

Martin Stoll
University of Oxford
martin.stoll80@gmail.com

Andrew J. Wathen
Oxford University, UK
Computing Laboratory
andy.wathen@comlab.ox.ac.uk

MS30

Winners To Be Announced

Abstract not available at time of publication.

Ben Fusaro
Florida State University
Dept of Mathematics
fusaro@math.fsu.edu

MS31

Advances in the Analysis of Asymmetric Data us-
ing DEDICOM

DEDICOM (decomposition into directional components)

is an algebraic model that was developed in the psycho-
metrics community with similarities to multidimensional
scaling for the analysis of asymmetric arrays. Three-way
DEDICOM contains extensions for the analysis of 3-way
arrays or tensors. This presentation shows several algo-
rithmic advancements for fitting DEDICOM to large 2-way
and 3-way data sets and also shows illustrative examples of
analyzing large directed graphs with or without edge labels
(semantic graphs).

Brett W. Bader
Sandia National Laboratories
bwbader@sandia.gov

MS31

Nonlinear Approximations by Exponentials in Mul-
tiple Dimensions

We explore algorithms for nonlinear approximation of func-
tions of several variables or multidimensional data by ex-
ponentials. In doing so, we extend our previous, one-
dimensional results on nonlinear inversion of bandlimited
Fourier transform of functions or data, where such approx-
imations lead to efficient representations.

Gregory Beylkin
Department of Mathematics
University of Colorado, Boulder
Gregory.Beylkin@colorado.edu

Lucas Monzon
University of Colorado at Boulder
Lucas.Monzon@colorado.edu

Matt Reynolds
University of Colorado, Boulder
matthew.reynolds@colorado.edu

MS31

Block Term Decompositions: Definition, Compu-
tation and Applications

Block Term Decompositions unify the two most well-known
types of tensor decomposition, namely the Parallel Factor /
Canonical Decomposition and the Tucker Decomposition.
We discuss the computation by (i) alternating least squares
optimization, (ii) exact line search, and (iii) Levenberg-
Marquardt optimization. We mainly focus on applications
in wireless communication. Time permitting, we discuss a
scheme for the determination of the block dimensions.

Dimitri Nion
K.U. Leuven
dimitri.nion@kuleuven-kortrijk.be

Lieven De Lathauwer
K.U.Leuven
lieven.delathauwer@esat.kuleuven.be

MS31

Diagrammatic Reduction of SU(N) Tensors with
’Birdtracks’

Group theory and tensors have become fundamental con-
cepts in quantum physics. The reduction of tensors into
their irreducible components is therefore an important in-
gredient for many calculations in this field. ’Birdtracks’
are a Feynman diagram inspired notation for tensor calcu-
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lus that avoids the usual proliferation of indices associated
with traditional tensor calculus. We use these diagrams to
implement an algorithm for the reduction of SU(N) tensors.

Thomas Reiter
Nikhef
thomasr@nikhef.nl

Anthony Kennedy
The University of Edinburgh
adk@ph.ed.ac.uk

MS32

Coarse Scale Adjoint Methods for Time Dependant
Multiscale Problems

Adaptive error control for time dependent problems, es-
pecially problems with multiscale aspects, is a challenging
problem, both from a standpoint of analysis and the com-
putational implementation. We present an error control
framework based on coarse scale adjoints that is used to
guide and reduce fine scale residuals. Positive and negative
examples of the framework are given. Modifying the frame-
work leads to a variety of different multiscale approaches.
We hypothesize on the class of problems where this multi-
scale algorithm works well and connect this broad frame-
work with earlier work on block adaptivity and compen-
sated domain decomposition for time dependent problems.

Varis Carey
Colorado State University
carey@math.colostate.edu

MS32

Integrating Error Estimation, Adaptivity and Op-
timization

Algorithms for error estimation and adaptivity have been
proposed in recent years using the PDE residuals weighted
by the adjoint solution. At the same time, the adjoint
approach has been used extensively in sensitivity analysis
and optimization. We present recent work on algorithms
for performing optimization under adaptive error control
with emphasis on transient, multiphysics applications.

Brian Carnes
Sandia National Laboratories
bcarnes@sandia.gov

MS32

An A Aposteriori Analysis of Operator Decompo-
sition for Multiscale ODEs

We analyze an operator decomposition time integration
method for systems of ordinary differential equations that
present significantly different scales within the components
of the model. With this formulation we derive both an a
priori error analysis and a hybrid a priori-a posteriori error
analysis. The hybrid analysis has the form of a computable
a posteriori leading order expression and a provably-higher
order a priori expression. Both analyses distinguish the
effects of the discretization of each component from the ef-
fects of operator decomposition. The effects on stability
arising from the decomposition are reflected in perturba-
tions to certain associated adjoint operators.

Victor E. Ginting
Department of Mathematics
University of Wyoming

vginting@uwyo.edu

Don Estep
Department of Mathematics
Colorado State University
estep@math.colostate.edu

Simon Tavener
Colorado State University
tavener@math.colostate.edu

MS32

A Posteriori Error Analysis for Coupling Strate-
gies of the Core and Edge Regions in the Tokamak
Machine

We consider the a posteriori error analysis for multiscale
domain decomposition problems where model systems of
the equations in the core and the edge region in the toka-
mak machine are coupled through an interface. The equa-
tions in both regions are discretized by finite differences
in time and finite volumes in space hence are reformulated
in finite elements setting in both time and space in order
to make use the variational framework for the a posteri-
ori analysis. Various coupling strategies are discussed and
analyzed.

Du Pham
Department of Mathematics
Colorado State University
pham@math.colostate.edu

MS33

Fault Tolerance in Protein Interaction Networks:
Stable Bipartite Subgraphs and Redundant Path-
ways

As increasing amounts of high-throughput data for the
yeast interactome becomes available, more system-wide
properties are uncovered. One interesting question con-
cerns the fault tolerance of protein interaction networks:
whether there exist alternative pathways that can per-
form some required function if a gene essential to the main
mechanism is defective, absent or suppressed. One signa-
ture pattern for redundant pathways is the BPM (between-
pathway model) motif, first suggested by Kelley and Ideker.
Past methods proposed to search for BPM motifs have had
several important limitations. First, they have been driven
heuristically by local greedy searches, which can lead to the
inclusion of extra genes that may not belong in the motif;
second, they have been validated solely by functional co-
herence of the putative pathways using GO enrichment,
making it difficult to evaluate putative BPMs in the ab-
sence of already known biological annotation. We show
how a simple ”folk” theorem in graph theory (probably
due to Erdos) can help us identify possible BPMs in such
a way that not only do we get better coherence of biolog-
ical function, but we also have a direct way to validate
our results based directly on the structure of the network.
We uncover some interesting biological examples of previ-
ously unknown putative redundant pathways in such areas
as vesicle-mediated transport and DNA repair.

Lenore Cowen
Dept. of Computer Science
Tufts University
cowen@cs.tufts.edu
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MS33

Title Not Available at Time of Publication

Abstract unavailable at time of publication.

Debra Goldberg
University of Colorado at Boulder
debra@cs.colorado.edu

MS33

In Search of Overlooked Functions: Hidden Con-
nections Among Short Proteins

Most animal toxins are short proteins that appear in venom
and vary in sequence, structure and function. Consider-
ing the appearance of homologous venom proteins in evo-
lutionary remote species, it is plausible that homologues
of such proteins may be found in non-venomous species
as long as they fulfill some biological function. Indeed,
sporadic instances of endogenous toxin-like proteins that
function in non-venom context have been reported. Herein
we show that many families of toxin-like proteins remain
undiscovered. For the goal of discovering overlooked short
functional proteins, we turned to developing a computa-
tional method that can characterize and thus detect such
proteins. We have successfully utilized machine learn-
ing methodology, based on sequence-derived features and
guided by the notion of structural stability, a common
characteristic of toxins, in order to create a robust char-
acterization of toxin and toxin-like proteins. We screen
and applied large-scale search for these proteins in insect,
mammalian but also less studied genomes. Our method
detected dozens of putative novel toxin-like proteins. We
will demonstrate a biological validation for some of these
proteins. Furthermore, we show that the construction of a
tree family scaffold of all proteins exposes hidden connec-
tions among many proteins many of them belong to viruses.
We suggest that a systematically detection of viral protein
families as well as toxin-like proteins may lead to novel
pharmaceutical targets and to a deeper understanding of
the evolutionary link between toxins, viral proteins and cell
modulators.

Michal Linial
Hebrew University of Jerusalem
Sudarsky Center for Computational Biology
michall@cc.huji.ac.il

MS33

Balanced Minimum Evolution

I will explain the statistical motivation behind the balanced
minimum evolution criterion in distance-based phylogenet-
ics and review recent progress on understanding a greedy
algorithm (the neighbor joining algorithm) for the crite-
rion. This is joint work with Radu Mihaescu.

Lior Pachter
University of California, Berkeley
Dept. of Mathematics
lpachter@math.berkeley.edu

MS34

Using Mathematical Models of Circadian Phase to
Take the Lag out of Jet lag

Traveling across multiple time zones results in a decrease
in human performance due to a desynchronization of the
circadian system from environmental cues, the most impor-

tant of which is light. We present an algorithm for design-
ing light interventions with a limit-cycle model of circadian
phase for jet-lag schedules that results in optimal predicted
performance. The algorithm is shown to be optimal and
results in theoretical predictions about the effect of shifting
schedules on human performance.

Denni Dean, II
Brigham and Womens Hospital, Massachusetts General
Hospital
ddean@rics.bwh.harvard.edu

Daniel Forger
University of Michigan
forger@umich.edu

Elizabeth B. Klerman
Brigham and Women’s Hospital & Harvard Medical
School
ebklerman@hms.harvard.edu

MS34

Periodic Forcing of a System Near Hopf Bifurcation

Forcing a system of ODEs near a point of Hopf Bifurcation
by a per iodic signal whose frequency is near the Hopf
frequency occurs in feed-forward networks and in models
of the auditory system. We discuss aspects of the resonant
responses in both cases.

Martin Golubitsky
Ohio State University
Mathematical Biosciences Institute
mg@mbi.osu.edu

MS34

Multi-scale Analysis of Collective Decision-making
in Informed Swarms: An advection-diffusion Equa-
tion with Memory Approach

We propose a multi-scale method for the continuum-
level analysis of discrete, agent-based models of collective-
decision making in swarms comprising a mixture of naive
and informed individuals. The method is based on project-
ing the particle configuration onto a single meta-particle.
The collective states of the configuration can be associ-
ated with the stochastic properties of the random walk of
the meta-particle. The transport properties of the meta-
particle can be correctly predicted with an Advection-
Diffusion Equation with Memory.

Michael Raghib, Simon Levin, Ioannis Kevrekidis
Princeton University
mraghib@Princeton.EDU, tba@princeton.edu,
kevrekidis@princeton.edu

MS34

A Hodgkin-Huxley-type Model Orexin Neuron

Narcolepsy is associated with signaling loss in the orexin
system. We developed a Hodgkin-Huxley-type mathemat-
ical model of the orexin neuron and modeled the seven
experimentally-identified intrinsic currents. To explore lo-
cal synaptic effects, we simulated small networks of orexin
neurons with colocalized orexin/dynorphin coupling. The
model properties are consistent with reported orexin elec-
trophysiology including a depolarized resting membrane
potential and spontaneous spiking (3-4 Hz). Small network
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analysis suggests time dynamics of dynorphin desensitiza-
tion determine network behavior.

Katherine Williams, Cecilia Diniz Behn
University of Michigan
willikat@umich.edu, tba@umich.edu

MS35

Models of the Human Tear Film During the Blink
Cycle

Lubrication models for the tear film are discussed in one
and two spatial dimensions. In 1D, blink cycle results are
presented; notions of a full blink and periodic solutions are
linked. In 2D, we present results for tear film dynamics on
eye-shaped domains. Our understanding of the tear film
drainage system is modified by the role of the meniscus in
driving flow on the 2D domain.

Richard Braun
University of Delaware
Department of Mathematical Sciences
braun@math.udel.edu

Kara L. Maki
University of Delaware
maki@math.udel.edu

William Henshaw
Lawrence Livermore National Laboratory
henshaw1@llnl.gov

Peter King-Smith
Ohio State University
College of Optometry
eking-smith@optometry.osu.edu

Peter Ucciferro
University of Delaware
Department of Mathematical Sciences
peteru@udel.edu

MS35

Fluid Flow and Surfactant Transport in Models of
Pulmonary Airway Reopening

Pulmonary airways are liquid-lined compliant tubes that
convey gas to and from the alveoli, the primary site of
gas exchange in the lung. Surfactant insufficiency re-
sults in airway closure and deranged pulmonary function.
Fluid-structure interactions from airway reopening can sig-
nificantly damage pulmonary tissue, and contributes to
ventilation-induced lung injury. This talk will describe ex-
perimental and theoretical investigations of the physico-
chemical hydrodynamics of reopening that have been use-
ful in identifying the damaging mechanical stimuli and may
lead to protective methods of ventilation.

Donald Gaver
Tulane University
gaver@tulane.edu

MS35

Stability of Traveling Waves in Thin Liquid Films
with Surfactant

A thin liquid film traveling down an inclined plane under
the influence of gravity and surfactant is modeled in the lu-

brication approximation by a fourth order system of PDE
equations. Stability of a novel traveling wave is explored
through a dispersion relation and using the Evans func-
tion in one dimension; long-wave asymptotics describe the
destabilizing effect of disturbances in two dimensions.

Ellen Peterson
Department of Mathematics
NC State University
erpeters@ncsu.edu

Michael Shearer
North Carolina State Univ.
shearer@math.ncsu.edu

MS35

Planar Extensional Motion of an Inertially-driven
Liquid Sheet

The linear stability of an inertially-driven liquid sheet
to symmetric perturbations is examined. For axial per-
turbations, viscous and inviscid sheets are asymptotically
marginally stable, though transient growth can have an im-
portant effect. For transverse perturbations, inviscid sheets
are asymptotically unstable to all wavelengths while vis-
cous sheets are unstable to longwaves. For two-dimensional
perturbations, inviscid sheets are unstable to all wave-
lengths and viscous sheets are asymptotically unstable to
longwave transverse perturbations for any finite capillary
number.

Linda Smolka
Bucknell University
lsmolka@bucknell.edu

Thomas P. Witelski
Duke University
Department of Mathematics
witelski@math.duke.edu

MS36

Exascale Analytics of Massive Social Networks

Combinatorial techniques are proving useful in solving real-
world challenges in traditional and emerging computational
sciences such as chemistry, biology, and medicine, as well
as applications in national security. Emerging real-world
applications can be modeled using algorithms that pro-
cess massive spatio-temporal complex networks, such as
power grid stability, inference of gene function in pro-
tein interaction networks, and cancer research, as well
as homeland security and national defense. In this talk
we focus on the analysis of massive social networks using
graph theoretic techniques. Our experimental studies use
real-world graph instances with billions of elements and
demonstrate superior performance on highly parallel sys-
tems such as the Cray XMT multithreaded architecture
and the Sun’s Niagara 2 Maramba system. We will also
describe SNAP (Small- world Network Analysis and Par-
titioning), an open-source graph framework that we have
developed for the exploration of massive complex networks
and present new ideas on the exploration of the dynamic
structure of massive spatio-temporal networks with billions
of entities, such as understanding the genesis and dissipa-
tion of communities, allegiance switching, and source de-
tection.

David A. Bader
Georgia Institute of Technology



AN09 Abstracts 55

bader@cc.gatech.edu

MS36

Parallel Combinatorial BLAS and Applications in
Graph Computation

Graph computations are difficult to parallelize using tra-
ditional approaches due to their irregular nature and low
operational intensity. Many graph computations, however,
contain sufficient coarse grained parallelism that can be
uncovered by using the right set of abstractions. We have
been developing a parallel combinatorial BLAS that con-
sists of a small but powerful set of linear algebra primitives.
We will explain our software design philosophy and report
on the initial results with our reference implementation.

Aydin Buluc, John R. Gilbert
Dept of Computer Science
University of California, Santa Barbara
aydin@cs.ucsb.edu, gilbert@cs.ucsb.edu

MS36

Graph Detection Theory for Power Law Graphs

Detecting items of interest from the patterns of interac-
tion in large graphs is the goal many graph analysis tech-
niques. The basis of detection theory is computing the
probability of a “signature’ with respect to a model of the
“background’ data. Hidden Markov Models represent one
possible signature model for patterns of interacation in a
graph. Likewise, Kronecker graphs are one possible back-
ground model for graphs. Combining these models results
in a filter that can be used compute the probability that a
given graph contains a particular signature.

Jeremy Kepner
MIT Lincoln Laboratory
kepner@ll.mit.edu

MS36

Scaling up Graph Algorithms on Emerging Multi-
core Systems

Graph algorithms on sparse random networks typically suf-
fer a 3-5X drop in performance when their memory foot-
print gets larger than the last-level cache on current sys-
tems. We attempt to ameliorate this drop for breadth-first
search, and present several strategies to limit the num-
ber of non-contiguous memory references incurred in graph
traversal. We extend these ideas to improve parallel scaling
on cache-based multicore systems, by utilizing the shared
and private caches more effectively, and by reducing syn-
chronization overhead. We observe that the strategies dis-
cussed for breadth-first search are applicable to a large class
of graph algorithms, and present another case study of a
cache-aware parallel betweenness centrality algorithm for
small-world networks.

Kamesh Madduri
Lawrence Berkeley National Lab
kmadduri@lbl.gov

MS37

Anisotropic Bone Loss Characterized using Fabric-

based Poroelasticity

Abstract unavailable at time of publication.

Luis Cardoso
CUNY
cardoso@engr.ccny.cuny.edu

MS37

Fabric Dependence of Poroelastic Wave Propaga-
tion

Abstract unavailable at time of publication.

Steve Cowin
TBA
scowin@earthlink.net

MS37

Quantitave Ultrasound of Bone: Bone Properties
Conveyed by the Signal and Strategies for Inverse
Solutions

Reliable quantification of microstructural and mechanical
bone properties remains an open issue with relevance for
the diagnosis of bone quality disorders, such as osteoporo-
sis. The reconstruction of such parameters from nonde-
structive testing based on ultrasound testing and model-
based solution of the identification inverse problem have
been suggested by several investigators as novel techniques
with high potential not only due to the reduced cost and its
non-ionizing nature, but for the direct relationship and sen-
sitivity of the propagation characteristics estimates to rel-
evant bone properties that determine mechanical strength,
which defines the ultimate criterion for diagnosis. To date,
several procedures have been explored to inverse ultrasonic
data acquired separately in transmission or in backscat-
ter mode. Our group has reported in the past a method
to estimate trabecular thickness from ultrasound backscat-
ter measurements assuming a weak scattering model. Al-
though a close agreement was obtained on average between
predictions and the reference values, a modest predictabil-
ity only was found at the individual level, suggesting that
the model must be further improved before it can be trans-
lated to clinical applications (Padilla et al., Ultrason Imag-
ing. 2006). Recently approaches taking advantage of the
poroelastic nature of cancellous bone have been developed.
These approaches assume that the Biot theory is a valid
model of wave propagation and are aiming at either (i) re-
covering the properties of the fast and slow waves or (ii) di-
rectly reconstructing the bone properties that govern Biots
theory. Results of inversion obtained in a set of human
femoral condyles using approaches such as the Bayesian
probability theory (Marutyan et al. J Acoust Soc Am.
2007) or a genetic algorithm will be presented. Because in
many instances, the fast and slow waves overlap in the time
domain and interfere, methods for an accurate estimates of
their individual characteristics (i.e., amplitudes and veloci-
ties), are particularly useful to understand how these char-
acteristics are influenced by strength-related bone proper-
ties. Finally, these developments offer a useful framework
to assess to what extent the Biot theory assumed in the
model is valid, and if any corrections can be suggested to
overcome inconsistencies.

Pascal Laugier
Laboratoire d’Imagerie Parametrique, CNRS UMR 7623,
Paris,
pascal.laugier@upmc.fr
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Guillermo Rus Calborg
Dpto. Mecánica de Estructuras Politécnico de
Fuentenueva
Granada (Spain)
grus@ugr.es

Quentin Grimal, Frederic Padilla
Laboratoire d’Imagerie Parametrique, CNRS UMR 7623
Paris (France)
quentin.grimal@upmc.fr, fpadilla@umich.edu

MS37

Modeling Ultrasound Scattering from Cancellous
Bone

Ultrasound scattering from cancellous bone arises from
acoustic impedance mismatches between mineralized tra-
beculae and marrow. Because of the complex structure of
the mineralized network, simplifying assumptions are often
made to make models tractable. Despite these simplifying
assumptions, several models have been shown to accurately
predict frequency-dependent backscatter coefficients con-
sistent with measurements from cancellous bone in vitro.

Keith Wear
FDA
keith.wear@fda.hhs.gov

MS38

Using Cilk++ to Multicore-Enable C++ Code

Cilk++ allows legacy C++ applications to be multicore-
enabled by embedding a handful of keywords in the pro-
gram source. The Cilk++ compiler and runtime platform
work together to offer outstanding performance. In addi-
tion, the Cilkscreen race detector guarantees to find race
bugs in ostensibly deterministic executions, thereby ensur-
ing software reliability. To cope with legacy codes con-
taining global variables, Cilk++ supports ”hyperobjects”
which allow races on nonlocal variables to be mitigated
without lock contention or restructuring of code. This talk
will overview the Cilk++ technology and how it can be
used to multicore-enable applications.

Charles E. Leiserson
MIT CSAIL & Cilk Arts
cel@mit.edu

MS38

OpenMP: Addressing the Multicore Programming
Problem with Established APIs

Abstract unavailable at time of publication.

Timothy Mattson
Intel Corporation
timothy.g.mattson@intel.com

MS38

Intel Threading Building Blocks

Intel r© Threading Building Blocks (Intel r© TBB) is a com-
mercially supported open-source C++ template library for
multi-core programming. TBB lets you express logical par-
allelism, such as parallel loops, without becoming entan-
gled in low-level threading details. TBB stresses nested
parallelism, which is critical for modular software. TBB’s

concurrency-friendly containers simplify common patterns
of sharing between parallel activities. TBB rounds out
its concurrency support with critical low-level components
such as locks, atomic operations, and a scalable memory
allocator.

Arch Robison
Intel Corporation
arch.robison@intel.com

MS38

Panel: Challenges of Multicore-Enabling Numeri-
cal Applications

Multicore processors are already ubiquitous. But the stan-
dard languages for writing technical programs are only be-
ginning to adapt to this revolutionary change in the hard-
ware platforms that run them. For FORTRAN, C, and
C++, we need a minimally invasive, maximally portable,
usable, and highly efficient way to extend the semantics
to support parallel programming with high programmer
productivity. The panelists, each expert in one of the com-
peting approaches, will ”square off” to discuss the issues
confronting researchers and businesses who wish to produce
multicore-enabled numerical software.

Robert Schreiber
HP Labs
rob.schreiber@hp.com

MS39

Optimization of Transmission Spectra through Pe-
riodic Aperture Arrays

Periodic arrays of apertures in highly conductive materi-
als are finding increasing application as frequency selec-
tive filters of electromagnetic waves, among other things.
Such structures often exhibit pronounced peaks and dips
in transmission at various frequencies, due to what are typ-
ically identified as resonances. We investigate an optimiza-
tion strategy for finding appropriate material patterns to
give desired transmission spectra, under various assump-
tion on the medium and on the incoming radiation.

David Dobson
Department of Mathematics
University of Utah
dobson@math.utah.edu

MS39

Resonances of Thin Photonic Membranes

Consider the problem of calculating resonance frequencies
and radiative losses of an optical resonator. The optical
resonator is in the form of a thin membrane with variable
dielectric properties. We report on our investigations using
two very different approaches for doing such calculations
[Gopalakrishnan, Moskow, and Santosa, Asymptotic and
numerical techniques for resonances of thin photonic struc-
tures, SIAM J.Appl.Math., 69 (2008), pp.37-63]. The first

is an asymptotic method which exploits the small thickness
and high refractive index of the membrane. We derive a
limiting resonance problem as the thickness goes to zero,
and for the case of a simple resonance, find a first order cor-
rection. The limiting problem and the correction are in one
less space dimension. This dimensional reduction makes
this approach very efficient computationally. We show the-
oretical convergence estimates for the asymptotic problem.
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The second approach, based on the finite element method

with a truncated perfectly matched layer is not restricted
to thin structures. While the asymptotic method finds res-
onance by solving a dense, but small, nonlinear eigenvalue
problem, the finite element method yields a large, but lin-
ear and sparse generalized eigenvalue problem. For a spe-

cific photonic structure considered previously by others, we
show that both the above methods reproduce a localized
defect mode with a high quality factor, found earlier by fi-
nite difference time domain methods. We demonstrate the
use of our new methods in numerical calculations, further
illustrating their differences and advantages.

Jay Gopalakrishnan
University of Florida
jayg@ufl.edu

Shari Moskow
Drexel University
Department of Mathematics
moskow@math.drexel.edu

Fadil Santosa
University of Minnesota
santosa@ima.umn.edu

MS39

The Inverse Born Series for Diffuse Waves and its
Application to Optimal Tomography

Abstract unavailable at time of publication.

Shari Moskow
Drexel University
Department of Mathematics
moskow@math.drexel.edu

MS39

Paper Parameter Estimation using Terahertz
Time-domain Spectroscopy

Abstract unavailable at time of publication.

Fadil Santosa
School of Mathematics
University of Minnesota
santosa@math.umn.edu

MS40

Recovery of High Order Accuracy via Gegenbauer
Reconstruction in Radial Basis Function Approxi-
mation for Discontinuous Problems

Radial basis function (RBF) methods have recently been
investigated for solution of time dependent PDEs. These
methods are mesh-free and yield high order accuracy if the
function is smooth enough. The RBF approximation for
discontinuous problems, however, deteriorates its high or-
der accuracy due to the Gibbs phenomenon. In this talk
we show that high order accuracy can be recovered from
the RBF approximation contaminated with the Gibbs phe-
nomenon if a proper reconstruction method is applied.

Chris Bresten
University of Massachusetts Dartmouth
tba

Sigal Gottlieb
Department of Mathematics
University of Massachusetts at Dartmouth
sgottlieb@umassd.edu

Jae-Hun Jung
Department of Mathematics
SUNY at Buffalo
jaehun@buffalo.edu

MS40

Modeling of Storm Mergers and Tornadogenesis

Using the Advanced Regional Prediction System (ARPS),
a numerical modeling software, we are investigating tor-
nadogenesis promoted by storm mergers. The computer
model output provides very detailed information about
variables such as trajectories of air parcels, cold pools and
origins of low-level vorticity. These can be viewed using the
3-d visualization tool Vis5d. Radar data of storm mergers
and case studies are used to compare with our model out-
put.

Luke Edholm, Patrick Shanahan, Kurt Scholz, Doug
Dokken
University of St. Thomas
ldedholm@stthomas.edu, prshanahan@stthomas.edu,
k9scholz@stthomas.edu, dpdokken@stthomas.edu

MS40

Mathematically Modeling the Mass-Effect of Inva-
sive Brain Tumors

When developing accurate models of tumor development,
it is important to account not only for the invasion of tu-
mor cells into healthy tissue, but also the resulting tissue
damage (mass-effect). Intended to improve existing models
of tumor invasion, the model presented here operates on a
two-dimensional (2D) domain and uses continuum mechan-
ics and finite element analysis to predict the mass-effect of
an invasive tumor in heterogeneous brain tissue as a result
of peri-tumor edema.

Taylor Hines
Arizona State University
taylor.hines@asu.edu

MS40

Invisibility Cloaks for Asymmetric Objects

Metametrials have been constructed to create an “invisibil-
ity cloak” around an object. These work by guiding light
rays around an object, letting them emerge on the opposite
side as if the rays went straight through. To ensure the ray
tracing used to compute the cloak is not the consequence
of symmetry, we used Hamiltonian ray tracing to compute
rays passing through cloaks of objects composed of parts
of cones, cylinders, and spheres.

Andrew Nixon, Miles Crosskey
Rensselaer Polytechnic Institute
Andrew Nixon@brown.edu, mmc31@duke.edu

Gregor Kovacic
Rensselaer Polytechnic Inst
Dept of Mathematical Sciences
kovacg@rpi.edu
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Leland Schick
Rensselaer Polytechnic Institute
tba

MS40

Numerical Methodology for Fluid-structure Inter-
action Problems in Biological Systems

We consider the modeling and analysis of a fluid-structure
interaction problem. The fluid equations, which are cou-
pled through the boundary with an elastic structure, are
studied using finite difference methods. Linear and nonlin-
ear models will be considered in this study. Stability and
convergence of the numerical methods will be presented.
The numerical solutions will be compared against exact
solutions, obtained using analytical tools such as Laplace
Transforms. Applications of the model studied to intracra-
nial saccular aneurysms will be presented.

Minerva Venuti, Kevin Kelbaugh
George Mason University
tba, tba

MS40

Detecting Complex Singularities in Two and Three
Dimensions

An interesting phenomena in interfacial fluid flow is sin-
gularity formation. This can often be understood by an-
alytically extending variables and equations to the com-
plex plane C, and analyzing the motion of singularities in
C. Numerical methods for tracking complex singularities,
based on the asymptotic decay of Fourier coefficients (for
periodic functions) have only been developed for functions
of a single variable. We present a new numerical method to
trace complex singularities for functions of two and three
variables.

Alex Virodov, Kamyar Malakuti, Nan Maung
NJIT
tba, tba, tba

MS41

Understanding the Effects of Rapid Evolution on
Predator-prey Interactions Using the Theory of
Slow-fast Dynamical Systems

Theory about the interplay between ecological and evolu-
tionary processes with comparable time scales has not kept
pace with accumulating evidence. The disparity between
experiment and theory is partially due to the high dimen-
sionality of models that include both evolution and ecolog-
ical dynamics. I present how slow-fast systems theory re-
duces system dimension and generates graphical techniques
that predict and explain the new types of qualitative dy-
namics that can occur in predator-prey systems with rapid
evolution.

Michael Cortez
Cornell University
mhc37@cornell.edu

MS41

Adapting Optimal Control from a Simple Aggre-
gated Model to an Individual-based Model

A fundamental question in invasion biology and wildlife
management concerns the most effective methods to limit

the spread of and to control a harmful population. The hy-
pothesis we investigate is whether optimal control theory
applied to an aggregated, analytic model can be used to
effectively control a harmful species modeled by an IBM,
or whether interactions between individuals, their spatial
distribution, and landscape heterogeneities limit effective-
ness of the control methods derived from the aggregated
model.

Paula Federico
Ohio State University
pfederico@mbi.osu.edu

Louis Gross
University of Tennessee
Ecology and Evolutionary Biology
gross@tiem.utk.edu

Suzanne M. Lenhart
University of Tennessee
Department of Mathematics
lenhart@math.utk.edu

MS41

Effect of the Three Dose Nature of the HPV Vac-
cine on HPV Spread

In recent years an HPV vaccine has been developed to curb
HPV rates and therefore cervical cancer rates in women.
The vaccine is administered in three doses, with increasing
time in between doses. In this work we examine how hypo-
thetical partial immunities and sequence failure rates affect
the effective success rate of the vaccine on HPV spread and
cervical cancer rates in a population.

Angela Gallegos
Department of Mathematics
Occidental College
angela@oxy.edu

MS41

In-host Dynamics of Infectious Wildlife Disease:
Mycoplasma Gallisepticum in Wild Finches

Since the early 1990s, bacterial conjunctivitis (Mycoplasma
gallisepticum) in wild house finches (Carpodacus mexi-
canus) has been studied as a model wildlife disease sys-
tem, providing opportunities to study disease at the indi-
vidual, population and community levels. Here I present
a dynamic model of an individual host’s non-specific and
specific immune responses to infection, with applications
to both natural and controlled experimental infections.

Paul Hurtado
Cornell University
ph62@cornell.edu

MS42

Lubrication Models of Langmuir Foams

Langmuir layers are molecularly-thin polymer layers on a
fluid surface. They exhibit multiple phases (fluid, gas,
liquid crystal, isotropic or anisotropic solid); line ten-
sion drives the system to minimize the phase boundary’s
perimeter. Langmuir foams - bubbles of one phase sepa-
rated by thin lamellae of a second phase - are experimen-
tally ubiquitous. The gradient flow drives these lamellae to
thin and sometimes rupture. We model this thinning via
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lubrication theory for a Hele-Shaw model problem, and for
fluid-fluid and fluid-gas Langmuir foams.

Andrew J. Bernoff
Harvey Mudd College
Department of Mathematics
ajb@hmc.edu

Jeremy Brandman
Courant Institute of Mathematical Sciences
New York Univeristy
brandman@cims.nyu.edu

James Alexander
Department of Mathematics
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james.alexander@case.edu

Elizabeth Mann
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J. Adin Mann, Jr.
Department of Chemical Engineering
Case Western Reserve University
j.mann@case.edu

MS42

Diffuse Interface Modeling of Electrowetting Drops

Electrowetting has recently been explored as a mecha-
nism for moving small amounts of fluids in typical con-
fined spaces. Here we develop a diffuse interface model for
drop motion, due to electrowetting, in a Hele-Shaw geome-
try. We show that details of the contact angle significantly
affect the timescale of motion in the model. The shape dy-
namics and topology changes in the model agree well with
the experiment.

Hsiang-Wei Lu
Dept of Chemistry
Harvey Mudd College
Hsiang-Wei Lu@hmc.edu

Karl Glasner
The University of Arizona
Department of Mathematics
kglasner@math.arizona.edu

Andrea L. Bertozzi
UCLA Department of Mathematics
bertozzi@math.ucla.edu

Chang-Jin Kim
Dept of Aerospace and Mechanical Engineering
UCLA
cjkim@ucla.edu

MS42

Particle Migration and Instabilities in Inclined
Plane Flow of Particle-laden Thin Films

A theory is formulated in order to describe the dynamics of
a thin particle-laden film flowing down an inclined plane.
The evolution of particle concentration is modeled by tak-
ing into account the shear-induced migration of particles.
A pair of coupled PDEs governing the film height and par-

ticle concentration is derived using lubrication approxima-
tion. A numerical code for solving the governing system
is developed and the results are compared to preliminary
experimental data.

Nebo Murisic
Department of Mathematics
UCLA
nebo@math.ucla.edu

MS42

Electrically Driven Squeezing of a Droplet Between
Plane-parallel Surfaces

Abstract unavailable at time of publication.

Thomas Ward
Department of Mechanical and Aerospace Engineering
NC State University
tward@ncsu

MS43

Scalable & Efficient Parallelization of Graph Meth-
ods for Boolean Satisfiability and Power Grid Anal-
ysis on the Cray XMT

Graph-based algorithms have a broad applicability to many
different areas of science and technology. Unfortunately,
executing them efficiently for large-scale graphs requires
a significant time and resource investment on traditional
HPC systems. The Cray XMT multithreaded architecture
provides specialized hardware designed for the efficient par-
allel execution of highly irregular codes, such as those de-
rived from graph algorithms. This presentation will dis-
cuss our experiences in implementing two graph-based al-
gorithms on the Cray XMT system: a Boolean satisfiability
solver based on parallel Survey Propagation and an exact,
edge-based, weighted Betweenness Centrality calculation
applied to power grid analysis.

Daniel Chavarria
Pacific Northwest National Laboratory
daniel.chavarria@pnl.gov

MS43

Novel Graph Algorithms for Structure Extraction
from Informatics Networks

Large informatics graphs such as large social and informa-
tion networks that are increasingly common in Internet
and high-performance computing applications have sur-
prising complex and subtle structural and dynamic prop-
erties. For instance, their size alone, which can be in the
millions or billions or more of nodes, immediately renders
many traditional algorithmic tools unusable. In addition,
their extreme sparsity and adversarial noise properties ren-
der many existing statistical tools inappropriate. Finally,
due to their heavy-tailed properties, these networks are
not meaningfully low-dimensional nor are they meaning-
fully high-dimensional, and thus methods that explicitly
or implicitly rely on either of those common assumptions
have severe limitations. I will describe recently-developed
algorithms that begin to deal with some of these problems
and that allow the analyst to probe in very fine ways non-
trivial structural properties of extremely large informatics
networks. Examples of these algorithms include general-
izations of spectral graph partitioning to find good cuts
that are near a specified node, efficient methods to com-
pute graph resistances that can be used to identify dispro-
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portionately important or influential nodes, graph parti-
tioning algorithms that interpolate between spectral and
flow-based algorithms, and heuristics to characterize the
large-scale clustering structure of large networks.

Michael Mahoney
Stanford University
Applied and Computational Mathematics
mmahoney@cs.stanford.edu

MS43

Parallel Implementation of Tensor Decompositions
for Large Data Analysis

Large data sets can often be mapped into multidimensional
arrays, which we call tensors; the resulting tensor is usu-
ally extremely sparse. Similar to the SVD decomposition
of a matrix there are a number of proposed tensor rep-
resentations in terms of factors. This talk will describe
serial and parallel implementations of several algorithms
for tensor analysis, in particular algorithms which compute
PARAFAC and Tucker representations of tensors. We will
discuss previous and potential applications of these repre-
sentations.

Mark P. Sears
Sandia National Laboratories
mpsears@sandia.gov

Brett W. Bader
Sandia National Laboratories
Computer Science and Informatics Department
bwbader@sandia.gov

Tammy Kolda
Sandia National Labs
tgkolda@sandia.gov

MS44

Cancellous Bone Interrogation Using Upscaling

This paper considers the application of multiscale FEM to
the modeling of cancellous bone as an alternative for Biots
model, whereby the main intention is to decrease the ex-
tent of the necessary laboratory tests. At the beginning the
paper gives a brief explanation of the multiscale concept
and thereafter focuses on the modeling of the representa-
tive volume element (RVE) and on the calculation of the
effective material parameters including an analysis of their
change with respect to increasing porosity. The latter part
of the paper concentrates on the macroscopic calculations,
which is illus- trated by the simulation of ultrasonic test-
ing and a study of the attenuation dependency on material
parameters and excitation frequency. The results endorse
conclusions drawn from the experiments: increasing excita-
tion frequency and material density cause increasing atten-
uation. The homogenization of a poroelastic structure will
also be considered using two-scale-stochastic convergence.
The effective equations will be derived.

Robert Gilbert
Department of Mathematical Sciences
University of Delaware
gilbert@math.udel.edu

Sandra Illic, Klaus Hackl
Ruhr University Bochum
sandra.ilic@ruhr-uni-bochum.de, klaus.hackl@rub.de

MS44

Clinically Relevant Parameter Estimation: What
Parameters Should the Mathematical Model for
Wave Propagation in Cancellous Bone Include?

The bone research community has developed a unique
nomenclature for the set of parameters that describe the
morphometry of trabecular bone as extracted from histo-
logical, microCT, and high resolution MR images. This
terminology differs significantly from those found in the
theories of random heterogeneous media and homogeniza-
tion. In order to facilitate acceptance of new parameters
extracted from mathematical models of wave propagation
in trabecular bone, some care must be exercised in the
choice of parameters and education of clinicians as to these
new quantitative methods. In this presentation, I will re-
view the relationship between existing parameters and sug-
gest targets for future clinical relevance.

Matthew A. Lewis
UT Southwestern Medical Center at Dallas
matthew.lewis@utsouthwestern.edu

MS44

Dehomogenization with Application in Ultrasound
Probing of Cancellous Bones

Dehomogenization refers to the process of inferring from
macroscopic measurement the micro-architectural informa-
tion. l will start with simple examples and elaborate on
how this can be applied to iultrasound probing of cancel-
lous bones.

Miao-Jung Ou
UT Joint Institute for Computational Sciences
Oak Ridge National Laboratory
mou@utk.edu

MS44

Mesoscale Dynamics of Discrete Models of Bone
Tissue

We address the problem of efficient simulation of defor-
mation and wave propagation in bone tissue, in particu-
lar cancellous bone. Non-linear nature of the microscale
constitutive equations and disordered microstructural ge-
ometry make homogenization less effective, or even impos-
sible to apply. We propose an alternative approach: a
dimension reduction strategy for discrete microstructural
models. This strategy produces equations of balance for
average density, momentum and energy at any mesoscopic
space and time scales. The main difficulty, as in homoge-
nization, is to find closure for these balance equations. We
present some new ideas on how to obtain an approximate
closed system for modeling mesoscopic continuum. The
proposed approach is based on space-time averaging and
concentration inequalities from probability theory.

Alexander Panchenko
Washington State University
panchenko@math.wsu.edu

MS45

An A Posteriori Analysis of Finite Volume Element
Method for Quasi-linear Elliptic Problem

We introduce and analyze two computable error estima-
tors for finite volume element solution of a quasi-linear
elliptic problem: residual type and post-processing type.
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The residual error estimator amounts to upper and lower
bounds of the error in certain norm. Moreover, the post-
processing type error estimator is based on the supercon-
vergence of the numerical solution. Numerical experiments
will be presented to illustrate the performance of the pro-
posed estimators. This is a joint work with Dr. Chunjia
Bi at Yantai University in China.

Victor E. Ginting
Department of Mathematics
University of Wyoming
vginting@uwyo.edu

MS45

FVM for a Biosensor Model Using Nonlocal PDEs

FVM is considered for a system of nonlinear PDEs coupled
with ODEs defined only on a portion of the domain bound-
ary. Under certain assumptions, the existence, uniqueness,
and asymptotic to the steady-states are considered. A sub-
optimal error estimate is given along with numerical exam-
ples.

Yanping Lin
Math Department,
University of Alberta
ylin@math.ualberta.ca

MS45

Error Estimation for a Cartesian Grid Finite Vol-
ume Method for Diffusion Problems with Discon-
tinuous Coefficients

Diffusion operators with discontinuous coefficients are en-
countered in problems such as heat conduction and subsur-
face flow. Accurate discretization is challenging when the
discontinuities are not grid-aligned. We describe a Carte-
sian grid finite volume method that represents interfaces
with cut cells and models effective diffusion coefficients
near the discontinuity with an optimal projection scheme.
This is coupled to an adjoint-based scheme that can be
used to provide reliable error estimates and to refine the
model representation.

Michael Pernice
Idaho National Laboratory
Michael.Pernice@inl.gov

Haiying Wang
Colorado State University
Department of Mathematics
wangh@math.colostate.edu

Don Estep
Department of Mathematics
Colorado State University
estep@math.colostate.edu

MS45

A Posteriori Error Analysis of Finite Volume Meth-
ods with Applications to Elliptic, Parabolic and
Navier-Stokes Equations

The goal-oriented a posteriori error analysis based on du-
ality and adjoint operators is carried out in our work for
finite volume methods for ellitpic, parabolic, and Navier-
Stokes equations. The analysis is based on an equivalence
between a cell-centered finite volume scheme for each prob-

lem and the corresponding lowest order mixed method with
proper quadrature rules. The error in the name of quantity
of interest is then computed exactly as a linear functional.

Don Estep
Department of Mathematics
Colorado State University
estep@math.colostate.edu

Michael Pernice
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Colorado State University
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Colorado State University
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Haiying Wang
Colorado State University
Department of Mathematics
wangh@math.colostate.edu

MS46

Solitary Wave Dynamics in a Slowly Varying Po-
tential

We study the Schrodinger equation with Hartree nonlin-
earity, with a slowly varying smooth potential, V (x) =
W (hx), and with an initial condition which is ε away in H1

norm from a soliton. We show that up to time log(1/h)/h
and errors of size ε + h2 in H1, the solution is a soliton
evolving according to the classical dynamics of a natural
effective Hamiltonian, which we compute explicitly. This
result is based on methods of Holmer-Zworski, who prove
a similar theorem for the Gross-Pitaevskii equation, and
on spectral estimates for the linearized Hartree operator
recently obtained by Lenzmann.

Kiril Datchev
University of California, Berkeley
datchev@math.berkeley.edu

Ivan Ventura
UC Berkeley
iventura@math.berkeley.edu

MS46

A Reformulation and Applications of Interfacial
Fluids with a Free Surface

The classic water wave problem consists of finding the ir-
rotational evolution of an ideal fluid with a free interface,
subject to gravity. In this talk, we present a recent re-
formulation of water wave, given in terms of a nonlocal
equation that connects the free interface and the velocity
potential evaluated on the free interface. We also present
an extension of this nonlocal formulation to interfacial flu-
ids bounded by a free surface, and discuss applications of
these equations to the study of interfacial solitary waves.
Of particular interest is an asymptotically distinguished
(2+1)-dimensional generalization of the intermediate long
wave equation, which includes the Kadomtsev-Petviashvili
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equation and the Benjamin-Ono equation as limiting cases.
Lump-type solutions to this (2+1)-dimensional ILW equa-
tion are obtained, and the speed versus amplitude relation-
ship is shown to be linear in the shallow, intermediate, and
deep water regimes.

Terry Haut
University of Colorado, Boulder
terry.haut@colorado.edu

MS46

Multidimensional Solitons with Compact Support

Solitons for quasilinear integrable dispersive equations,
such as the Fermi-Pasta-Ulam and Korteweg-de Vries equa-
tions, all have infinite support. That is, although the soli-
tons are localized in space, they only decay asymptotically
to zero. Recently, (with Philip Rosenau) we discovered
a general class of nonintegrable equations supporting soli-
tons in one, two, and three dimensions with compact sup-
port, called compactons. In contrast to the usual solitons,
these compactons are identically zero outside a central core
region, are nonlinearly self-stabilizing and exhibit the re-
markable soliton property that after colliding with other
compactons, they re-emerge with the same coherent shape.
Also, compact initial data decomposes into a train of com-
pactons. That is, compactons behave similarly to solitons
associated with completely integrable PDEs.

Mac Hyman
Los Alamos National Laboratory
hyman@lanl.gov

Philip Rosenau
Tel-Aviv University
rosenau@post.tau.ea.il

MS46

Computation of Time-periodic Solutions of Nonlin-
ear PDE

I will describe a spectrally accurate numerical method
for finding non-trivial time-periodic solutions of nonlinear
PDE. We minimize a functional (of the initial condition
and the period) that is positive unless the solution is peri-
odic, in which case it is zero. We solve an adjoint PDE to
compute the gradient of this functional with respect to the
initial condition. We apply our method to the Benjamin-
Ono equation and the vortex sheet with surface tension.

Jon Wilkening
UC Berkeley Mathematics
wilken@math.berkeley.edu

David Ambrose
Drexel University
ambrose@math.drexel.edu

MS47

On the Local/global Median Phenomenon in Stable
Matchings

About a decade ago, Teo and Sethuraman showed that
there is a stable matching that matches each participant to
his (lower or upper) median stable partner. Such a stable
matching turns out to be not only fair in a local sense but
also in a global sense. In particular, we will show that the

set of stable matchings of I form a median graph G(I), and
the said stable matchings are medians of G(I).

Christine T. Cheng
University of Wisconsin-Milwaukee
ccheng@cs.uwm.edu

MS47

The Genus of a Digital Image is Determined by its
Foreground, Background, and Reeb Graphs

Our main result is that the topological genus of the bound-
ary of a digital image (itself a topological surface) is pre-
cisely half of the sum of the cycle ranks of three particular
graphs: the “foreground graph” and “background graph,”
which capture topological information about the digital im-
age and its complement, respectively, and the Reeb graph,
relative to the natural height function, associated with the
digital image’s boundary. Additional results include a char-
acterization of when the cycle rank of the Reeb graph fails
to equal the genus of the digital image’s boundary (which
can happen by virtue of the failure of the natural height
function on the boundary of the digital image to be a Morse
function).

Lowell Abrams
Department of Mathematics
The George Washington University
labrams@gwu.edu

Donniell Fishkind, Carey Priebe
Johns Hopkins University
fishkind@ams.jhu.edu, cep@jhu.edu

MS47

Sharing the Cost of a Capacity Network

We consider a communication network where each pair of
users requests a connection guaranteeing a certain capacity.
The cost of building capacity is identical across pairs. Effi-
ciency is achieved by any maximal cost spanning tree. We
construct cost sharing methods ensuring Stand Alone core
stability, monotonicity of one’s cost share in one’s capacity
requests and continuity in everyone’s requests. We define a
solution for simple problems where each pairwise request is
0 or 1, and extend it piecewise-linearly to all problems. The
Uniform solution obtains if we require one’s cost share to
be weakly increasing in everyone’s capacity request. In the
BHM solution, on the contrary, one’s cost share is weakly
decreasing in other agents’ requests. The computational
complexity of both solutions is polynomial in the number
of users. The Uniform solution admits a closed form ex-
pression, and is the analog of a popular solution for the
minimal cost spanning tree problem.

Anna Bogomolnaia
Rice University
annab@rice.edu
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Technion-Israel Institute of Technology
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Herve Moulin
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MS47

On Decomposition Trees of k-trees Representable
as Unit-Rectangle-Visibility Graphs

For k = 1,2,3, let UDT(k) denote the set of decomposition
trees of k-trees that are representable as unit rectangle-
visibility graphs. Using known characterizations of trees
in UDT(1) and in UDT(3), we establish the relationship
between the latter two sets and with the uncharacterized
set UDT(2).

Joan P. Hutchinson
Macalester College
Department of Mathematics
hutchinson@macalester.edu

Alice M. Dean
Skidmore College
adean@skidmore.edu

MS48

Bounds and Error Estimates for Resonance Prob-
lems

Abstract unavailable at time of publication.

David Bindel
Courant Institute of Mathematical Sciences
New York University
dbindel@cims.nyu.edu

MS48

Controlling Dispersion Relations of Frequency De-
pendent Materials near Resonance

Abstract unavailable at time of publication.

Robert P. Lipton
Department of Mathematics
Louisiana State University
lipton@math.lsu.edu

MS48

The Exterior Cloak

We will introduce a new cloaking strategy for conductiv-
ity and Helmholtz equations. Our cloak has the advantage
that, while maintaining a very good accuracy, it does not
use exotic materials. Numerical results to suport the anal-
ysis will be presented.

Daniel Onofrei
Department of Mathematics
University of Utah
onofrei@math.utah.edu

MS48

Sensitivity Analysis of Scattering by Open Dielec-
tric Waveguides

Abstract unavailable at time of publication.

Stephen P. Shipman
Department of Mathematics
Louisiana State University
shipman@math.lsu.edu

MS49

European Option Pricing for Inventory Manage-
ment and Control

We explore the use of option contracts as a means of man-
aging and controlling inventories in a retail market. Specif-
ically merchants can buy option contracts on unsold inven-
tories of retail goods as a method for managing, pooling,
or transferring risk. We propose and price a new class of
European put options on an inventory where the buyer is
allowed to freely control the sale price of the underlying
good during the contract period.

Bryant Angelos, McKay Heasley, Jeffrey Humpherys
Brigham Young University
bryantangelos@gmail.com, mheasley@byu.net,
jeffh@math.byu.edu

MS49

A Stochastic Approach to Modeling Acid Precipi-
tations Impact on a Tri-trophic Aquatic Ecosystem

We implemented an empirically-based Markov Chain to
model variable environmental conditions of an acidified
lake. Simulations were run to represent a given time frame
of varying conditions that may impact ecosystem dynam-
ics. The simulation results were then compared with a
deterministic approach using optimal environmental con-
ditions as well as the mean environmental conditions from
the stochastic model.

Brenton Blair
Rensselaer Polytechnic Institute
blairb@rpi.edu

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

MS49

Kinetic Modeling of the Maillard Reaction

The Maillard reaction is a complex sequence of chemical
reactions involving amino acids and sugars. It plays an im-
portant role in aging, and contributes to the pathogenesis
of diabetes and neurological diseases such as Alzheimer’s.
In this talk a model for the Maillard reaction is presented.
The analysis of the resulting system involves a combination
of analytic methods and numerical simulations. The results
from this analysis will be compared with experimental data
for the Maillard reaction.

Michelle Burke
Howard University
burkem2@rpi.edu

Mark Holmes
Rensselaer Polytechnic Institute
holmes@rpi.edu

MS49

Vaccinating Against HPV in a Dynamical Social
Network

We develop a dynamical network model to examine the rel-
ative merits of strategies for vaccinating women against the
sexually transmitted Human Papillomavirus, which can in-
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duce cervical cancer. The model community is represented
as a sexual network of individuals with links dynamically
created and destroyed through statistical rules based on
the node characteristics. Various strategies for distribut-
ing an allotted number of doses of vaccine are tested for
effectiveness in reducing the incidence of cervical cancer.

Pamela B. Fuller, Toni Wagner
Rensselaer Polytechnic Institute
Fullep@rpi.edu, wagnet2@rpi.edu

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

MS49

Meteorologically-Adjusted PM-fine Trend Analysis

Fine particulate matter (PM2.5) is a complex mixture of
solid and particles suspended in the air that have an aero-
dynamic diameter of 2.5 micrometers or less. These par-
ticles can impose a variety of harmful health effects. The
purpose of this project was to evaluate the effectiveness of
EPAs NOx-SIP Call (Nitrogen Oxides State Implementa-
tion Plan Call) in curbing PM2.5 concentrations in North
Carolina. Autoregressive linear modeling techniques were
used to remove the effects of meteorology.

Kristen Gore, Marshall Gaddis, Nicole Bader
North Carolina State University
klgore@ncsu.edu, mggaddis@ncsu.edu, njbader@ncsu.edu

MS49

Pricing of American Inventory Options

We expand our work on option pricing in a retail setting
to include American-type contracts, where the retailer can
exercise the option at any time during the contract period,
thus requiring that the writer pay for, and remove, any
unsold inventory. This twist to our previous work adds a
layer of complexity to the pricing problem, but also makes
it more realistic, whereby the retailer can dump low selling
goods immediately.

McKay Heasley, Christina Benhaim, Jeffrey Humpherys,
Jialin Li
Brigham Young University
mheasley@byu.net, bookworm7books@yahoo.com,
jeffh@math.byu.edu, ljl368@yahoo.com

MS50

A Discontinuous Galerkin Solver for Full-band
Boltzmann-Poisson Models

We present new preliminary results of a discontinuous
Galerkin (DG) scheme applied to deterministic compu-
tations of the transients for the Boltzmann-Poisson (BP)
system describing electron transport in semiconductor de-
vices. We use the full band models, which guarantee accu-
rate physical pictures of the energy-band function. These
models are widely used in DSMC simulators, but only re-
cently the transport Boltzmann equation was considered,
where approximate solutions were found by means of spher-
ical harmonics expansion of the distribution function. The
DG method allows us to consider these more complex
band structure models without sacrificing computational
efficiency. We use energy band data to obtain a smooth in-

terpolant of the energy band function to test our DG solver
in the case of bulk silicon. More general applications will
be considered in the future.

Yingda Cheng
Dept. of Math and ICES
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MS50

Lagrangian Simulations of the Vlasov Poisson Sys-
tem

In the Vlasov Poisson system, the ratio of the electron time
scale to the ion time scale is at least 104, making this a stiff
system. In this talk we will investigate the use of high order
time stepping, based on integral Differed Correction, as a
way of increasing efficiency in fully lagrangian simulations
of the Vlasov Poisson system. The goal is to explore ways of
bridging the electron ion time scale. We apply the method
to several test case, including the virtual cathode and two
stream instability.

Andrew J. Christlieb
Michigan State Univerity
Department of Mathematics
andrewch@math.msu.edu

MS50

Lagrangian Particle Method for the Vlasov-Poisson
Equations

A numerical method is presented for collisionless electro-
static plasmas based on the Lagrangian form of the Vlasov-
Poisson equations. The charge flow map is represented by
quadrilateral panels in phase space. The particle-particle
force is regularized and the panels are adaptively subdi-
vided to resolve filamentation. Simulations are presented
for the instability of an electron beam.

Robert Krasny
University of Michigan
Department of Mathematics
krasny@umich.edu

MS50

Conservative High Order Semi-Lagrangian Method
for the Vlasov Equation

We propose a novel semi-Lagrangian method for the Vlasov
equation, which combines Strang splitting in time with
WENO reconstruction in space. A key insight is that
the spatial interpolation matrices, used in the reconstruc-
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tion process, can be factored into flux matrices, because of
which WENO can be applied. The CFL time step restric-
tion is removed in the semi-Lagrangian framework. The
quality of the method is demonstrated by several classical
problems in plasma physics.

Jingmei Qiu
Colorado School of Mines
Department of Mathematical and Computer Sciences
jingqiu@mines.edu

Andrew J. Christlieb
Michigan State Univerity
Department of Mathematics
andrewch@math.msu.edu

MS51

Approximate Cloaking and Applications

Less-than-ideal cloaking structures, in addition to being
more physically realistic than ideal ones, may be useful in
the trapping and manipulation of waves. I will describe
joint work with M. Lassas, Y. Kurylev and G. Uhlmann
on approximate cloaks for a class of equations containing
the acoustic and Schroedinger wave equations, and their
possible applications.

Allan Greenleaf
Department of Mathematics
University of Rochester
allan@math.rochester.edu

MS51

Virtual Reshaping and Invisibility in Obstacle
Scattering

In this talk, we consider reshaping an obstacle virtually
by using transformation optics in acoustic and electromag-
netic scattering. Among the general virtual reshaping re-
sults, the virtual minification and virtual magnification are
particularly studied. Stability estimates are derived for
scattering amplitude in terms of the diameter of a small
obstacle, which implies that the limiting case for minifica-
tion corresponds to a perfect cloaking, i.e., the obstacle is
invisible to detection.

Hongyu Liu
Department of Mathematics
University of Washington
hyliu@u.washington.edu

MS51

Cloaking by Anomalous Localized Resonance:
Principles, Problems and Possibilities

We discuss the mechanism for cloaking or hiding of objects
from detection by probing with electromagnetic waves us-
ing the mechanism of anomalous localized resonance, also
called reactive cloaking to distinguish it from the alterna-
tive method based on transformation optics or refraction.
We highlight the requirements for this type of cloaking, and
compare them with those of refractive cloaking. We dis-
cuss the challenge common to both methods of achieving
cloaking over extended spectral ranges and spatial regions,
and possible ways of meeting the challenge.

Ross McPhedran
CUDOS ARC Centre of Excellence
& School of Physics, University of Sydney

ross@physics.usyd.edu.au
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University of Utah
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MS51

Approximate Cloaking by Change of Variables

In this talk we will discuss about the possibility of cloak-
ing materials from monochromatic EM guided waves or
acoustics waves using only nonsingular (regular) cloaks.
Although perfect cloaking is impossible using only regu-
lar materials, we will describe the procedure of building an
approximate cloak which achieves cloaking within a cer-
tain error independent of the materials to be cloaked. Two
central ideas behind our results are: (i) the use of a suit-
able nonsingular transformation of variables, and (ii) the
introduction of a suitable conducting layer around the ma-
terial to be cloaked in between the material and the cloak.
We will introduce the main ideas and the analytical re-
sults of our work and will present several numerical results
for the two and three dimensional case, complementary to
our analysis, to highlight the role of the conducting layer
and the role of the cloak in the cloaking process, and to
show how the error in the approximate cloaking depends
on the conductivity in the layer. In all our numerical re-
sults extremely singular materials (analytically described)
to be cloaked will be considered. We will also present the
analytical arguments used to obtain such materials and
will numerically highlight their singular behavior. Numer-
ical examples will be discussed showing the approximate
cloaking achieved using these methods.

Daniel Onofrei
Department of Mathematics
University of Utah
onofrei@math.utah.edu

MS52

Correctors, Homogenization, and Field Fluctua-
tions for the pε(x)-Laplacian with Rough Exponent

In this talk, properties of local fields inside mixtures of two
nonlinear power law materials are studied. This constitu-
tive model is frequently used to describe several phenomena
ranging from plasticity to optical nonlinearities in dielec-
tric media. We develop new multiscale tools to bound the
local singularity strength inside microstructured media in
terms of the macroscopic applied fields.

Silvia Jimenez
Department of Mathematics
Louisiana State University
sjimenez@math.lsu.edu
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MS52

A Homotopy Method in Regularization of TV Min-
imization Problems for Image Denoising

Homotopy methods can often be used to make mathemat-
ical programming problems easier to solve. One source of
notoriously difficult problems is total variation image de-
noising problems. We present a method using the regular-
ization parameter as a homotopy parameter to numerically
approximate solutions to TV minimization problems. A re-
lationship is established between the homotopy parameter
and the radius of the Kantorovich ball guaranteeing the
convergence of Newton’s method. Convergence analysis
and numerical results are presented.

Luis Melara
Shippensburg University
lamelara@ship.edu

MS52

The Mathematics Behind Energy and Earth Sys-
tems Modeling

Our use of energy and the resulting effects on the worlds
climate are tightly interwoven. Global warming effects are
already having a clear impact, including melting polar ice
caps, hurricanes and other extreme events. In this talk, I
will give a short history of some of the mathematical foun-
dations behind these models and discuss the connections
between mathematics, the development of new and effi-
cient energy sources and methods for analyzing the effects
of climate change.

Juan C. Meza
Lawrence Berkeley National Laboratory
meza@hpcrd.lbl.gov

MS52

Modeling Faculty Teaching Workload as a Linear
Program and Automating

We model the problem of assigning classes to faculty as
a linear program, which consists of approximately 8000
variables and 450 equality and inequality constraints for
the Department of Math at UTPA. Moreover, we describe
the use of the modeling language GAMS, which facilitates
writing large problems. Finally, we show a web application
created by students to automate many of the processes.

Cristina Villalobos
University of Texas-Pan American
mcvilla@utpa.edu

MS53

Models for Superspreading Micro-droplets

Many fluid thin-films contain surfactants, and moreover at
such concentrations that micellar aggregates form within
the fluid. This talk will discuss recent models for this ag-
gregation and how their presence affects the surface ten-
sion. On small scales Marangoni forces, created by surface
tension gradients, become important and for some classes
of surfactants ”superspreading” occurs. This will be dis-
cussed in the light of recent modelling.

Richard Craster
Department of Mathematical & Statistical Sciences
University of Alberta
craster@ualberta.ca

Omar Matar, David Beacham
Imperial College London
o.matar@imperial.ac.uk, d.beacham07@imperial.ac.uk

MS53

Bistability in Liquid Crystal Displays

Motivated by applications in the Liquid Crystal Display
(LCD) industry, we consider a thin film of nematic liquid
crystal (NLC) sandwiched between parallel plates. NLC
molecules can rotate the plane of polarized light, so when
placed between crossed polarizers, light may pass through
the NLC layer if the molecules are suitably oriented. We
consider a new design for a bistable LCD, with distinct
zero-field states; and investigate switching by transient ap-
plication of an electric field.

Linda Cummings
Department of Mathematical Sciences
New Jersey Institute of Technology
linda.j.cummings@njit.edu

MS53

Coarsening of Dewetting Films 2: Transient and
Self-similar Dynamics

Using the dynamical system model for the evolution of
drops derived in the previous talk, we explore connec-
tions with mean-field models of coarsening, including the
Liftshitz-Slyozov-Wagner model. While information is lost
in the mean-field model, we show that they can give rea-
sonable predictions of the self-similar distribution of drops
sizes. However, before the system achieves self-similarity,
significant transient dynamics can occur. We describe a
”stair-stepping” mode that occurs in drop populations aris-
ing from spinodal dewetting.

Michael Gratton
Dept of Engineering Sciences and Applied Mathematics
Northwestern University
m-gratton@northwestern.edu

Thomas P. Witelski
Duke University
Department of Mathematics
witelski@math.duke.edu

MS53

Coarsening of Dewetting Films I: the Influence of
Gravity

Dewetting instabilities for thin films of viscous fluids yield
arrays of droplets. The PDE model given by lubrication
theory is reduced to a dynamical system for the evolution
of the drops. The number of drops successively decreases
as smaller drops are eliminated. While gravity has a very
weak influence on the original film, we show that it has a
significant influence on the later stages of the dynamics,
dramatically slowing the rate of coarsening.

Michael Gratton
Dept of Engineering Sciences and Applied Mathematics
Northwestern University
m-gratton@northwestern.edu

Thomas P. Witelski
Duke University
Department of Mathematics



AN09 Abstracts 67

witelski@math.duke.edu

MS54

Injective Colorings of Sparse Graphs

Let mad(G) denote the maximum average degree (over
all subgraphs) of G and let χi(G) denote the injective
chromatic number of G (in an injective coloring, vertices
must receive distinct colors if they have a common neigh-
bor). If Δ denotes the maximum degree of G, then clearly
χi(G) ≥ Δ. We study upper bounds on mad(G) that imply
χi ≤ Δ+ c for c ∈ {0, 1, 2}, obtaining the following results.
If mad(G) < 14

5
and Δ ≥ 4, then χi(G) ≤ Δ + 2. When

Δ = 3, we show that mad(G) < 36
13

implies χi(G) ≤ 5; in

contrast, we give a graph G with Δ = 3, mad(G) = 36
13

,

and χi(G) = 6. If mad(G) ≤ 5
2
, then χi(G) ≤ Δ + 1;

similarly, if mad(G) < 42
19

, then χi(G) ≤ Δ. When G is a
planar graph with Δ ≥ 4, we have the following improve-
ments. If girth(G) ≥ 9, then χi(G) ≤ Δ + 1; similarly, if
girth(G) ≥ 13, then χi(G) = Δ.

Dan Cranston
Center for Discrete Mathematics and Theoretical
Computer
Science (DIMACS)
dcransto@gmail.com

Seog-Jin Kim
Konkuk University
skim12@konkuk.ac.kr

Gexin Yu
Department of Mathematics
The College of William and Mary
gyu@wm.edu

MS54

Some Results on Ramsey Numbers and Turán
Numbers

The Ramsey number r(G,H) of two graphs G and H is
the least n such that every red/blue edge-coloring of Kn

contains either a red G or a blue H. The Turán number
ex(n,G) is the maximum number of edges in an n-vertex
graph that does not contain G as a subgraph. The Ramsey
problem and the Turán problem are related, and they play
central roles in extremal graph theory. We first note a sim-
ple but useful connection between r(G,Km) and ex(n,G),
which can be used to generalize some known results. Then,
among other things, we discuss r(G,Km) when G is a theta
graph: that is G is obtained by joining two vertices with in-
ternally disjoint paths. We will also discuss the Turán num-
bers of subdivisions of cliques and the effect on ex(n,H)
when a “bridge’ is added between two adjacent vertices of
H.

Tao Jiang
Department of Mathematics and Statistic
Miami University
jiangt@muohio.edu

MS54

Multi-coloring the Mycielskian of Graphs

A k-fold coloring of G is a function assigning to each vertex
a set of k colors so that adjacent vertices receive disjoint
color sets. Let χk(G) be the minimum number of colors

in a k-fold coloring, and let μ(G) be the Mycielskian of G.
We conjecture that for any n ≥ 3k − 1, there is some G
with χk(G) = n and χk(μ(G)) = n + k. This is equivalent
to proving χk(μ(K(n, k))) = n + k for the Kneser graphs
K(n, k) with n ≥ 3k − 1. We confirm this when k is 2 or
3 or divides n, and when n ≥ (3k2)/(ln k). Moreover, we
determine the values of χk(μ(C2q+1)) for 1 ≤ k ≤ q.

Wen-Song Lin
Southeast University, Nanjing, China.
wslin@seu.edu.cn

Daphne D. Liu
California State University, Los Angeles
Department of Mathematics
dliu@calstatela.edu

Xuding Zhu
National Sun Yet-Sen University, Taiwan
zhu@math.nsysu.edu.tw

MS54

The Degree-associated Reconstruction Number of
a Graph

The reconstruction number of a graph is the minimum num-
ber of one-vertex-deleted subgraphs needed to determine
it. The degree-associated reconstruction number drn(G)
is the minimum number needed when the degree of the
missing vertex is given along with each subgraph. We
characterize drn=1. Almost always drn≤2. For all but
two caterpillars, drn=2. We know only two trees with
drn>2, but drn≥3 for any vertex-transitive graph other
than Kn or its complement. For an n-vertex k-regular
graph, drn≤ min{k + 2, n− k + 1}.
Michael Barrus, Douglas B. West
Univ of Illinois - Urbana
Department of Mathematics
mbarrus2@math.uiuc.edu, west@math.uiuc.edu

MS55

Detecting Community Structure in Dynamic Net-
works

Community structure detection in networks has important
applications in understanding social structures, spread of
epidemics, etc. However most algorithms for detecting
communities (defined as tightly connected group of nodes)
are applicable only to a static network with fixed nodes
and edges. In reality, social networks are dynamic and the
connections change with time. In this talk, we present an
algorithm that can dynamically detect the change in com-
munities as the network evolves over time steps.

Sanjukta Bhowmick
Department of Computer Science and Engineering
Pennsylvania State University
bhowmick@cse.psu.edu

Shweta Bansal
Penn State University
shweta@sbansal.com

Kelly Fermoyle
Dept of Computer Science and Eng
Pennsylvania State University
kjfermoyle@gmail.com
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Padma Raghavan
The Pennsylvania State Univ.
Dept of Computer Science Engr.
raghavan@cse.psu.edu

MS55

High Performance Computing for Large Graph
Problems

Graph abstractions have long been central to sparse ma-
trices, parallel computing, chemistry, logistics and many
other areas. But recent years have witnessed a further
broadening of graph models to represent entities and rela-
tionships in ecology, social science, text analysis and other
fields. There is a growing need for high performance graph
algorithms to address problems in which the data is very
large and/or timely response is important. For complex
graphs, algorithms often exhibit very poor locality, and so
cache-based architectures, and message-passing program-
ming models deliver disappointing performance. In this
talk, I will discuss our exploration of non-traditional archi-
tectures and programming models for graph algorithms,
placing this work in the larger context of ongoing changes
within the high performance computing universe.

Bruce Hendrickson
Sandia National Labs
bahendr@sandia.gov

Jonathan Berry
Sandia National Laboratories
jberry@sandia.gov

MS55

Anatomy of a Distributed Graph

For the large-scale matrix and vector data structures used
in scientific computing the data distribution process has be-
come relatively well understood. However, the increasing
prominence of large-scale graph-based problems has mag-
nified the importance of effective computation with dis-
tributed graph structures. Based on our experience with
the Parallel Boost Graph Library, we present an overview
of the unique characteristics of distributed graph data
structures and the impact of these characteristics on ap-
plication development and performance.

Andrew Lumsdaine, Douglas Gregor, Nick Edmonds
Open Systems Laboratory
Indiana University
lums@cs.indiana.edu, dgregor@cs.indiana.edu,
ngedmond@cs.indiana.edu

MS55

Structure of Large Scale Social Contact Graphs and
its Effect on Epidemics

In recent years, there has been a lot of interest in study-
ing the spread of epidemics on social contact graphs. We
discuss important structural properties of a class of large
scale synthetic social contact graphs. We discuss what ef-
fect the underlying graph structure has on the disease dy-
namics, and how these structural properties can be used in
designing effective interventions for epidemics (e.g., whom
to vaccinate), which is an important public health issue.

Anil Vullikanti
Dept. of Computer Science, and Virginia Bioinformatics

Inst.
Virginia Tech
akumar@vbi.vt.edu

MS56

Implicitly Coupled Solvers for the Simulation of
Fluid-Structure Interaction

Simulation of fluid-structure interaction is a complex prob-
lem that involves modeling different physics for the fluid
and the structure and coupling them together in a sta-
ble and efficient manner. In this talk we discuss scal-
able techniques in the multilevel Newton-Krylov-Schwarz
family for solving the nonlinear, monolithically coupled
fluid-structure interaction system on moving finite element
meshes in the arbitrary Lagrangian-Eulerian framework.
We report numerical results obtained on supercomputers
for the simulation of blood flows in arteries.

Andrew T. Barker
Department of Applied Mathematics
University of Colorado, Boulder
andrew.barker@colorado.edu

Xiao-Chuan Cai
University of Colorado, Boulder
cai@cs.colorado.edu

MS56

Application of Newton-Krylov Methods to the Im-
plicit Solution of Problems in Radiation Hydrody-
namics

The fields of radiation and hydrodynamics are, individ-
ually, time-honored disciplines. However, only recently
have complex problems in radiation hydrodynamics–a sin-
gle field encompassing the interplay of radiation and hy-
drodynamics together–become computationally tractable.
We discuss how we are using implicit nonlinear solvers,
especially preconditioned Newton-Krylov methods, as so-
lution techniques in this field. We also discuss the mul-
tiphysics, multimodel challenges we face: diverse distance
scales, time scales, physical regimes, species, and radiation-
matter couplings.

Eric S. Myra
University of Michigan
emyra@umich.edu

Douglas Swesty
State University of New York at Stony Brook
dswesty@mail.astro.sunysb.edu

MS56

Schur-Complement and Block-Preconditioned Iter-
ative Techniques for Coupled Subsurface Flow and
Geomechanics

In this work, we consider efficient solution methods for
mixed finite element models of fluid flow through de-
formable porous media. Our main focus is preconditioning
techniques to accelerate the convergence of Newton-Krylov
solvers. We highlight an approach in which precondition-
ers are built from block-factorizations of the coupled sys-
tems. The resulting methodology allows one to extend effi-
cient single-physics preconditioners to multi-physics appli-
cations, leading naturally to an object-oriented simulation
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approach.

Joshua A. White, Ronaldo Borja
Stanford University
joshua.white@stanford.edu, borja@stanford.edu

MS56

Nonlinear Solvers and Their Multiphysics Applica-
tions

This presentation provides an overview of issues arising
in large-scale multiphysics simulations and general ap-
proaches for solutions. We discuss several popular implicit
nonlinear solver technologies and show examples of uses of
one of these, the Newton-Krylov method, within the con-
text of multiphysics problems.

Carol S. Woodward
Lawrence Livermore Nat’l Lab
cswoodward@llnl.gov

MS58

Deterministic Uncertainty Quantification for Finite
Volume Approximations of Systems of Nonlinear
Conservation Laws

We consider the deterministic propagation of statistical
model parameter uncertainties in numerical approxima-
tions of nonlinear conservation laws. Particular attention
is given to finite volume discretizations of the Reynolds-
averaged Navier-Stokes equations with (1) PDE turbulence
models and (2) finite rate chemistry models for a nitrogen-
oxygen atmosphere. As a practical matter, these calcula-
tions are often faced with many sources of parameter un-
certainty. Some example sources of parameter uncertainty
include empirical equations of state, initial and boundary
data, turbulence models, chemistry models, catalysis mod-
els, radiation models, and many others. To deterministi-
cally calculate the propagation of model parameter uncer-
tainty, stochastic independent dimensions are introduced,
see for example [M. Klieber and T.D. Hien, The Stochas-
tic Finite Element Method, John Wiley and Sons, 1992],
[R.G. Ghamen, Ingredients for a General Purpose Stochas-
tic Finite Element Formulation, CMAME, Vol. 168, 1999],
or [D. Xiu and G. Karniadakis, Modeling Uncertainty in
Flow Simulation via Generalized Polynomial Chaos, JCP,
Vol. 187, 2002]. In the present formulation, piecewise
polynomial basis representations are constructed in these
new independent dimensions and the resulting discretized
conservation law systems solved using a multilevel domain
decomposition solution technique well suited to parallel
computer architectures. Keen attention is given to situ-
ations arising in compressible flow computations whereby
discontinuites in the solution variables occur in both phys-
ical and stochastic coordinates. This necessitates adaptive
discretization via limiting in both physical and stochastic
coordinates. Various numerical computations with statisti-
cal model parameter uncertainty are shown to demonstrate
properties of the formulation:

• 2D and 3D compressible RANS flow with statistical
turbulence model uncertainty.

• 2D and 3D compressible RANS flow with 5 species
nitrogen-oxygen finite-rate chemistry model with sta-
tistically uncertain chemical reaction model parame-
ters.

Tim Barth
NASA Ames Research Center
Timothy.J.Barth@nasa.gov

MS58

Recent Developments of the Multiscale Finite Vol-
ume Procedure

The multi-scale-finite-volume procedure (MSFV, Jenny et.
al, JCP 2003) for the approximated solution of elliptic
problems with variable coefficients has been recently mod-
ified in various directions to cope with the requirements
from different fields of applications. However, the key ideas
of the MSFV procedure (see also Chen and Hou, JCP 2003)
are shared by all developments. First, a set of basis func-
tions honoring the fine-scale features of the variable coeffi-
cient are introduced to define a coarse scale problem with
drastically fewer degrees of freedom. Second, the same ba-
sis functions are used to reconstruct a fine-scale solution
after the coarse-scale problem has been solved. Finally, a
vector field approximating the gradient of the solution and
fulfilling the conservation law represented by the original
elliptic equation can be evaluated. Recently introduced
generalizations include an iterative procedure to improve
the solution to any desired level of accuracy (Hajibeygi et
al., JCP 2008; Bonfigli and Jenny, submitted JCP) and the
application to parabolic problems (Hajibeygi and Jenny,
submitted JCP). In the first part of the talk we present the
basic concepts of MSFV with particular attention to its it-
erative version IMSFV. In the second and conclusive part
we then provide an overview on currently considered ap-
plications. These include compressible and incompressible
reservoir simulations governed by the Darcy’s law, the sim-
ulation of incompressible flows around complex geometries
solving the Navier-Stokes equations with the immersed-
boundary approach, and the simulation of flows governed
by the Stokes and Darcy equations in different parts of the
integration domain.

Giuseppe Bonfigli

ETH-Zentrum (Switzerland)
bonfigli@ifd.mavt.ethz.ch

MS58

Immersed Finite-Element-Volume Methods for In-
terface Problems

We consider finite-element-volume methods based on im-
mersed finite element (IFE) functions for 2nd order elliptic
boundary value problems with discontinuous coefficients.
The IFE basis functions are piece-wise linear polynomi-
als satisfying the jump conditions approximately (or even
exactly in certain situations) at the material interface. In
addition, the mesh used in IFE does not have to be aligned
with the interface. Therefore structured Cartesian meshes
can be used in immersed finite-element-volume methods
for solving problems with non-trivial interfaces. IFE based
on triangular and rectangular meshes will be discussed and
numerical examples will be presented to illustrate features
of these methods.

Tao Lin
Department of Mathematics, Virginia Tech
tlin@math.vt.edu

MS58

A Posterior Error Estimate for Finite Volume
Methods of Second Order Elliptic Problems

We establish a posterior error analysis for finite volume
methods of second order elliptic problems. The residual
based error estimator can be applied to different types of
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finite volume methods.

Xiu Ye
University of Arkansas, Little Rock
xxye@ualr.edu

MS59

Advanced Numerical Modeling and Data Assimila-
tion for Flood Management

Abstract unavailable at time of publication.

Emmanouil Anagnostou
University of Connecticut
tba@uct.edu

MS59

In-situ and Remote Monitoring of Environmental
Water Quality

Abstract unavailable at time of publication.

John Cleary
Dublin City University
tba

MS59

Developing Operational Systems with DelftFEWS
to Turn Available Data Streams into Information
for Operational Water Management

Abstract unavailable at time of publication.

Peter Gijsbers
Deltares
tba@deltares.com

MS59

Decision Support Systems for Integrated Water
Resources Management

Abstract unavailable at time of publication.

Jesper Kjelds
DHI Group
jtk@dhigroup.com

MS60

The Near Field Refractor Problem

Given an n − 1 dimensional screen find an interface sur-
face in Rn that separates two media with different index
of refraction, say glass and air, such that all rays emanat-
ing from one point and with given intensity illuminate the
screen with a prescribed intensity. We prove the existence
of this surface. This yields a lens which focus all rays em-
anating from one point into a screen in a prescribed way.

Cristian Gutierrez
Department of Mathematics
Temple University
gutierre@temple.edu

MS60

Integral Surfaces of Vector Fields and Optical De-

sign

The problem of controlling a single ray bundle has applica-
tions to the design of both image formation systems and for
illumination systems. Despite being fundamental to both
these of these areas, the problem is still not fully under-
stood. I will show how it is naturally framed in terms of
constructing surfaces that are orthogonal to a collection of
given vector fields and give several applications, including
a driver-side mirror that has no blind-spot or distortion.

R. Andrew Hicks
Department of Mathematics
Drexel University
ahicks@math.drexel.edu

MS60

Optical Design of Freeform Mirrors and Lenses for
Beam Shaping

Two-mirror and two-lens devices converting an incident
plane wave of a given cross section and intensity into an
output plane wave irradiating at a given set with prescribed
intensity are required in many applications. Most of the
known designs are restricted to rotationally symmetric mir-
rors/lenses. In this talk I will discuss designs with freeform
mirrors/lenses. It will be shown that these problems can be
studied and solved numerically as optimal transportation
problems with Fermat-like functionals.

Vladimir Oliker
Department of Mathematics and Computer Science
Emory University
oliker@mathcs.emory.edu

MS60

Eikonal Functions and Their Use in Lens Design

The notion of eikonal functions goes back to Hamilton’s
original papers on geometrical optics. They are used by
lens designers since the late 19th century mostly for no-
tation purposes. This seems surprising since an eikonal
function carries all the geometrical information on the op-
tical element. The difficulty in using such a function in a
design process is that it is a function of 4 variables which is
hard to characterize or to compute. I shall present a design
method that is based on eikonal functions.

Jacob Rubinstein
Department of Mathematics
Indiana Univ. and Technion-Israel Institute of Technology
jrubinst@indiana.edu

MS61

Comprehensive High-accuracy Modelling of Elec-
tromagnetic Effects in Complete Nanoscale RF
Blocks

IC design automation tools are indispensable for RF de-
signers in the transition to the nano-scale era. These tools
are needed to develop nano-scale designs of unprecedented
complexity and performance and, in addition, enable the
achievement of single-pass design success to avoid costly
re-spins and the loss of market opportunities. Next gener-
ation designs will be challenged by an increased number of
trouble spots, many of which negligible at lower frequen-
cies but representing a significant limitation for future de-
signs. These trouble spots will have to be accounted for
during the design phase in order to avoid costly mishaps
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that can originate potential failures and additional design
and silicon iterations, and must be addressed in future de-
sign automation tools. The key to the avoidance of these
trouble spots is the recognition that devices can no longer
be treated in isolation. Complete RF blocks must be con-
sidered as one entity. Today, it is not possible to perform
such analyses of complete RF blocks. In this presentation,
we discuss methodologies to make this possible, thereby
enabling designer to minimize turnaround time without
compromising design quality and first-time-right require-
ments. An important ingredient is the benchmarking of
simulations against measurements; several examples will
be given.

Wil Schilders
NXP Semiconductors, Research
wil.schilders@nxp.com

MS61

Nanometer-scale Integrated Circuit Thermal Anal-
ysis

Thermal analysis has long been essential for designing re-
liable, high-performance, cost-effective integrated circuits.
The move to nanoscale fabrication processes is increasing
the importance of quantum thermal phenomena. Accurate
thermal analysis of nanoscale ICs containing hundreds of
millions of devices is challenging. In this talk, I present
ThermalScope, a multi-scale thermal analysis method for
nanoscale IC design. It unifies microscopic and macro-
scopic thermal physics modeling methods. It supports
adaptive multi-resolution modeling. Together, these ideas
enable efficient and accurate characterization of nanoscale
quantum heat transport as well as chip–package level heat
flow. ThermalScope is designed for full-chip thermal analy-
sis of billion-transistor nanoscale IC designs, with accuracy
at the scale of individual devices.

Li Shang
Department of Electrical and Computer Engineering
University of Colorado at Boulder,Boulder, CO 80305,
USA
Li.Shang@Colorado.EDU

MS61

Using an Open Source PDE Solver to Model De-
position Processes

Deposition processes such as electrochemical deposition or
chemical vapor deposition are best represented mathemat-
ically by a system of partial differential equations (PDEs)
that govern the bulk transport as well as boundary condi-
tions that govern the motion of the interface onto which
material is deposited. In order to derive and solve these
equations, techniques such as the level set method or phase
field method are required. These are generally hard to pro-
gram and require specialized knowledge and sophisticated
numerical methods that are not readily available to most
interested parties. This presentation will describe an open
source PDE solver (FiPy http://www.ctcms.nist.gov/fipy)
that can be used to easily pose and solve equations that
arise from models of deposition processes. A number of
examples will be demonstrated including models of super-
conformal electrodeposition, diffusion-limited leveling and
the electrochemical phase field model. The presentation
will also emphasize the improvements that are still neces-
sary to make FiPy more accessible to a wider user base
and the need for more community participation in order to

drive these improvements.

Daniel Wheeler, Thomas Moffat, Jonathan Guyer
National Institute of Standards and Technology
daniel.wheeler@nist.gov, thomas.moffat@nist.gov,
guyer@nist.gov

MS61

A Novel Method for Nano-scale VLSI Circuit Per-
formance Verification with Parameter Variations

Abstract unavailable at time of publication.

Dian Zhou
Electrical and Computer Engineering Dept.
University of Texas at Dallas, Richardson, TX 75083
U.S.A
zhoud@utdallas.edu

MS62

Existence and Stability of Counter-propagating
”Nearly-two-soliton” Solutions in the Fermi-Pasta-
Ulam Lattice

We study the interaction of small amplitude, long wave-
length solitary waves in the Fermi-Pasta-Ulam model with
general nearest-neighbor interaction potential. We es-
tablish global-in-time existence and stability of counter-
propagating solitary wave solutions. These solutions are
close to the linear superposition of two solitary waves for
large positive and negative values of time; for intemediate
values of time these solutions describe the interaction of
two counter-propagating pulses. These solutions are sta-
ble with respect to perturbations in �2 and asymptotically
stable with respect to perturbations which decay exponen-
tially at spatial ±∞.

Aaron Hoffman
Boston University
Department of Mathematics and Statistics
ah1@math.bu.edu

C. Eugene Wayne
Boston University
Department of Mathematics
cew@math.bu.edu

MS62

Frequency Analysis of Surface Water Waves

I will speak on the wave motion on the interface between
the vacuum and the two-dimensional fluid under the influ-
ence of gravity and surface tension. I will begin by a pre-
cise account of the formulation of the surface water-wave
problem and of its linearization. I will give the frequency
analysis of the linearized problem in the presence of surface
tension and discuss its implication on stability. This work
is joint with Hans Christianson and Gigliola Staffilani.

Vera Mikyoung Hur
Massachusetts Institute of Technology
verahur@math.mit.edu

MS62

Instability of Solitary Water Waves

Consider 2D irrotational solitary water waves without sur-
face tension. The highest wave has a 120 degree angle at
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the crest, known by Stokes in 1880. In a recent paper
(IMRN, 2008), I proved linear instability of solitary waves
which are higher than the wave of maximal energy and
lower than the wave of maximal travel speed. It is also
shown that there exists unstable solitary waves approach-
ing the highest wave. The instability of these large solitary
waves are related to the breaking of water waves.

Zhiwu Lin
Georgia Institute of Technology
School of Mathematics
zlin@math.gatech.edu

MS62

Stability of Solitary Waves on Water

The talk will discuss most recent development on the sta-
bility of two- and three-dimensional solitary waves on the
surface of water with finite depth using various model equa-
tions or exact Euler equations. It was known that these
equations have solitary-wave solutions and the stability of
these waves in many problems is still open. Here, various
stability results for these waves will be addressed, such as
transverse stability, spectral stability or conditional stabil-
ity.

Shu-Ming Sun
Virginia Tech
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MS63

Treecode Algorithms for the Helmholtz Equation

Fully Lagrangian frameworks have long been one of the
primary tools in the kinetic simulation of plasmas. The
Vlassov-Poisson/Vlassov- Maxwell system is cast as a col-
lection of charged particles, which are evolved under the
action of self consistent long range fields. Boundary Inte-
gral Treecode (BIT) is a method for computing the long
range forces in O(N logN) operations. The underlying
idea is to efficiently compute particle-cluster interactions
using recurrence relations. We are working towards solv-
ing the Darwin approximation of these electro-magnetic
simulations using a treecode framework.
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MS63

A WENO Algorithm for Radiative Transfer of Pho-
tons by Hydrogen Gas in the Early Universe

The first radiation sources in the universe are expected to
have coupled the Hydrogen ion spin temperature to the
gas kinetic temperature via scattering in the Lyman-alpha

resonance which is called the Wouthuysen-Field effect. By
developing a numerical solver for the photon distribution
of Hydrogen gas we give an estimation of the time scale
for the onset of this coupling. This algorithm is based on
the weighted essentially non-oscillatory (WENO) scheme
for Boltzmann-like integrodifferential equations.

Ishani Roy
Division of Applied Mathematics
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MS63

A Discontinuous Galerkin Method for the Wigner-
Fokker-Planck Equation

The Wigner-Fokker-Planck (WFP) equation governs the
evolution of an open quantum system, coupled to its en-
vironment. It is a kinetic model used to model a range of
quantum systems and devices. Recent analytic progress
has increased demand for numerical approaches to the
WFP equation. I will present a Discontinuous Galerkin
scheme for the WFP equation with a general potential. It
is adaptable, and may use polynomial and non-polynomial
approximation spaces.

Richard Sharp
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MS63

Numerical Simulations of Multi-phase Complex
Fluids

We model the multi-phase systems of the complex fluids
by a diffuse-interface energetic approach which involves a
nonlinear system for the flow velocity field, labeling vari-
able and liquid crystal director field which came from the
Ericksen-Leslie theory. An efficient and accurate numeri-
cal scheme is proposed and implemented for the coupled
nonlinear system in 2d and 3d domain. Furthermore, we
use this phase field framework to model and simulate the
mixture between the liquid crystal polymer droplet and an-
other viscous isotropic fluids of Landau-de Gennes theory.

Xiaofeng Yang
UNC
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MS64

High Order Integral Equation Methods for Diffrac-
tion Problems on Open Surfaces

We present a set of fully regularized, weighted, second kind
integral equations which provide a generalization of the
Calderon formulae for diffraction problems on open sur-
faces. Further, we derive spectral quadrature rules for
those equations, which, in conjunction with the use of
Krylov-subspace iteration linear methods, lead to very ac-
curate and fast solutions in two and three dimensions. We
provide various illustrations on non-trivial geometries, such
as arrays of disc, resonant cavities and chains of Moebius
Strips.

Stephane Lintner
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MS64

Application of BEM in Photoacoustic Spectroscopy

Quartz-enhanced photoacoustic spectroscopy is a new tech-
nique for the detection and quantification of trace gases.
The method is based on the conversion of optical radiation
to an acoustic pressure wave, which is then detected by a
quartz tuning fork resonator. A key component of a com-
putational model for such sensors involves solving a forced
time-harmonic acoustic wave equation in an unbounded do-
main. We solve this equation using the Boundary Element
Method.
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MS64

Discretization and Fast Solution of Parabolic
Boundary Integral Equations

Boundary integral formulations for parabolic problems
have the form of weakly singular Volterra equations. We
discretize time with a singularity corrected trapezoidal rule
and space with a standard quadrature rule for surface in-
tegrals of smooth functions. The complexity of the direct
evaluation of the discretized operator grows quadratically
in the number of space and time nodes. We discuss a fast
method with almost linear complexity and conclude with
applications to solidification and melting problems.

Johannes Tausch
Southern Methodist University
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MS64

Boundary Element Methods for Maxwell’s Equa-
tions

We consider the boundary element method to solve prob-
lems of electromagnetic scattering. The talk focuses on two
different representation formulas for the solution.

• We deduce a new representation of the double layer
potential in terms of well known potentials (Helmholtz
equation). Not only in what concerns the numerical
realization, but also for theoretical studies, this is ad-
vantageous.

• We have a closer look at the low frequency problem
and find a new formulation that should cope with this
problem.
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MS65

Multiple Time Scale Methods for Delay Differential
Equations: Experiments, Simulations, and Asymp-
totics

The response of a nonlinear optical oscillator subject to a
delayed feedback is described by an integro-delay differen-
tial equation exhibiting three distinct time scales. Using
multiple scale asymptotic techniques, we find two distinct
routes to self-pulsing. Of particular interest is the onset
of fast bursting oscillations on the top of a slowly-varying
periodic solution that we describe by a slowly varying map
coupled to a differential equation. Theoretical and experi-
mental observations are in excellent agreement.
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MS65

Asymptotic Methods in Finance

Abstract unavailable at time of publication.
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MS65

Asymptotic Analysis of Narrow Escape Problems
for Diffusion in Microdomains

A common scenario in cellular signal transduction is that
a diffusing surface-bound molecule must arrive at a local-
ized signaling region on the cell membrane before the sig-
naling cascade can be completed. In order to determine
the time-scale for this process, we calculate asymptotic re-
sults for the mean first passage time for a diffusing particle
confined to the surface of a sphere in the presence of mul-
tiple partially absorbing traps of small radii. In addition,
asymptotic results for the related narrow escape problem
of calculating the mean first passage time for a diffusing
particle inside a sphere with small traps on an otherwise
reflecting boundary are also given. The asymptotic analy-
sis relies on detailed properties of certain Green’s functions
related to the sphere. The asymptotic results are shown to
compare favorably with full numerical results.
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MS65

Perturbation Analysis for Impulsive Differential
Equations

Models for dynamical systems that include short-time or
abrupt forcing can be written as impulsive differential
equations. Applications include mechanical systems with
impacts and models for electro-chemical spiking signals in
neurons. We consider a model for spiking in neurons given
by a nonlinear ordinary differential equation that includes
a Dirac delta function. Ambiguities in how to interpret
such equations can be resolved via perturbation methods
and asymptotic analysis of delta sequences.

Thomas P. Witelski
Duke University
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MS66

Pulses and Dynamics in Mode-locked Lasers

Mode-locked lasers can generate ultra-short optical pulses,
with durations ranging from hundreds of picoseconds down
to a few femtoseconds. An important mathematical model
includes the so-called master laser equation. Recently
a distributed modification of this system, the so-called
power-energy saturation (PES) equation has been The PES
model admits mode-locked localized pulse solutions as well
as soliton bound states under wide ranges of the parameters
for both constant dispersion as well as dispersion-managed
systems in both the anomalous and normal regimes. Local-
ized modes are found by mode-finding methods and direct
numerical simulation indicates that they evolve from gen-
eral initial data.

Mark Ablowitz
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MS66

The Dispersion-managed Ginzburg-Landau Equa-
tion and its Applications to Femtosecond Lasers

Many kinds of femtosecond lasers produce pulses that un-
dergo significant changes in the cavity during each round-
trip. I first introduce the dispersion-managed Ginzburg-
Landau equation (DMGLE) as a model for the long-term
dynamics of systems with large variations of dispersion,
nonlinearity and gain in a general setting. I then explain
how the DMGLE models femtosecond lasers, and I char-
acterize its solutions. For moderate gain/loss variations,
solutions of the DMGLE are approximated by those of
the dispersion-managed nonlinear Schroedinger equation
(DMNLSE), the effect of gain/loss dynamics being to se-
lect one solution in the one-parameter family of solutions
of the DMNLSE.

Gino Biondini
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MS66

Using the Nonlinear Schroedinger Equation for
Precision Optical Measurements

Frequency combs produce light that is both broadband and
highly coherent. However, their operation relies on the
nonlinear Schroedinger equation, in particular to achieve
the broad spectral output. Because it is a highly nonlinear
system, this comb output can exhibit noise due to small
changes in the input conditions. We will discuss some of
the high-resolution measurements possible with frequency
combs as well as some of the limitations posed by noise on
the comb sources.
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MS66

Intensity Dynamics in a Waveguide Array Laser

We consider numerically the optical field dynamics of a
five-emitter laser array subject to a linearly decreasing in-
jection current. Among the observed behaviors is a robust
oscillatory power output with a nearly constant π phase
shift between the oscillations of neighboring waveguides.
In this regime, the frequency of oscillation increases with
injection current, and higher harmonics are produced. Ad-
ditionally, experimental results from a five-emitter AlGaAs
quantum dot laser array and theoretical predictions are in
agreement.
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MS67

Axisymmetric Stokes Flow Past Orthogonally In-
tersecting Spheres

An axisymmetric Stokes flow past a rigid body of two or-
thogonally intersecting spheres in a uniform flow along the
line of centers is considered and a method of solution is
discussed for this problem. The method is also applied to
the rigid body when the flow is perpendicular to the line
of centers and the corresponding solution is discussed.

T. Amaranath
University of Hyderabad
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MS67

General Solutions for Singular Fluctuations, Res-
onant Disturbances, and Hidden Perturbations of
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the Couette Flow

General solutions of the Navier-Stokes equations of the
Couette flow in the class of the one-center spatial
Boussinesq-Rayleigh-Taylor series, the one-center tempo-
ral Boussinesq-Rayleigh-Taylor series, and the two-center
spatiotemporal Taylor series are compared. Instability of
the Couette flow and generation of deterministic chaos in
the Couette flow by singular fluctuations, resonant distur-
bances, and hidden perturbations are considered.

Victor A. Miroshnikov
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MS67

A New Method of Resolution of Multi-scale Hy-
drodynamic Clusters of Zeroes and Extrema

An algorithm of numerical resolution of multi-scale clusters
of zeroes and extrema of the Couette flow is discussed as a
successful alternative to conventional methods, robustness
of which is limited by mono-scale zeroes. The algorithm
is based on multi-scale nested meshes, through which the
algorithm effectively finds potential clusters and, like a dig-
ital microscope, recurrently zooms into nested scales of the
clusters until their resolution. Several examples of imple-
mentation of the search algorithm are presented.

Stanislav V. Miroshnikov
Syncsort Inc.
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MS67

An Interesting Application of a General Solution
of Stokes Equations

An arbitrary Stokes flow of a viscous, incompressible fluid
past a sphere with a thin coating of a fluid of a different
viscosity is considered and a general method is suggested
for this problem by applying a recent solution of Stokes
equations. The flow quantities like drag and torque expe-
rienced by the fluid coated sphere are discussed and some
interesting observations are made about the conditions un-
der which the drag reduces.
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MS68

A Special Decomposition of Planar Graphs with
Large Girth

Abstract unavailable at time of publication.
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MS68

Generalized Balloons and the Chinese Postman
Problem in Regular Graphs

We previously determined the minimum size of a maximum
matching in a connected (2r+1)-regular graph with n ver-

tices; the extremal graphs have cut-edges. In this paper,
we prove a lower bound for the minimum size of a maxi-
mum matching in a t-edge-connected r-regular graph with
n vertices, for t ≥ 2 and r ≥ 4. The bound is sharp in-
finitely often and improves a recent result of Henning and
Yeo. We also study the Chinese Postman Problem, the
problem of find a shortest closed walk traversing all edges.
In a cubic graph, this is equivalent to finding a smallest
spanning subgraph in which all vertices have odd degree.
We establish an upper bound in terms of the number of
vertices. The bound is sharp infinitely often, achieved by
the connected cubic graphs having the smallest maximum
matchings.
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MS68

Vertex, Edge, and Vertex-edge Random Graphs

We consider three classes of random graphs: edge ran-
dom graphs, vertex random graphs, and vertex-edge ran-
dom graphs. Edge random graphs are Erdős-Rényi ran-
dom graphs, vertex random graphs are generalizations of
geometric random graphs, and vertex-edge random graphs
generalize both. The names of these three types of random
graphs describe where the randomness in the models lies:
in the edges, in the vertices, or in both. We show that
vertex-edge random graphs, ostensibly the most general of
the three models, can be approximated arbitrarily closely
by vertex random graphs, but that the two categories are
distinct.
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MS68

Acquisition Parameters in Graphs

Let G be a graph with weight 1 on each vertex. When
a vertex u has a neighbor v whose weight is at least that
on u, an acquisition move transfers all weight from u to v.
The acquisition number of G, written a(G) and introduced
by Lampert and Slater in 1995, is the minimum number
of vertices with positive weight after a sequence of acquisi-
tion moves. We introduce two variations. Partial acquisi-
tion moves transfer unit amounts of weight, and continu-
ous acquisition moves transfer arbitrary positive amounts.
The partial and continuous acquisition numbers ap(G) and
ac(G), respectively, are the minimum number of vertices
with positive weight after a sequence of moves in these
models. We explore these three parameters, proving that
they are equal on paths and cycles while differing greatly
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on other families of graphs.
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MS69

Parallel Implicit Solvers in Multiphase Flow and
Reactive Transport in Porous Media

We describe our experiences with implicit solvers in
PFLOTRAN, a code for simulating coupled thermal-
hydrologic-chemical processes in variably saturated, non-
isothermal, porous media. Timestepping typically employs
two sequentially-coupled implicit solves, one for multiphase
fluid flow and heat transfer, and one for reactive chemical
transport. We will discuss our experiences using a variety
of solvers for problems drawn from real-world field sites on
large-scale computing platforms such as the Cray XT5 and
the IBM BlueGene/P.
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MS69

Progress on the Development of an Implicit Fully-
coupled Stabilized FE Resistive MHD Solver

Fluid models of resistive MHD are multiphysics PDE
systems that are strongly coupled, highly nonlinear and
characterized by multiple physical phenomena spanning
a very large range of length and time scales. This talk
overviews progress on developing fully-coupled Newton-
Krylov solvers that enable efficient fully-implicit time in-
tegration and direct-to-steady-state, continuation, and bi-
furcation solution algorithms. In this context the robust-
ness, efficiency, and the parallel and algorithmic scaling of
an algebraic fully-coupled multilevel preconditioner will be
discussed.
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MS69

Software Development of Composite Solvers for
Electrical Power Systems

The solution and analysis of multiphysics, multiscale mod-
els presents one of the major hurdles for modern applied
and computational mathematics. Motivated by various ap-
plications, e.g., coupling between flow and reaction vari-
ables in groundwater modeling and coupling between core
and edge models in fusion simulations, we are developing
capabilities in PETSc library to ease the implementation of
multiphysics simulations. Our approach includes (1) sim-
ple user specification of multimodels, (2) abstractions for

managing the composition of solvers, and (3) flexible solver
options and efficient solution for coupled multimodels. In
this talk we present our latest progress and demonstrate
our approach through a three phase instantaneous time
domain simulation of electric power systems.
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MS69

Towards Fully-Implicit Parallel Adaptive Solution
of Mantle Convection Problems

Mantle convection is the principal control on the thermal
and geological evolution of the Earth. A basic model con-
sists of an advection-diffusion equation coupled to a non-
linear Stokes equation. We are developing Rhea, a new
generation mantle convection code incorporating parallel
adaptive mesh algorithms to enable simulations that can
resolve features down to 1 km on a global scale. We discuss
Rhea’s parallel scalability and limitations of our current
semi-implicit solver. To overcome restrictions we exam-
ine design and implementation of a fully-implicit solver.
We conclude with a discussion of the importance of fully-
implicit solvers for adjoint-based inverse solution.
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MS70

The Calderon Problem and EIT for Low Regularity
Conductivities

Abstract unavailable at time of publication.
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Mathematical Problems Arising in the Diagnosis
and Treatment of Breast Cancer

Abstract unavailable at time of publication.
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Reconstructing Small Perturbations of an Interface
from Modal Measurements

Abstract unavailable at time of publication.
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Regularization of a D-bar Method for Electrical
Impedance Tomography

Abstract unavailable at time of publication.
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MS71

Multi-Model Approaches to Simulating Metabolic
Networks: A Chlamy Case Study

Metabolic networks can be modeled dynamically (e.g.,
mass action kinetics) and with respect to non-equilibrium
steady states (e.g., Energy Balance Analysis). The use of
one approach to inform and, in some cases, simplify the
other holds the promise of a more robust overall model for
genome-scale networks. We present a case study in which
the behavior of the photosynthetic apparatus of S-deprived
C. reinhardtii is investigated, and discuss computational
challenges of increasing system size.

David Biagioni
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MS71

Parallel Computing and Model Representation for
Metabolic Simulation: Issues for in Silico Whole
Cell Models

The ability both to understand what a biochemical model
actually represents, to simulate accurately the underly-
ing mechanism, and to find and use such models for re-
examination and extension, depends on precise meaning
in the model representation. We will discuss our ef-
forts on the construction of central carbon metabolism,
energy metabolism, and hydrogen-producing pathways in

the green alga, Chlamydomonas reinhardtii, including the
workflow of our Python-based toolset for Systems Biology
Markup Language model merging and conversion. We will
also discuss opportunities for high-performance metabolic
simulation, and how open-source tools are being used in
our High-Performance Systems Biology Toolkit, a C/C++-
based package for metabolic model parameter sampling
and optimization.

Christopher H. Chang
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MS71

High Performance Systems Biology Tools

As metabolic models grow, all phases of the modeling work-
flow, from model editing, to simulation, to parameter iden-
tification, to model optimization, become intractable with
current tools. In this talk we will describe the mathemati-
cal and computer science aspects of our effort in the NREL
Scientific Computing Group to build a suite of high per-
formance parallel tools enabling the creation, exploration,
and optimization of whole-cell metabolic models.
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MS71

Computational Analysis of Cardiac Energetics in
Failing Hearts

The failing heart is hypothesized to suffer from energy star-
vation. Using a computational model of cardiac energetics,
we analyzed data from a canine left ventricular hypertro-
phy model to determine how the energy state evolves due
to changes in key metabolic pools. Our findings-confirmed
by in vivo 31P-MRS-indicate that the transition between
the clinically observed early compensatory phase and heart
failure and the critical point where the transition occurs are
emergent properties of cardiac energy metabolism.
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MS72

Deforming Composite Grids for Multi-Physics
Modeling

The description of physical systems by mathematical mod-
els often divides a domain naturally into regions where dif-
ferent physical processes are taking place. Multi-fluid prob-
lems and fluid-structure interaction are common examples
of such systems. In this talk we discuss new developments
for treating multi-material and multi-fluid problems. The
approach taken here uses interface fitted composite grids
which deform to conform to the boundary between regions.
The efficacy of this approach is judged through application
to two-material problems and comparison to existing tech-
niques.
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MS72

Improved Localization Conditions for the Multi-
scale Finite Volume Method: An Iterative Ap-
proach

In the Multiscale Finite-Volume (MSFV) method, a con-
servative velocity field is constructed from an approximate
pressure field, which is obtained by superimposition of lo-
cal solutions coupled through a global problem. Due to
localization assumption, the MSFV solution differs from
the exact solution of the problem. The accuracy of the
method can be improved by constructing an iterative algo-
rithm that arbitrarily reduces the localization error.

Ivan Lunati
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MS72

High-Order Constrained Transport Methods for
Ideal MHD

Constrained transport (CT) methods were introduced by
Evans and Hawley (1988) as an extension of the Yee scheme
(1966) to ideal magnetohydrodynamics (MHD). In their
standard form, CT methods are typically either second or
fourth order accurate, since they are based on central dif-
ferencing. In this talk we will present an arbitrary-order
CT method that is based on a mixed finite element/finite
difference formulation. The proposed method is applied to
several standard ideal MHD test cases.
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MS72

Title unavailable at time of publication

Abstract unavailable at time of publication.
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MS73

The Effects of Stimulated Raman Scattering on
Pulse Propagation in Massive Multichannel Fiber
Optics Communication Systems

Stimulated Raman scattering is one of the most impor-
tant processes affecting pulse propagation in massive mul-
tichannel optical fiber telecommunication systems. It in-
duces energy exchange in pulse collisions, which is indepen-
dent of the frequency difference between the channels, and
thus poses a challenge for modeling. In this work we de-
velop a mean-field model for the propagation - a stochastic
nonlinear Schrödinger equation, which takes into account
changes in pulse amplitude and frequency as well as emis-
sion of continuous radiation. Our analysis and numerical
simulations show that the normalized moments of pulse
parameters grow exponentially with propagation distance.
Furthermore, the dynamics leads to relatively high values
of the bit-error-rate (BER) and the main contribution to
the BER is caused by large position shifts induced by rel-
atively large amplitude values.
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MS73

Impact of Random Variations on Ultra-short Soli-
tons in Cubic Nonlinear Media

Using recently developed techniques to coarse-grain noise
in multi-scale systems, I derive a stochastic version of
the short-pulse equation (SPE) from Maxwell’s equations.
With this stochastic short-pulse equation at hand, I will
discuss the impact of noise on ultra-short Sakovich soli-
tons.
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MS73

Bifurcation of Bisoliton Solutions in Optical Fiber
Links with Dispersion Management

Solitons in fiber optical systems with dispersion manage-
ment have been studied intensively and put to use by
the communication industry. In fall of 2005, experimen-
tal group in University of Rostock, Germany, showed that
bound pairs of dispersion managed solitons may form a
bound state, bisoli- ton, and propagate in such a way over
long distances. In the limit of strong dispersion map NLSE
is reduced to an integral equation. The naive iteration pro-
cedure for solving the integral equation is shown to be un-
stable. A method to stabilize the iterations is developed.
Using this method we have found parametric bifurcation
of bisolitonic solutions.
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MS73

Instanton Analysis of Low-density Parity-check
Codes in the Error-floor Regime

Standard iterative decoding of a graph based code does
not guarantee convergence. For some codes decoded itera-
tively, as for the model [155,64,20] code considered, cycling
of iterations is observed for lower weight configuration of
the noise dominating the error floor asymptotic. The be-
havior of the iterative decoding near this special config-
uration is chaotic. As shown in [Stepanov, Chertkov’06]
the iterative scheme can be improved to enforce the itera-
tion convergence. We discuss in this talk how the decoding
improvement affects the dangerous cycling configuration.

Misha Stepanov
University of Arizona
Mathematics
stepanov@math.arizona.edu

MS74

Duality Between Stochastic Dominance Con-
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straints and Risk Measures

We consider stochastic optimization problems with second
order nonlinear stochastic dominance constraints formu-
lated as a relation of Lorenz curves. The relation can be
characterized in terms of rank dependent utility functions,
which generalize Yaari’s utility functions. We establish two
duality relations. First, we prove that Lagrange multipli-
ers associated with these constraints can be identified with
rank dependent utility functions. Furthermore, we demon-
strate that mean-risk models with law invariant coherent
risk measures appear as dual optimization problems to the
problems with stochastic dominance constraints as well.
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MS74

A Branch-and-Cut Algorithm without Binary Vari-
ables for Optimization with First-Order Domi-
nance Constraints

We present a branch-and-cut algorithm for solving stochas-
tic programs with first-order stochastic dominance (FSD)
constraints. The algorithm enforces the non-convex FSD
constraint through branching, and hence requires no bi-
nary variables. This enables the use of an existing cutting
plane method for solving the second-order dominance re-
laxation to yield bounds. The key challenge we address is
how to adapt this relaxation to the constraints imposed by
branching.

James Luedtke
University of Wisconsin-Madison
Department of Industrial and Systems Engineering
jrluedt1@wisc.edu

MS74

Sample Average Approximation of Linear Stochas-
tic Dominance Constrained Programs

We propose a Sample Average Approximation (SAA)
method for the optimization problems with multi-
dimensional linear second-order stochastic dominance con-
straints. The approach is shown to converge exponentially
fast as the sample size increases. We present a cut gener-
ation algorithm to solve the resulting problem. Statistical
lower and upper bound computing procedures are given for
the optimal objective value.

Sanjay Mehrotra
IEMS
Northwestern University
mehrotra@iems.northwestern.edu

Jian Hu, Tito Homem-de-Mello
Northwestern University
james.jianhu@gmail.com, tito@northwestern.edu

MS74

Risk-Averse Dynamic Programming

We shall discuss stochastic dynamic optimization prob-
lems, in which preferences are modeled by dynamic mea-
sures of risk. We shall develop the theory of conditional
measures of risk to derive dynamic programming equations
for such problems. We shall also discuss methods for solv-
ing these equations.

Andrzej Ruszczynski
Rutgers University
Department of Management Science and Information
Systems
rusz@business.rutgers.edu

MS75

High Performance Community Detection in Net-
works

We will discuss the state of the art in methods for detecting
communities in networks, especially in the context of high-
performance computing (HPC). Modularity maximization
has an associated resolution limit, but we will discuss tol-
erating that limit. We will also abstract recent literature
in community detection via machine learning, and its HPC
challenges. We will conclude with some recent algorithms
of ours for finding communities of various sizes without
tuning a coarseness parameter.

Jon Berry
Sandia Natinal Laboratories
jberry@sandia.gov

Cynthia A. Phillips
Sandia national Labs
caphill@sandia.gov

MS75

Challenges in Combinatorial Scientific Computing

Computation on large combinatorial structures has become
fundamental in many areas of data analysis and scientific
modeling. However, the field of high-performance combi-
natorial computing is still in its infancy, at least as com-
pared to numerical supercomputing. I will describe several
challenges for combinatorial scientific computing in algo-
rithms, tools, architectures, and mathematics. I will draw
examples from several applications, and will highlight our
group’s work on algebraic primitives for computation on
large graphs.

John R. Gilbert
Dept of Computer Science
University of California, Santa Barbara
gilbert@cs.ucsb.edu

MS75

Discovering Molecules of Interest by Combina-
torial*Computational*Chemoinformatics (C-cube)
Approach

The
developed combinatorial*computational*chemoinformatics
(C-cube) approach uses the power of computers to combi-
natorially generate chemical species different by structure
and/or composition, calculate their properties and perform
screening to identify novel molecules/materials of desired
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properties. The massive amounts of data are analyzed
to understand the structure-property relations. The lat-
ter may be used to perform further navigated searches in
chemical space, where only molecules that are likely to ex-
hibit the property of interest are fully characterized.

Maciej Haranczyk
Lawrence Berkeley National Laboratory
MHaranczyk@lbl.gov

Esmond G. Ng
Lawrence Berkeley National Laboratory
Lawrence Berkeley National Laboratory
egng@lbl.gov

Maciej Gutowski
2Chemistry-School of Engineering and Physical Sciences
Heriot-Watt University
tbd

Tomasz Puzyn
3Department of Chemistry, University of Gdansk
tbd

MS75

Software Tools for Large Scale Combinatorial Com-
puting

Combinatorial computing is now being increasingly used
by a wide variety of practitioners to gain insight into the
structure of their problems. Combinatorial methods are
being applied in fields as diverse as ecology, biology, fi-
nance and social networking. We believe that a lack of
easy to use software tools is preventing wider use of com-
binatorial techniques. Matlab made numerical computing
accessible to a number of scientists, and today is widely
used for numerical computing. Star-P takes this one step
further, making parallel computing accessible to users of
the Matlab programming language. Augmenting Matlab’s
array based programming language and Star-P’s parallel
constructs with capabilities for combinatorial computing
can result in a powerful platform for numerical and com-
binatorial computing.

Viral B. Shah
Interactive Supercomputing
vshah@interactivesupercomputing.com

John Gilbert
U. California at Santa Barbara
gilbert@ucsb.edu

Steve Reinhardt
Interactive Supercomputing
sreinhardt@interactivesupercomputing.com

MS76

Steric Hindrance Effects on Surface Reactions

Many biological and industrial processes have reactions
which occur in thin zones of densely packed receptors,
which can be modeled as a reacting surface. Interpret-
ing biosensor data correctly is difficult since large ligand
molecules can block multiple receptor sites, thus skew-
ing the kinetics. General mathematical principles are pre-
sented for handling this phenomenon, and a surface reac-
tion model is presented explicitly. In the limit of small
Damkohler number, the non-local nature of the system

becomes evident in the association problem, while other
experiments can be modelled using local techniques. Ex-
plicit and asymptotic solutions are constructed for large-
molecule cases motivated by experimental design.

David A. Edwards
University of Delaware
Newark, DE
edwards@math.udel.edu

MS76

Continuum Models of Chemical Reaction Networks

Deterministic models of chemical reaction networks often
consist of systems of coupled ODE. We introduce a tech-
nique by which reaction systems exhibiting repetitive struc-
ture may be approximated by reduced numbers of PDE.
The method is similar to approximating a chain of springs
as an elastic continuum. We will discuss the method in
general and, for a particular reaction system, show that, in
an asymptotic sense, the qualitative behavior of the origi-
nal ODE system is preserved.

David Goulet
Salt Lake City
davegoulet@mac.com

MS76

Exhaustion of Nucleation in a Closed System

The classical ideas of aggregation kinetics traditionally
model the initial nucleation of supercritical clusters (Zel-
dovich) and the final late stage coarsening (Lipshitz and
Sleozov). A complete history, including the intermediate
stages, is generally believed to be outside the reach of clas-
sical modeling. But in the limit of small initial oversatu-
ration, there is a separation of time and cluster size scales
that leads to an asymptotic analysis of the whole aggre-
gation process, based solely on the founding ideas. The
characteristic times to ”exhaust” the initial nucleation and
to achieve the self similar coarsening are for the first time
identified in terms of physical parameters and the initial
oversaturation.

John Neu
Dept. of Mathematics
University of California at Berkeley
neu@Math.Berkeley.edu

Yossi Farjoun
Dept. of Mathematics
Massachussets Institute of Technology
farjoun@math.mit.edu

MS76

Mathematical Models of Electro- and Magneto-
Capillary Interactions

Capillary surfaces have long been of physical and math-
ematical interest. Today, their study is more relevant
than ever, with interest sparked by applications such as
self-assembly, bio-mimetic devices, microelectromechanical
systems, and bio-mechanics. Such systems become even
more complicated and interesting when electric or mag-
netic fields are introduced. In this talk, we explore recent
experimental and theoretical work in this area.

John A. Pelesko
University of Delaware



AN09 Abstracts 81

pelesko@math.udel.edu

MS77

Stability Analysis of the Mode-Locking Dynamics
in a Laser Cavity with a Passive Polarizer

A low-dimensional model is constructed via a variational
formulation to describe the mode-locking dynamics in a
laser cavity with a passive polarizer and dissipative effects.
It is shown that the mode-locked state is completely charac-
terized by the fixed point of the reduced system. The tran-
sient oscillations period and decay rate to this fixed point
is calculated via a center-manifold reduction and shown to
depend upon the net cavity gain and the gain bandwidth.

Edwin Ding
Applied Mathematics
University of Washington
ding@amath.washington.edu

J. Nathan Kutz
University of Washington
Dept of Applied Mathematics
kutz@amath.washington.edu

MS77

Spatio-temporal Dynamics in Mode-locked Lasers

Spatial effects are incorporated into the master mode-
locking equation. The role of spatio-temporal effects in
the pulse dynamics and is studied using asymptotic and
numerical methods.

Boaz Ilan
School of Natural Sciences
University of California, Merced
bilan@ucmerced.edu

Mayya Tokman
University of California, Merced
mtokman@ucmerced.edu

MS77

Interference of Quantum Trajectories in High Har-
monic Generation

We present experimental observations of quantum paths
in below-threshold high-harmonic generations. In addition
to answering fundamental questions pertaining to the ex-
tremely nonlinear high harmonic process, these studies will
allow one to control the amplitude to phase-noise conver-
sion in high harmonic generation more precisely. Under-
standing these noise processes will be crucial for future
experiments on precision spectroscopy and high-resolution
quantum control utilizing XUV frequency combs.

Dylan Yost
JILA, University of Colorado
dylan.yost@colorado.edu

Jun Ye
JILA, University of Colorado
National Institute of Standards and Technology
jun.ye@colorado.edu

MS77

Computational Modeling of a Similariton Fiber

Laser

The recent development of similariton fiber lasers has en-
abled the generation of high power femto-second pulses and
high repetition rate frequency combs. We describe a com-
putational model of an experimental similariton laser in-
corporating a highly nonlinear fiber amplifier. We use this
model to the determine the shape of the pulses and to com-
pute the evolution of the timing jitter. We compare the
results to those obtained from a generalized perturbation
theory that we have developed.

John W. Zweck
University of Maryland Baltimore County
Mathematics and Statistics
zweck@umbc.edu

Curtis R. Menyuk
UMBC
Baltimore, MD
menyuk@umbc.edu

MS78

Electrodiffusion Modeling and the Retina

Electrodiffusion models and numerical methods for their
solution will be discussed for simulating ion propagation
and electrical transmission in and between nerve cells of the
retina. Robust numerical methods (especially TRBDF2)
needed to solve these stiff nonlinear differential equation
models – which include advection-diffusion, Poisson’s equa-
tion, and ODEs for modeling ensembles of channels – will
be emphasized.

Carl L. Gardner
Arizona State University
Department of Mathematics & Statistics
gardner@math.asu.edu

MS78

Electrodiffusion of Charged Hard-Sphere Ions
Through Biological Ion Channels: Theory Predicts
Experiments

Biological ion channels are proteins that form a pore to
conduct ions like Na+, K+, and Ca2+ across membranes
down electrochemical potential gradients. Calcium chan-
nels conduct Ca2+ preferentially to the monovalent cations
even though Ca2+ is at 100+ times lower concentration.
Electrodiffusion of these ions (described as charged, hard
spheres using density functional theory of fluids) repro-
duces and predicts experiments for the ryanodine receptor
calcium channel. The balance of ion size and electrostatics
determines selectivity.

Dirk Gillespie
Rush University Medical Center
Department of Molecular Biophysics & Physiology
dirk gillespie@rush.edu

MS78

Fully Continuum Modeling of Electro-diffusion-
reaction Processes in Realistic Biomolecular Sys-
tems

The Poisson-Nernst-Planck equation is used to model fully-
continuum diffusion-reaction processes within biological
systems, and appears to be a framework to study even
more general molecular solvation effects. We’ll discuss our
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recent developments in PNP methodologies, including the
finite element solution, mesh generation, regularization of
the Poisson-Boltzmann equation, and some PNP model ex-
tensions. The work is applied to both simple model systems
and a biological event in the synapse: the consumption of
the neurotransmitter by the enzyme acetylcholinesterase.

Benzhuo Lu
Institute of Computational Mathematics, China
bzlu@lsec.cc.ac.cn

Yongcheng Zhou
Department of Mathematics
Colorado State University
yzhou@math.colostate.edu

Michael J. Holst
Univ. of California, San Diego
Department of Mathematics
mholst@math.ucsd.edu

J. Andrew McCammon
Department of Chemistry and Biochemistry
Univ. California at San Diego
jmccammon@mail.ucsd.edu

MS78

A Three-Dimensional Model of Cellular Electrical
Activity

We present a three-dimensional model of cellular electri-
cal activity. This model takes into account the three-
dimensional geometry of biological tissue as well as ionic
concentration dynamics, both of which are neglected in
conventional models of electrophysiology. We use both
asymptotic and analytic methods to study the system of
equations. We find in particular that the model possesses
multiple temporal and spatial scales. This has important
consequences for the development of an efficient numerical
scheme. This modeling methodology is applied to cardiac
physiology. Numerical simulations with this model is used
to explore the characteristics of a recently observed anoma-
lous mode of cardiac action potential propagation: cardiac
propagation without gap junctions.

Yoichiro Mori
School of Mathematics
University of Minnesota
ymori@umn.edu

Charles S. Peskin
Courant Institute of Mathematical Sciences
New York University
peskin@cims.nyu.edu

MS79

Unavoidable Subhypergraphs Beyond the EKR
Bound

Let a = (a1, a2, . . . , ap) be a sequence of positive integers,
its sum is k. The system of k-element sets {F0, F1, . . . , Fp}
is called an a-cluster if
— their union has 2k elements,
— |Fi \ F0| = ai (consequently these sets are disjoint out-
side F0), and
— every element of F0 belongs to exactly p of these sets
(i.e., the sets F0 \Fi form a partition of F0). Suppose that

F is a k-uniform hypergraph on n vertices, |F| >
(
n−1
k−1

)

and n is sufficiently large (with respect to k), and suppose
that a �= (1, . . . , 1). We conjecture that F must con-
tain an a-cluster. We prove the case when all ai ≥ 2 with
max ai > 2.
The case p = 1 corresponds to the Erdős-Ko-Rado theo-
rem, in the case p = k (i.e, a1 = . . . = ak = 1) the threshold

(in general) is slightly larger, it is
(

n
k−1

)
.

This is a strengthening of earlier results by Katona, Frankl
and Füredi, and most recently by Mubayi, Keevash and
Ramadurai. Most of the new results presented are joint
with L. Özkahya.

Zoltan Furedi
University of Illinois, Urbana-Champaign
z-furedi@math.uiuc.edu

MS79

Combinatorial and Probabilistic Aspects of Simpli-
cial Complexes

A simplicial complex X is a finite family of sets that is
closed under inclusion. Namely, if A is a member of X and
B is a subset of A then B is a member of X as well. If the
largest set in X has cardinality d+1, then X is said to have
dimension d. Clearly a one-dimensional simplicial complex
is nothing but a graph. On the other hand a simplicial
complex is also a way of describing geometric objects and
have an important role in topology. Simplicial complexes
have been used in the past to solve several important prob-
lems in combinatorics and in theoretical computer science.
In this talk I report about several recent papers where we
seek to investigate simplicial complexes from the perspec-
tive of modern combinatorics. The probabilistic method
plays an important role and in particular one of our main
objectives is to develop a higher-dimensional analogue of
the Erdos-Renyi G(n,p) model of random graphs. Many
many fascinating open questions suggest themselves. The
new results are from joint papers with Meshulam, Rosen-
thal and Aronshtam.

Nathan Linial
The Hebrew University of Jerusalem
nati@cs.huji.ac.il

MS79

Catalan Structures

If n men and n women sit at a circular table, in how
many ways can they be divided into n male-female pairs
so that no pair’s direct line of conversation (i.e. line of
sight) rudely crosses that of another pair? For example,
if all of the men sit in a row on one half of the table and
all the women on the other, there’s only one non-crossing
pairing. On the other hand, if no two people of the same
sex sit adjacently, the number of non-crossing pairings is
the nth Catalan number. Expressing the number of pair-
ings as a nice function of some straightforward parameters
of the seating arrangement appears to be difficult. How-
ever, we do have nice results for seating arrangements in
which any run of men (i.e. a maximal group of adjacently
seated men) is always followed by a run of the same number
of women. Interestingly, the problem comes from random
matrix theory. We also found connections to several things
including the enumeration of certain types of dissections of
polygons. Amdeberhan and Stanley independently inves-
tigated closely related problems.

Clifford D. Smyth
University or North Carolina Greensboro
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MS79

Counting Increasing Sequences that Lie Below a
Given One

Abstract unavailable at time of publication.

Herbert S. Wilf
University of Pennsylvania
wilf@math.upenn.edu

MS80

Implicit Nonlinear Solvers in Coupled Core-Edge
Fusion Models

Modeling of the plasma core and edge relies on the use
of implicit solvers. Both regions require implicit solvers
because of diffusive transport with the fluxes being highly
nonlinear functions of the plasma parameters. Additionally
the edge requires implicitness to deal with short timescales,
while the resulting solution is smooth and slow. FACETS
(Framework Application for Core-Edge Transport Simula-
tions) is coupling these two implicitly solved systems. So-
lutions will be presented.
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MS80

Preconditioned Jacobian Free Newton-Krylov
Methods for Reactor Fuel Performance Simulation

The simulation of nuclear reactor fuel performance involves
complex thermomechanical processes between fuel pellets,
made of fissile material, and the protective cladding bar-
rier that surrounds the pellets. This talk develops a three
dimensional thermomechanical and oxygen diffusion equa-
tion system that is solved in a parallel, fully-coupled, fully-
implicit manner using a preconditioned Jacobian-free New-
ton Krylov method. Both steady state and transient results
are examined to compare the outcome with the literature.
INLs BISON fuels performance code is used to perform this
analysis.

Glen A. Hansen
Idaho National Laboratory
Glen.Hansen@inl.gov

Chris Newman
Idaho National Laboratory
christopher.newman@inl.gov

Derek Gaston
Multiphysics Methods Group
Idaho National Laboratory
derek.gaston@inl.gov

MS80

Algorithms and Software for Multiphysics Compu-
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tational Nuclear Engineering

There is a growing trend in nuclear reactor simulation to
consider multiphysics problems. These more ambitious
simulations usually motivate some level of parallel com-
puting. Many of the coupling efforts to date have been
simple code coupling or first-order operator splitting, of-
ten referred to as loose coupling. While these approaches
can produce answers, they usually leave questions of ac-
curacy and stability unanswered. We are developing a
capability to evolved tightly coupled multiphysics tools
for nuclear engineering applications. We are utilizing the
Jacobian-free Newton-Krylov method along with physics-
based preconditioning. We are also leveraging a signifi-
cant level of previously developed software in order to build
the Multiphysics Object-Oriented Simulation Environment
(MOOSE). MOOSE is then used to rapidly develop other
multiphysics application codes. We will discuss examples
from PRONGHORN, our 3-D coupled flow, heat transfer,
and neutronics code for pebble bed gas cooled reactors.

Dana A. Knoll, Ryosuke Park
Idaho National Laboratory
Dana.Knoll@inl.gov, ryosuke.park@inl.gov

MS80

A Multiscale Preconditioner for Nonlinear Multi-
physics Problems in Porous Media

The mortar mixed finite element method can be viewed as a
multiscale method, with recent developments showing that
the construction of a multiscale basis can greatly reduce
the computational cost. We show that this multiscale basis
does not need to be recomputed if used as a preconditioner
for a Krylov method. We apply this preconditioner to a
nonlinear multiphysics problem in porous media.

Tim Wildey
University of Texas at Austin
t wildey@yahoo.com

Mary F. Wheeler
Center for Subsurface Modeling
University of Texas at Austin
mfw@ices.utexas.edu

Ivan Yotov
Univeristy of Pittsburgh
Department of Mathematics
yotov@math.pitt.edu

MS81

Time-Periodic Interfacial Fluid Flows

We introduce a numerical method for computing time-
periodic solutions of nonlinear partial differential equa-
tions. As an application of this method, we study time-
periodic solutions of the Benjamin-Ono equation. We find
a large number of such solutions. In particular, we find
continua of genuinely time-periodic solutions connecting
different traveling waves. This investigation leads us to
exact, explicit formulas for these solutions. We will also
discuss applications of this method to computing time-
periodic vortex sheets and water waves. This is joint work
with Jon Wilkening.

David Ambrose
Drexel University
ambrose@math.drexel.edu

MS81

Title unavailable at time of publication

Abstract unavailable at time of publication.

Nikolai Chemetov
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MS81

Infinite-energy Statistical Solutions to the Equa-
tions of Incompressible Fluids in the Plane

We construct statistical solutions to the Navier-Stokes
equations in the whole plane by making a limiting argu-
ment involving a sequence of solutions to the Navier-Stokes
equations on balls of increasing radii. Such solutions en-
compass initial velocities having bounded vorticity, which
includes the important special case of vortex patch initial
data. We then construct an infinite-energy statistical solu-
tion to the Euler equations by making a vanishing viscosity
argument.

James Kelliher
UC Riverside
kelliher@math.ucr.edu

MS81

Recent Results for the Vortex-wave System

The vortex-wave system is the coupling of the 2D vorticity
equation, for the evolution of a continuous distribution of
vorticity, with the point-vortex system. This terminology
was introduced by Marchioro and Pulvirenti in 1991. They
also proved existence and uniqueness of solutions when the
initial data is a vortex patch with point vortices outside the
patch, a result recently generalized by Lacave and Miot.
Our main result is existence of a suitably defined weak
solution for vorticity in Lp, p > 2.

Milton C. Lopes Filho
IMECC-UNICAMP
mlopes@ime.unicamp.br

Evelyne Miot
Univ. Paris VI
evelyne.miot@gmail.com
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State University of Campinas, Brazil
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MS82

Computational Aspects of the Multidimensional
Moment-constrained Maximum Entropy Problem

Recently the author developed a numerical method for the
multidimensional moment-constrained maximum entropy
problem, which is capable of solving maximum entropy
problems in the two-dimensional domain with moment con-
straints of order up to 8, in the three-dimensional domain
with moment constraints of order up to 6, and in the four-
dimensional domain with moment constraints of order up
to 4. Here we present an exposition of the current methods
and results of this work.

Rafail Abramov
Department of Mathematics, Statistics and Computer
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MS82

Enforcing Positivity in Spherical Harmonic Mo-
ment Closures

We present recent results using variational techniques to
develop positive, spherical harmonics-based approxima-
tions to the neutral particle transport equation. One ap-
proach uses filtered expansions to give positive solutions
and reduce wave effects in the solutions. The other ap-
proach solves a local optimization problem to produce a
reconstruction of the kinetic density that is positive and
close to the original spherical harmonics reconstruction.
We compare solutions using our filtered expansions and lo-
cal optimization method to the standard spherical harmon-
ics expansions, Monte Carlo, diffusion, discrete ordinates,
and analytic transport solutions.

Ryan G. McClarren
Texas A & M
rmcclarren@ne.tamu.edu

Cory D. Hauck
Los Alamos National Laboratory
cdhauck@lanl.gov

MS82

Convex Duality and Entropy-based Moment Clo-
sures: Characterizing Degenerate Densities

Entropy-based closure seeks to determine, given finitely
many moments (macroscopic densities), the distribution
function that minimizes the kinetic entropy subject to sat-
isfying the moment constraints. Unfortunately, in many

situations, macroscopic densities can take on values for
which the constrained minimization problem has no so-
lution. In this paper, we give a geometric description of
these so-called degenerate densities in a general setting.
This result is important for further assessment and imple-
mentation of entropy-based moment closures.

Cory Hauck
Los Alamos National Laboratory
cdhauck@lanl.go
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andre@umd.edu

MS82

Moment Equations in Kinetic Theory: An
Overview and Outlook

This talk will introduce the use of moment closures as ap-
proximation technique in kinetic theory. We will review
the framework given by kinetic theory in particular that of
gases. Moment equations replace the stochastic description
by deterministic partial differential equations. They will
be discussed from a mathematical, physical and numerical

point of view. A major focus will are recent developments,
for example in entropy maximizing closures, regularization
techniques and numerical methods.

Manuel Torrilhon
ETH Zurich
matorril@math.ethz.ch

MS83

Numerical Valuation of Commodity American Op-
tions in the Non-Markovian Approach by the Semi-
linear Evolution Equation and Multi-Layered Tree
Methods

We present the numerical valuation of American options
on commodity spots, forwards and swaps in the non-
Markovian approach introduced earlier by the author. The
numerical valuation is based on the semilinear evolution
equation for American options and the multi-layered tree
methods both introduced earlier by the author. We com-
pare the computational efficiency of these methods and ap-
ply them to modeling the NYMEX American options on
crude oil and natural gas in the non-Markovian approach.

Valery Kholodnyi
Platts Analytics
Boulder, CO 80301
valery kholodnyi@hotmail.com

MS83

A Regime Switching Model for the Term Structure
of Credit Risk Spreads

We consider a rating-based model for the term structure
of credit risk spreads such that the credit-worthiness of
the issuer follows as a discrete state space Markov chain.
This approach entails a progressive drift in credit quality
towards default, as opposed to a single jump to bankruptcy
as in so-called hazard-rate models. Rating-based models
are particularly useful for pricing securities whose payoffs
depend on the rating of the issuer. Our approach is a SDE
formulation of the Martingale approach by Jarrow, Lando,
and Turnbull (1997).

Michael D. Marcozzi
Department of Mathematical Sciences
University of Nevada, Las Vegas
marcozzi@unlv.nevada.edu

MS83

A Numerical Analysis of American Options with
Regime Switching

A finite element method and a simple lattice method are
proposed for numerical valuation of American options un-
der a regime switching model. Numerical results are pre-
sented to compare our methods and to examine their accu-
racy for various combinations of parameters. The depen-
dency of early exercise prices and option prices on param-
eters are also investigated numerically.

Hongtao Yang
University of Nevada, Las Vegas
hongtao.yang@unlv.edu

MS83

An Inverse Problem Arising from the Black-Scholes
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Model

In this talk we consider an inverse problem of determina-
tion of volatility for the option pricing model. We assume
that the volatility depends on both time and underline fi-
nancial asset. By giving option price of a financial asset,
the volatility can be determined. Some numerical results
will also be discussed.

Hong-Ming Yin
Washington State University
hyin@math.wsu.edu

MS84

Anti-Cycles in Directed Graphs

An anti-cycle is an orientation of an undirected even cy-
cle C such that every vertex has either in-degree zero or
out-degree zero. In this talk we give minimum degree and
neighborhood union conditions which guarantee that a di-
graph D contains a hamiltonian anti-cycle. In addition, we
give a minimum degree condition which guarantees that a
digraph D contains anti-cycles of all possible lengths, and
some generalizations.
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MS84

Path Spectrum Sets

A path in a graph is maximal if it is not a proper subpath of
any other path of the graph. The Path Spectrum of a graph
is the set of lengths of all maximal paths in the graph. A
set of positive integers is an Absolute Path Spectrum if there
are an infinite number of graphs with that Path Spectrum.
A summary of results on the path spectrum for graphs will
be presented along with some new results on Non-Path
Spectrum Sets, on Absolute Path Spectrum Sets, and the
Path Spectrum of trees.

Ralph Faudree
University of Memphis
Department of Math Sciences
rfaudree@memphis.edu

MS84

Cycle Spectra of Hamiltonian Graphs

The cycle spectrum of a graph G is the set of lengths of
cycles in G. Let s(G) denote the size of the cycle spectrum
of G. Jacobson and Lehel asked for lower bounds on s(G)
when G is a 3-regular Hamiltonian graph on n vertices. We
show that if G is a Hamiltonian graph on n vertices with m

edges, then s(G) is at least
√

(4/7)(m− n) − 1. When n
is even, the complete bipartite graph Kn/2,n/2 provides an

example where s(G) is at most
√
m− n+ 1. Nevertheless,

we conjecture that when G is Hamiltonian and 3-regular,
s(G) is at least cn for some constant c.
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MS84

A Survey of Results on Graph Linkage

For a given graph H, a graph G is H-linked if G has an
H-subdivision no matter how the branch set is given. This
notion of H-linkage generalizes a lot of well-studied ideas
such as graph connectivity, k-orderability and k-linkage.
Since it was formly introduced in 2005, this notion has
attracted quite a bit of attention. In this talk, we will give
a brief survey of known results about H-linked graphs.

Gexin Yu
Department of Mathematics
The College of William and Mary
gyu@wm.edu

MS85

Hierarchical Regularization for Edge-preserving
Reconstruction of PET Images

PET data consists of counts of photons originating from
random events, resulting in data-noise that is well-modeled
by a Poisson distribution. Since the associated Poisson
regression problem is ill-posed, regularization is required.
Following the Bayesian paradigm, we introduce a hierar-
chical regularization model that allows for the formation
of edges in reconstructed images. A numerically effective
algorithm for solving the associated minimization problem
is presented. We test our methodology with both simulated
and real data PET data.

Johnathan M. Bardsley
University of Montana
bardsleyj@mso.umt.edu

MS85

Regularization Parameter Selection Methods for
Ill-Posed Poisson Regression Problems

In image processing applications, image intensity is often
measured via the counting of incident photons. When the
associated Poisson maximum likelihood estimation prob-
lem is ill-posed, however, regularization is needed. Regu-
larized Poisson maximum likelihood estimation has been
extensively studied by the authors, however, the essential
problem of choosing the regularization parameter remains
unaddressed. In this talk, we present three statistically mo-
tivated methods for choosing the regularization parameter.
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Numerical examples will be presented to test the methods.

John Goldes
Department of Mathematical Sciences
University of Montana
john.goldes@umontana.edu

MS85

A Preconditioned LSQR Approach to a Structured
Least Squares Problem in Adaptive Optics

A Kronecker-product structured, rank-deficient, least-
squares problem from adaptive optics is presented. By us-
ing statistical properties of known data sets, an all-purpose
preconditioner can be computed once and stored, utilizing
the generalized singular value decomposition. For a given
data set, a Tikhonov-type regularized solution can be ob-
tained in just a few iterations of preconditioned LSQR with
an appropriate regularization parameter, which is chosen
based on statistical properties of the noise.

Sarah Knepper
Emory University
Department of Mathematics and Computer Science
smknepp@emory.edu

MS85

Numerical Methods for Bayesian Experimental De-
sign

Experimental design is an important topic in physical and
biological and engineering applications. While the topic
has been studied at depth for over-determined well-posed
problems, it has been hardly addressed for rank deficient
ill-posed problems. In this talk we examine the A and
E Bayesian optimal designs. In particular, we examine
efficient methods for large scale design of inverse problems.

Zhuojun Magnant
Department of Mathematics and Computer Science
Emory University
ztang4@emory.edu

Eldad Haber
Emory University
Dept of Math and CS
haber@mathcs.emory.edu

MS86

Heat Diffusion and the Leidenfrost Effect

A mathematical model is developed for the Leidenfrost ef-
fect on an axisymmetric droplet. The shape of the droplet
will be considered first and best fit formulae are presented
relating the droplet surface area to volume. The full model
for Leidenfrost will then be discussed. The effect may be
described by three first order ordinary differential equa-
tions involving the volume, evaporation rate and vapour
film thickness. Numerical and experimental results will
then be compared.

Jean Charpin
University of Limerick, Ireland
jean.charpin@ul.ie
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KAIST

South Korea
tim.myers@ymail.com

MS86

Simulating the Cooling of a Cheese Cylinder Float-
ing in Brine

A mathematical model for the temperature of a cylindrical
cheese product floating in a channel of brine is presented.
The cross section of the cylinder is that of a circle truncated
by a chord. The equilibrium positions and the stability of
these positions in the brine are discussed. Due to the un-
usual model geometry and the non-homogonous boundary
conditions, a finite volume, numerical solution for the tem-
perature is provided.

Vincent Cregan
University of Limerick, Ireland
vincent.cregan@ul.ie
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MACSI
University of Limerick
stephen.obrien@ul.ie

MS86

Mathematical Modeling of Heat and Mass Transfer
Processes in the Drying of Spherical Particles in
Fluidized Beds

The drying of spherical particles in a fluidized bed is con-
sidered. This process is of great interest in the food and
pharmaceutical industries as the final structure of many
products is determined by the drying process and this final
structure will significantly influence their end-use proper-
ties. During the drying process, moving interfaces (e.g.,
between wet and dry zones) develop inside the particle,
separating the product into regions that have quite dis-
parate structures with an attendant diversity of thermo-
physical and mechanical properties. Accurate modelling
of the locations of these interfaces and the transport phe-
nomena that take place there is challenging but essential
if the model is to correctly predict the final attributes of
the product. Mathematically, one has a Stefan problem
defined by a pair of parabolic partial differential equations
with a free boundary and appropriate boundary conditions;
these relate the temperature and moisture content within
the product. A new finite difference method for solving
this problem is presented and its convergence properties
are studied. A special approach to error analysis is neces-
sary to justify the accuracy of this method. The efficiency
of the method is also of interest since it will be used in the
future to model polydispersed materials.
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MS86

A Degenerate Singularly Perturbed Parabolic
Problem Modelling Heat Transfer

The problem εuxx(x, t) − xαut(x, t) = f(x, t) is consid-
ered on the domain (0, 1) × (0, T ], with Dirichlet initial-
boundary conditions. Here ε is a small positive parameter
and α is a positive constant. The presence of a small dif-
fusion coefficient and the degeneracy of the coefficient of
ut along x = 0 combine to introduce certain difficulties
into the problem, which is not easily solved using stan-
dard numerical techniques. Under suitable hypotheses on
f , a decomposition of the solution u and bounds on its
derivatives are obtained. These bounds are used to an-
alyze a finite difference method on a modified Shishkin
mesh. Nonlinear analogues of this problem arise in the
modelling of temperature distributions in certain chemical
engineering applications. Consider also the transfer of heat
in a medium moving with velocity xα and conducting heat
only across the flow along the t axis (e.g., for a viscous liq-
uid between plates which are moving at different velocities,
one has α = 1).

Martin Stynes
University College Cork, Ireland
m.stynes@ucc.ie
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MACSI
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MS87

Nonlinear Waveguide Arrays as an Ultrafast Sat-
urable Absorber

Ultrashort pulses are coupled to an AlGaAs waveguide ar-
ray. Frequency-resolved optical gating (FROG) measure-
ments show the pulses at the output of the central waveg-
uide in the array have a set spectral phase independent
of the input spectral phase. Time domain electric fields
retrieved from the FROG measurement corroborate this
observation, and the phenomenon is shown to be power
dependent.
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MS87

A SVD-based Method for Determining Large De-
formations in Optical Systems

In optical systems the events of interest, i.e., ones that
cause errors, are large pulse deformations. We present a
method to determine such large deformations by exploit-
ing the mathematical structure of the governing equations
and the singular value decomposition to formulate a con-
strained optimization problem. These results then guide
importance-sampled Monte-Carlo simulations to determine
the events’ probabilities. The method works for a general
class of intensity-based optical detectors and for arbitrarily
shaped pulses.

Jinglai Li
Department of Engineering Sciences and Applied
Mathematics
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MS87

Modeling Laser Mode-locking for Generation of
Multiple Pulses per Cavity Round-trip

Abstract unavailable at time of publication.

Mark Shtaif
Physical Electronics
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MS87

Phase Noise and Rare Events in Mode-locked
Lasers

In recent years there has been much interest in predicting
errors in nonlinear optical systems such as optical fiber
communication systems and femtosecond lasers. Using
semi-analytic and numerical methods, one can directly re-
construct probability distribution functions (pdfs) of signal
parameters whose large deviations (rare events) are respon-
sible for errors. For some applications of interest – specifi-
cally lasers – we are specifically interested in errors due to
phase noise.

Elaine Spiller
Marquette University
elaine.spiller@marquette.edu

MS88

Subsonic Propagation of an Interfacial Crack with
a Finite Friction Zone Ahead

A 2d-problem on a semi-infinite crack with a friction zone
ahead propagating along a rigid/elastic interface is solved
by quadratures. In the sub-Rayleigh and super-Rayleigh
regimes, the problem is equivalent to a vector Riemann-
Hilbert problem with a piece-wise constant matrix coeffi-
cient with three points of discontinuity. The matrix coef-
ficient is factorized in terms of hypergeometric functions.
A transcendental equation for the friction zone length is
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derived.
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MS88

Trapped Modes and Slow Sound in Elastic Waveg-
uides

Trapped modes are non-trivial localised eigensolutions that
can exist within guiding structures due to perturbations
in guide thickness, localised inhomogeneity or curvature.
Trapped modes are well-known within acoustic, or their
equivalent quantum, guides where they are called bound
states. This talk will cover their occurrence in elastic
guides where it can be shown that group velocity plays a
key role. Recently there has been interest in so-called slow
sound/ light in elastic/ optical waveguides, by consider-
ing periodic stripped waveguides and Bloch waves one can
demonstrate that there are quasi-periodic trapped modes
and that these correspond to the observed slow modes. The
existence of these modes is demonstrated both numerically
and using an asymptotic approach based upon perturbing
about the cut-off frequencies of the guide.

Richard Craster
Department of Mathematical & Statistical Sciences
University of Alberta
craster@ualberta.ca

MS88

Bending Instabilities of Biological Soft Tissues

The severe bending of a thick block leads to the apparition
of wrinkles on its inner curved face. Incremental nonlin-
ear elasticity predicts that this buckling occurs when line
elements contract by 44% for neo-Hookean solids. We con-
sider the incorporation of strain-stiffening effects into the
constitutive model. For models used for biological soft tis-
sues such as arteries and veins, we find that wrinkles appear
at much more moderate amounts of bending than for the
neo-Hookean solid.
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MS88

Elastic Wave Scattering from a Cavity in a Pre-
Stressed, Nonlinear Elastic Medium

We study the canonical problem of scattering from an
isolated cavity situated in a nonlinear elastic material
which has been pre-stressed via some hydrostatic pres-
sure imposed in the far field. The pre-stress induces non-
homogeneous stress and stretch distributions around the
cavity and therefore the problem requires careful analysis
in order to determine how a subsequent small-amplitude
incident plane-wave is scattered. Low frequency, horizon-
tal shear wave scattering is studied and by using matched
asymptotics, we show how the leading order scattered field

(monopole and dipole terms) is modified by the nonlinear
pre-stress.

William J. Parnell
Department of Mathematics,
University of Manchester.
wparnell@maths.man.ac.uk

MS89

On the Mathematical Role of Entropy Variables in
Numerical Methods for Boltzmann Moment Clo-
sure

Entropy variables appear prominently as Lagrange mul-
tipliers in Levermore’s Boltzmann moment closure theory
[C.D. Levermore, ”Moment Closure Hierarchies for Kinetic
Theories”, J. Stat. Phys., Vol 83,1996]. These same vari-
ables play an essential role in the analysis of finite ele-
ment methods for system of conservation laws with con-
vex entropy extension. In the present talk, a brief out-
line of this theory is given for the discontinuous Galerkin
discretization of Boltzmann moment systems with Lever-
more closure [T. Barth, ”On Discontinuous Galerkin Ap-
proximations of Boltzmann Moment Systems with Lev-
ermore Closure”, CMAME, Vol 195, 2006]. The main
theoretical results from this analysis are sufficient condi-
tions to be imposed on the numerical flux function so that
system energy/entropy stability is obtained. A class of
energy/entropy stable numerical fluxes are also explicitly
given in this previous work. More recently, a new numerical
flux function has been developed that also satisfies these
technical conditions while performing significantly better
in actual computations. In the remainder of the talk, we
discuss a general software platform developed for Boltz-
mann moment closure research and current work address-
ing the well-known degeneracy problem associated with
Levermore’s exponential conjugate entropies as identified
in [M. Junk, ”Domain of Definition of Levermore’s Five
Moment Systems”, J. Stat. Phys, Vol. 93, 1998] and fur-
ther elucidated recently in [C.D. Hauck et. al, ”Convex
Duality and Entropy-Based Moment Closures: Character-
izing Degenerate Densities”, CNLS Report, Los Alamos
National Laboratory, 2007].

Timothy J. Barth
NASA Ames Research Center
Timothy.J.Barth@nasa.gov

MS89

Discrete Galerkin Methods with Entropy Variables
and Explicit Time Integrators: A Numerical Study
with the Shallow Water Equations

We investigate discrete Galerkin methods for conserva-
tion laws that use entropy variables to generate entropy-
stable schemes. Unfortunately, the fully discrete scheme is
also fully implicit, often making it prohibitively expensive.
For shallow water equations, we investigate schemes that
use explicit time integrators and solve convex optimiza-
tion problems to find local expansion coefficients. Such
schemes fit squarely into the emerging paradigm of data-
parallel computing, since the optimization algorithm can
be managed by local processing units.

Cory D. Hauck
Los Alamos National Laboratory
cdhauck@lanl.gov
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MS89

On the Gaussian Closure in Fluid Regimes

Various moment closures have been proposed to reduce
classical kinetic equations in transition regimes. Perhaps
the simplest of these is the Gaussian (ten moment) closure
with a diffusive correction. We show how this closure yields
a moment system with an entropy structure that captures
most known fluid dynamical regimes. This include some
regimes that are not captured by the compressible Navier-
Stokes system, such as the ”ghost effect” regime studied
by Sone. We also show how the system recovers certain
”beyond Navier-Stokes” terms in the Chapman-Enskog ex-
pansion.

David Levermore
University of Maryland (College Park)
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MS89

Non-linear Closures for the Linearized Boltzmann
Transport Equation

We have developed a new parametric non-linear clo-
sure for the 1-D slab-geometry Sn equations with linear-
discontinuous (LD) spatial differencing that is strictly pos-
itive and yields the set-to-zero fixup equations in the limit
as the parameter is increased without bound. We present
results indicating that for an appropriate range of param-
eteric values, our new method is strictly positive, efficient,
and yields solutions that rapidly approach the standard LD
solution as the spatial mesh is refined.
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MS90

New Results on Linear Formulations of Directed
Minimum Cut and GTSP

We present new mathematical programming approaches to
solving a classic variant of the Traveling Salesman Prob-
lem (GTSP) using integer programming. One of the chal-
lenges in modeling GTSP is to achieve as small a linear
programming formulation as possible of minimum directed
cut, or equivalently, minimum spanning tree. We describe
our progress in this endeavour.
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MS90

Exploring Relaxations of Max Cut

We study integer programming formulations and semidef-
inite and linear relaxations of the maximum cut problem.
We describe an approach to matching and improving on
the semidefinite relaxation that uses linear programming
technology and exploits the special structure of the max-
imum cut problem. We also offer alternative methods of
solving the semidefinite relaxation.
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MS90

A New Linear Formulation for Minimum Cut and
Relaxation for TSP

Existing linear formulations for minimum cut require at
least n*m variables and constraints for a graph with n
vertices and m edges. These formulations parallel early
algorithmic approaches to finding globally minimum cuts
using flows. We present the first formulation to beat this
bound, one that use O(n2) variables and O(n3) constraints.
Our formulation implies a smaller compact linear relax-
ation for the Traveling Salesman Problem that is equivalent
in strength to the standard subtour relaxation.
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Fractional Decomposition Trees: A (Parallel)
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Heuristic for Integer Programs

We present a parallelizable algorithm for finding a feasible
solution for a integer program. The algorithm runs in time
polynomial in the input size and is guaranteed to find a
feasible integer solution for any problem class that has a
finite integrality gap. The algorithm is based on convex
decomposition of scaled linear-programming relaxations, so
in general it provides a suite of integer solutions. A faster
heuristic gives only one feasible solution.

Robert Carr, Cynthia Phillips
Sandia National Laboratories
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MS91

A Front-Fixing Finite Element Method for the Val-
uation of American Put Options on Zero-Coupon
Bonds

A front-fixing finite element method is developed for the
valuation of American put options on zero-coupon bonds
under a class of one-factor models of short interest rates.
Numerical results are presented to examine our method
and to compare it with the usual finite element method.
A conjecture concerning the behavior of the early exercise
boundary near the option expiration date is proposed ac-
cording to the numerical results.
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MS91

Pricing American Options under a Stochastic
Volatility Model with Jumps

A linear complementarity problem (LCP) is formulated for
the price of an American option under the Bates model.
The underlying partial integro-differential operator is dis-
cretized using a finite difference method and a simple
quadrature. Time stepping is performed using a compo-
nentwise splitting method. It leads to the solution of se-
quence of one-dimensional LCPs which can be solved very
efficiently using the Brennan and Schwartz algorithm. Nu-
merical experiments demonstrate the componentwise split-
ting method to be fast and accurate.

Jari Toivanen
Stanford University
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MS91

Superconvergence Estimates of Finite Element
Methods for American Options

In this talk we are concerned with finite element approx-
imations to the evaluation of American options. Firstly,
following W. Allegretto etc, SIAM J. Numer. Anal. 39
(2001), 834–857, we introduce a novel practical approach
to the discussed problem, which involves the exact refor-
mulation of the original problem and the implementation of
the numerical solution over a very small region, such that
this algorithm is very rapid and highly accurate. Secondly,

by means of a superapproximation and interpolation post-
processing analysis technique, here we present the sharp
L2 and L∞ norm error estimates and the H1-norm super-
convergent estimate, respectively, for this finite element
method. As a by-product, the global superconvergence re-
sult can be used to generate an efficient a posteriori er-
ror estimator. Finally, several numerical examples are pre-
sented to demonstrate the theoretical results.

Shuhua Zhang
Tianjin University of Finance and Economics
Tianjin, China
szhang59@gmail.com

MS92

Strong Hamiltonian Properties in 4-connected
Graphs

A well known conjecture of Matthews and Sumner is that
every 4-connected K1,3 graph is hamiltonian. In this
talk we look at pairs of forbidden subgraphs of the form
{K1,3, H} that imply a 4-connected graph is pancyclic.
The particular graphs H are all generalized nets, that is, a
triangle with an end vertex of a path identifed at each ver-
tex of the triangle. The net N(i, j, k) denotes the triangle
with paths of lengths i, j and k rooted at the three ver-
tices. We consider the situation where i+ j+k = 5. These
pairs are extensions of the forbidden pairs characterizing
the 3-connected pancyclic graphs.
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MS92

A Generalization of Kundu’s k-Factor Theorem

Given nonnegative integer lists d1, d2, . . . , dj , the degree se-
quence packing problem is to determine if there exist edge-
disjoint graphs G1, G2, . . . , Gj on the same vertex set such
that Gi has degree sequence di. A famous example of a
result on degree sequence packing is Kundu’s k-factor the-
orem, which states that if d is a graphic sequence, and if the
sequence d′ obtained by adding k to each entry of d is also
graphic, then there exists a graph G with degree sequence
d and an edge-disjoint k-regular graph on the same ver-
tex set. We will consider extensions to Kundu’s theroem,
particularly when a graphic sequence can be packed with
multiple 1-regular graphs.

Stephen Hartke
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MS92

Forbidden Subgraphs and 2-Factors

For a set H of connected graphs, a graph G is said to be H-
free if G does not contain any member of H as an induced
subgraph. In this talk, we investigate the sets H such that
every H-free graph, possibly except for a finite number of
exceptions, has a 2-factor. More formally, let G be the set
of all the finite connected graphs of minimum degree at
least two, and define G(H) = {G ∈ G : G is H-free} and
F = {G ∈ G : G has a 2-factor}. We consider H such that
G(H) is an infinite set while G(H) −F is a finite set.
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MS93

Modeling the Early Dynamics of Rodent Malaria
Infections

What determines the dynamics of asexual parasites in
blood during acute primary malaria infections, and why
do some strains of malaria reach higher peak parasite den-
sities than others? We use mathematical models to explore
the effects of parasite growth rate, RBC limitation and in-
nate and adaptive immunity on the dynamics of rodent
malaria infections.

Rustom Antia
Emory University,
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MS93

In-host Dynamics of Mixed Malaria Infection with
Adaptive Immunity

Multiple pathogen species or strains interact within host
environment by competing for available resources, and by
stimulating cross-reactive immune responses. Such ”com-
petition” plays important role for understanding the dy-
namics of infections, both on individual and community
levels. It allows among other to study such evolutionary
adaptations, as drug resistance or virulence. We shall out-
line some basic principles and mathematical approaches to
modeling host-parasite interactions with adaptive immu-
nity, to be applied to study in-host competition of multi-
strain malaria pathogens, and its effect on evolution of vir-
ulence.

David Gurarie
Case Western Reserve University
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MS93

The Dynamics of Mosquito Populations

A deterministic differential equation model for the popu-
lation dynamics of mosquitoes studied. Conditions for the
existence and stability of a non-zero steady state vector
population density are derived. These reveal the existence
of a threshold parameter, the vectorial basic reproduction
number, and instability via a Hopf Bifurcation to periodic
solutions. Asymptotic perturbations are used in analysis.
Results capture the possibility of studying the population
dynamics of mosquitoes without recourse to external sea-
sonal forcing.
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MS93

A Mathematical Model of the Within – Vector Dy-
namics of the Plasmodium Falciparum Protozoan
Parasite

Based upon experimental data, a mathematical model is
developed that simulates the within-vector dynamics of
Plasmodium falciparum in an Anopheles mosquito. The
model takes as input a mosquito blood meal and the fi-
nal output is the salivary gland sporozoite load, a prob-
able measure of mosquito infectivity. Sensitivity analysis
of the model parameters suggests that reduction of game-
tocyte density in the blood meal most significantly lowers
mosquito infectivity, and is thus an attractive target for
malaria control. The model is used to investigate the im-
plication of incomplete fertilization on optimal gametocyte
sex ratio. Model extensions and other model implications
for malaria control are also discussed.
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MS94

Morozov’s Discrepancy Principle and Tikhonov-
type Functionals

This talk deals with regularization theory for linear and
ill-posed inverse problems in Hilbert spaces. We focus on
Tikhonov functionals

Γα,δ(x) = ‖Ax− yδ‖2 + αΩ(x),

where the classical L2-penalty term is substituted by a
more general functional Ω. We show under which condi-
tions the minimization of such functionals, combined with
Morozov’s discrepancy principle as a parameter choice rule
for the regularization parameter α, forms a regularization
method. Further we show convergence rates.
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MS94

Regularization Parameter Selection for Total Vari-
ation

The selection of optimal regularization parameter plays an
important role in the correct implementation of Total Vari-
ation (TV) regularization. The Unbiased Predictive Risk
Estimator (UPRE) has been shown to give a very good
estimate of this parameter for Tikhonov Regularization.
In this talk we propose an approach to extend the UPRE
method to the TV problem by utilizing the idea of lin-
earization and randomization, which provides a good esti-
mation.

Youzuo Lin
Department of Mathematics and Statistics
Arizona State University
ylin@mathpost.asu.edu

Brendt Wohlberg
Los Almos National Laboratory
brendt@t7.lanl.gov

Hongbin Guo
Arizona State University
hb guo@asu.edu

MS94

Regularization with Diagonal Weighting Matrices

The numerical linear algebra community typically uses reg-
ularization methods to solve ill-posed problems, while sta-
tistical approaches involve specifying a priori information
about the parameters. The chi-squared method developed
by the authors and colleagues combines the best solution
methodologies from both communities by finding solutions
that do not assume specific probability distributions, and
use matrices to weight the regularization term. We will de-
scribe an efficient algorithm for the determination of these
weighting matrices, and show results.

Jodi Mead
Boise State University
Department of Mathematics

jmead@boisestate.edu

MS94

Statistical Properties of Tikhonov Regularization
for Least Squares Problems: Relationships between
Unbiased Predictive Risk and χ2 Methods for Pa-
rameter Estimates

Unbiased predictive risk successfully estimates the regular-
ization parameter for Tikhonov least squares functionals,
given information on statistical properties of measurements
errors. But effective implementation for large scale prob-
lems is hindered by the need to estimate the trace of the
influence matrix. In contrast, the χ2 regularization pa-
rameter estimator can be implemented efficiently. Here we
discuss the relationship between the two methods, as illus-
trated by their similar performance on some test problems
and for image restoration.

Rosemary A. Renaut
Arizona State University
Department of Mathematics and Statistics
renaut@asu.edu

MS95

The Double Majorization Order

The double-majorization order is a partial order extending
the classical majorization (=dominance) order on parti-
tions. We will discuss some of its properties. This is joint
work with Allison Cuttler and Mark Skandera.

Curtis Greene
Haverford College
cgreene@haverford.edu

MS95

Families of Subsets with Forbidden Subposets

We consider the problem of determining the maximum size
La(n,H) of a family F of subsets of the set {1, 2, . . . , n},
subject to the condition that a certain subposet is excluded.
For instance, Sperner’s Theorem solves the problem for H
being a two-element chain P2, giving La(n,P2) =

(
n

� n
2 �
)
.

We survey results of this kind, an area promoted in recent
years by Gyula O. H. Katona, including our newest bounds
on La(n,H)/

(
n

� n
2 �
)

when H is the four-element diamond

poset B2 (joint with Linyuan Lincoln Lu).

Jerrold R. Griggs
University of South Carolina
Department of Mathematics
griggs@math.sc.edu

MS95

Random Erdős-Ko-Rado

Let 3 ≤ k < n/2. We prove the analogue of the Erdős-
Ko-Rado theorem for the random k-uniform hypergraph
Gk(n, p) for various ranges of p, k, n. Along the way, we
prove that every nontrivial intersecting k-uniform hyper-
graph can be covered by k2 − k + 1 pairs, which is sharp
as evidenced by projective planes. This improves upon a
result of Sanders. Several open questions remain.

Dhruv Mubayi
Department of Mathematics Statistics and Computer
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Science
University of Illinois at Chicago
mubayi@math.uic.edu

Jozsef Balogh
Department of Mathematics
University of Illinois at Urbana-Champaign
jobal@math.uiuc.edu

Tom Bohman
Carnegie Mellon
tbohman@math.cmu.edu

MS95

Interval Partitions and Stanley Depth

In this paper, we answer a question posed by Herzog,
Vladoiu, and Zheng. Their motivation involves a 1982 con-
jecture of Richard Stanley concerning what is now called
the Stanley depth of a module. The question of Her-
zog et al., concerns partitions of the non-empty subsets
of {1, 2, . . . , n} into intervals. Specifically, given a posi-
tive integer n, they asked whether there exists a partition
of the non-empty subsets of {1, 2, . . . , n} into intervals, so
that |B| ≥ n/2 for each interval [A,B] in . We answer
this question in the affirmative by first embedding it in a
stronger result. We then provide two alternative proofs of
this second result. The two proofs use entirely different
methods and yield non-isomorphic partitions. As a con-
sequence, we establish that the Stanley depth of the ideal
(x1, . . . , xn) ⊆ K[x1, . . . , xn] (K a field) is �n/2�.
William T. Trotter
Georgia Institute of Technology
trotter@gatech.edu

Csaba Biro
University of South Carolina
biro@math.sc.edu

David M. Howard, Mitchel T. Keller, Stephen J. Young
Georgia Institute of Technology
dmh@math.gatech.edu, keller@math.gatech.edu,
young@math.gatech.edu

MS96

Speakers To Be Announced

To Be Announced.

Carlos Castillo-Chavez
Arizona State University and
Department of Mathematics
ccchavez@asu.edu

MS97

Speakers To Be Announced

To Be Announced.

Carlos Castillo-Chavez
Arizona State University and
Department of Mathematics
ccchavez@asu.edu

MS98

Speakers To Be Announced

To Be Announced.

Carlos Castillo-Chavez
Arizona State University and
Department of Mathematics
ccchavez@asu.edu

PP0

A Stochastic Approach to Modeling Acid Precipi-
tations Impact on a Tri- trophic Aquatic Ecosystem

We implemented an empirically-based Markov Chain to
model variable environmental conditions of an acidified
lake. Simulations were run to represent a given time frame
of varying conditions that may impact ecosystem dynam-
ics. The simulation results were then compared with a
deterministic approach using optimal environmental con-
ditions as well as the mean environmental conditions from
the stochastic model. Advisor: Peter Kramer, Rensselaer
Polytechnic Institute

Brenton Blair
Rensselaer Polytechnic Institute
blairb@rpi.edu

PP0

AWM - Optimal Control of Species Augmentation
Using a Continuous Time Model

Species augmentation is a method of reducing species loss
via augmenting declining/threatened populations with in-
dividuals from captive-bred or stable, wild populations.
We developed a differential equations model and optimal
control formulation for continuous time augmentation of a
general declining population. We found a characterization
for the optimal control and show numerical results for sce-
narios of different illustrative parameter sets. This work is
a first step toward building a general population augmen-
tation theory which accounts for complexities inherent in
many conservation biology applications.

Erin N. Bodine
University of Tennessee
bodine@math.utk.edu

PP0

AWM- Minimal Swimmer Models Using the
Method of Regularized Stokeslets

The Method of images for regularized Stokeslets is applied
to minimal swimmer models representing micro-organisms.
Resistance matrices are used to compute the efficiency of a
representative Spirochete in the presence of a surface. The
effect of the gap thickness on the efficiency is elucidated.
Further extending the method to the minimal swimmer
model consisting of a cell body and flagellar bundle, we take
advantage of the methods ability to incorporate the inter-
actions between the cell body and the flagellar bundle and
comparably predict experimental characteristics specific to
E.Coli. We have further demonstrated the versatility of the
method to predict behavior of other micro-organisms that
possess similar structure, by showing the dependence of
the swimming speed on the geometric parameters such as
the amplitude of the helical structure and the number of
pitches and gap thickness. The effect of interactions be-
tween the cell and bundle on the forward swimming speed
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is elucidated numerically.

Priya Boindala
Tulane University
pboindal@tulane.edu

PP0

Agent Based Model of Spread of Disease Coupled
with Fear

Traditional epidemiological models of the spread of dis-
eases consist of a system of differential equations. These
models assume uniform mixing of the population. This
project uses agent based modeling to remove this assump-
tion. In addition, the model allows fear to infect the
agents. This induces the agents to either flee their neigh-
borhood or remove themselves from the network altogether
for a period of time. The resultant dynamics can generate
waves of infection that the ordinary differential equation
system can not produce. Advisor: Dana Fine, University
of Massachusetts-Dartmouth

Adam J. Callahan
University of Massachusetts Dartmouth
akorejwa@yahoo.com

PP0

Micro-Mirror Method for Catadioptric Sensor De-
sign

Many applications such as surveillance, photography, and
robot navigation, require wide-angle imaging with minimal
distortion. We propose a method to design visual sensors
for any application, using a mirror, a micro-mirror array,
and a camera. We discuss the system of PDEs whose nu-
merical solutions give the mirror surface and the micro-
mirror array distribution. We give an example of our novel
method; a sensor that annihilates blind spot in automo-
biles.

Emek Kose Can
Drexel University
ek58@drexel.edu

PP0

AWM - Simulation of Multiphysics and Multiphase
Flow

First , we develop high order Discontinuous Galerkin meth-
ods for three-phase flow arising in mixing of oil, gas and
water in porous media. We solve sequentially the equa-
tions for oil pressure, water saturation and gas saturation
on fully unstructured grids Second, we analyze the cou-
pling of Navier-Stokes and Darcy equations which mod-
els groundwater contamination through lakes and rivers.
We obtain optimal convergence of two numerical schemes
based on classical and discontinuous finite element meth-
ods.

Aycil Cesmelioglu
Rice University
aycil.cesmelioglu@rice.edu

Beatrice Riviere
Rice University
Houston, Texas, USA
riviere@caam.rice.edu

PP0

Effective Mass Density of a Periodic Array of
Acoustic Media

Effective mass densities of periodic microstructures have
been posed in different forms for waves propagating in
solid-in-fluid composite materials. In this study, we de-
velop a homogenization analysis to derive a unified for-
mula of effective mass density for acoustic solid embedded
in fluid. It is shown that the effective mass density is modi-
fied from the harmonic mean of the composing mass densi-
ties according to the detailed microstructure in respective
physical dimensions. Some earlier results of effective mass
density derived by other authors are recovered under sim-
plified assumptions, whence we may assess their validity
and limitations. The anisotropy of effective mass density
with respect to the direction of wave propagation is also
discussed.

Chien C. Chang
Institute of Applied Mechanics
National Taiwan University
mechang@iam.ntu.edu.tw

Ying-Hong Liu
Division of Mechanics, Research Center for Applied
Sciences,
Academia Sinica,
yinghung@gate.sinica.edu.tw

PP0

Extensional Flow of a Wormlike Micellar Mixture

We consider the inhomogeneous extensional response of a
new consti- tutive model, the VCM model, that has been
developed to describe con- centrated solutions of worm-
like micelles. The time dependent numerical analysis is
carried out in a slender filament formulation appropriate
for elongational flows of complex fluids. The simulations
show that elongat- ing filaments described by the VCM
model exhibit a dramatic and sudden rupture event simi-
lar to what is observed in filament stretching experiments
of wormlike micelles. This work was partially supported
by NSF #DMS-0807395

Michael Cromer
University of Delaware
cromer@math.udel.edu

L. Pamela Cook
University of Delaware
Dept. of Mathematical Sciences
cook@math.udel.edu

Gareth H. McKinley
Massachusetts Institute of Technology
gareth@mit.edu

PP0

AWM - A Score Based Combinatorial Approach to
Detecting

Modern genetic epidemiology is an interdisciplinary sub-
ject, which heavily rely on quantitative (mathematical and
statistical) models and tools to find out the relationships
between disease traits and the underlying genetic charac-
teristics. To detect gene-gene interactions, we proposed a
new method which is an important modification and ex-
tension of the current popular Multifactor- Dimensionality
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Reduction (MDR)* method. Our method can deal with
family data (which is more important and informative in
clinical data), and also improved computational efficiency
by incorporating a likelihood score for each individual.

Xiaoqi Cui
Michigan Technological University
xcui@mtu.edu

PP0

AWM - Mathematically Modeling the Impact of
a Population Bottleneck on the Immune Memory
Repertoire

Certain viruses kill off memory T-cells early in infection
and thus create lymphopenic conditions in a process called
active attrition; following this, memory and nave T-cells
proliferate (and differentiate if necessary) to refill the mem-
ory T-cell compartment. I mathematically examine how
active attrition and subsequent lymphopenic proliferation
impact the memory CD8+ T-cell repertoire using a com-
bination of hypergeometric distributions and Markov birth
processes. This gives insight into how the immune memory
repertoire changes with infections.

Courtney L. Davis
University of Utah
davis@math.utah.edu

PP0

Path Integral Option Pricing on Nvidia Gpus

Many-core graphical processing units (GPUs) have demon-
strated significant performance results for acceleration of
numerical algorithms compared to general-purpose central
processing units. However, applications have to be imple-
mented for highly-parallel, multi-threaded programming
models with not fully supported IEEE 754 double precision
capabilities. We discuss the implementation of a path inte-
gral algorithm for pricing of American options on NVIDIA
GPUs, its performance and accuracy (both in single and
double precision).

Dimitre A. Dimitrov
Tech-X Corporation
dad@txcorp.com

Ilya Pogorelov
Tech-X Corp
ilya@txcorp.com

PP0

AWM- An Analytically Derived Amplitude Equa-
tion to Describe Alternans in Cardiac Tissue

An arrhythmia is any disturbance from the normal period-
icity of the heart beat. Alternans is one type of arrhythmia
which can be a precursor to potentially fatal conditions of
the heart. In this research, I use existing models describing
electrical wave propagation in the heart along with tech-
niques of singular perturbation theory to derive and ana-
lyze an equation describing the onset and development of
alternans in cardiac tissue.

Lisa D. Driskell
Purdue University
ldriskel@math.purdue.edu

PP0

A Fast, Accurate, and Parallel Numerical Solver
for Multiple Scales Problems

This ongoing undergraduate research project centers on de-
veloping differential equation solvers that are rapid and ac-
curate for a class of multi-scale biochemical reaction prob-
lems. We developed a hybrid asymptotic numerical poly-
algorithm that caters to the local structure of the solution
and can be parallelized. We present results of an initial
value problem for the Riccati equation with two possible
local algorithms using a multi-stage piece-wise linear inter-
polation of the nonlinear term or a Taylor series method.
Advisor: Raymond C. Y. Chin, Indiana University Purdue
University Indianapolis

Tyler Foxworthy, Jack Chiang, Edwin Tham, Jonathan
Liang
Indiana University Purdue University Indianapolis
tf2@iupui.edu, chiangc@iupui.edu, wtham@iupui.edu,
tba@iupui.edu

PP0

Vaccinating Against HPV in Dynamical Social Net-
work

We develop a dynamical network model to examine the rel-
ative merits of strategies for vaccinating women against the
sexually transmitted Human Papillomavirus, which can in-
duce cervical cancer. The model community is represented
as a sexual network of individuals with links dynamically
created and destroyed through statistical rules based on
the node characteristics. Various strategies for distribut-
ing an allotted number of doses of vaccine are tested for
effectiveness in reducing the incidence of cervical cancer.
Advisor: Peter Kramer, Rensselaer Polytechnic Institute

Pamela B. Fuller, Toni Wagner
Rensselaer Polytechnic Institute
Fullep@rpi.edu, wagnet2@rpi.edu

PP0

A Fundamental Solution Method for Computing
Pressure and Streamlines Distributions in Reser-
voirs Containing Thin Barriers

Numerical simulation of flow around thin geological barri-
ers is standard topic in reservoir simulation. In this context
very refined or special designed grids are used to simulate
the barriers effects, which is not a well justified effort in
many reservoir problems. This article presents a new nu-
merical method for approximating pressure and stream-
lines distributions in reservoirs containing thin barriers. It
is based on the fundamental solution method and complex
variables representations of thin barriers singularities to
produce an original, efficient and simple algorithm. The
new method is tested and validated on reservoirs with sin-
gle, periodic, stochastically distributed barriers with mul-
tiple wells. A comparative CPU time study gives evidence
that the new approach is more efficient than standard nu-
merical finite difference method used in reservoir simula-
tion.

Juan M. Guevara-Jordan
Universidad Central de Venezuela
jmguevarajordan@gmail.com

Lucibell Quintero-Perez
IUT
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lucibell@gmail.com

PP0

Constructing Networks for Cascade Resilience

Complex socio-economic networks need to continue func-
tioning even if some of the nodes are compromised by a
human or natural adversary, particularly where this can
cause a cascade. This cascade resilience problem motivates
a model under which networks are optimized for cascade
resilience as well as efficiency. A topology consisting of mul-
tiple stars was shown to be highly optimal. Surprisingly, it
was found that often edge density does not monotonically
decrease when cascade risk increases.

Alexander Gutfraind
Cornell University
ag362@cornell.edu

PP0

Modeling Cartilage Regeneration in the Extracel-
lular Environment of a Cell-Seeded Hydrogel

Articular cartilage is a connective tissue lining the surface
of bones in diarthrodial joints and has a limited capac-
ity for growth and repair. Nutrient-rich hydrogels seeded
with cartilage cells (chondrocytes) have potential utility as
biomaterials for tissue regeneration and repair. Reaction-
diffusion models of cartilage regeneration are developed for
a spherical geometry that models a single cell surrounded
by hydrogel. A level set method is used to model the
moving interface that results from accumulation of cell-
synthesized extracellular matrix as it reacts with the hy-
drogel.

Janine M. Haugh, Mansoor A. Haider
North Carolina State University
Department of Mathematics
janine haugh@ncsu.edu, m haider@ncsu.edu

PP0

Immersed Finite Elements: Galerkin, Finite Vol-
ume Element and Discontinuous Galerkin Methods

This poster presents a system of immersed finite elements
for solving elliptic interface problems on structured meshes
instead of body-fitting meshes. We first construct an im-
mersed bilinear finite element space and then prove its op-
timal approximate capability. Next we apply this space to
Galerkin method, finite volume element method, and dis-
continuous Galerkin methods. Both numerical examples
and theoretical analysis show that the numerical solutions
of these methods have the optimal convergence rates.

Xiaoming He, Tao Lin
Department of Mathematics, Virginia Tech
xiaoming@vt.edu, tlin@math.vt.edu

Yanping Lin
Department of Mathematical and Statistics Science,
Universit
yanlin@ualberta.ca

PP0

Multilevel Approximation of Option Prices

The price of an option is the expected value of the payoff,
which is a function of Brownian motion via a stochastic

differential equation for the underlying asset price. Thus,
the option price is an infinite dimensional integral. Us-
ing a truncated Karhunen-Loève expansion to represent
the Brownian motion and sampling with low discrepancy
points makes the evaluation of this integral more efficient
than using i.i.d. sampling. A multilevel (in dimension) ap-
proximation accelerates the convergence even further.

Fred J. Hickernell
Illinois Institute of Technology
Department of Applied Mathematics
hickernell@iit.edu

PP0

Uniqueness and Reconstruction of Sound Speed in
Thermo-Acoustic Tomography.

We present an overview of research dealing with the unique
determination of the acoustic speed of a body, Ω, from
thermo-acoustic data. The reconstruction of the electro-
magnetic absorption in Ω and a piecewise constant, radially
symmetric acoustic speed from thermo-acoustic measure-
ments is also demonstrated.

Kyle S. Hickmann
Oregon State University
hickmank@math.oregonstate.edu

PP0

A Mathematical Model of Necrotizing Enterocolitis

Necrotizing Enterocolitis (NEC) is a prevalent neona-
tal disease considered one of the greatest threats to the
longterm health and survival of preterm infants. We
present a mathematical model built on partial differen-
tial equations that reproduces the bodys inflammatory re-
sponse to damage of the tissue layers of the gut. Using
this model, we can examine the effects of various treat-
ment methods for NEC, most notably the concept that
breastfeeding drastically reduces the mortality rate. Advi-
sor: Ivan Yotov, University of Pittsburgh

Christopher Horvat
University of Pittsburgh
chh48@pitt.edu

PP0

Strong Approximation of Local Fields in Nonlinear
Power Law Materials

We focus on developing a corrector theory that provides a
strong approximation for local fields in Nonlinear Power
Law Materials. The approximations are used to derive
a lower bound that can be used to assess the singularity
strength inside micro-structured materials.

Silvia Jimenez
Department of Mathematics
Louisiana State University
sjimenez@math.lsu.edu

PP0

Correlation Transfer and Bifurcations in the Izhike-
vich Model

Previous studies have found that two essential features of
neural firing – spike rate and neuron-to-neuron spike cor-
relation from common inputs – are strongly related. These
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findings utilized a simple ’integrate-and-fire’ model, leaving
open the question of whether the previous findings can be
extended to more biologically realistic models of neural fir-
ing. We address this here, for the two-dimensional, hybrid
neuron model proposed by Izhikevich. First, we perform a
bifurcation analysis to identify relevant parameter ranges.
Advisor: Eric Shea-Brown, University of Washington

Travis Johnson
University of Washington
traviscj@u.washington.edu

PP0

Modeling, Analysis and Computation of Fluid
Structure Interaction Models for Biological Sys-
tems

This undergraduate research paper presents mathematical
models for the interaction of blood flow with the arterial
wall surrounded by cerebral spinal fluid. The blood pres-
sure on the inner arterial wall is modeled using a Fourier
Series, the arterial wall is modeled using a spring-mass
system and the surrounding cerebral spinal fluid is mod-
eled via simplified Navier-Stokes equations. The coupled
system of partial differential equations with appropriate
boundary conditions are solved analytically using Laplace
Transforms and are also investigated using computational
tools. Applications of the model studied to intracranial
saccular aneurysms will be presented. Advisor: Padman-
abhan Seshaiyer, George Mason University

Kevin Kelbaugh, S. Minerva Venuti
George Mason University
kkelbaug@gmu.edu, swelling@gmu.edu

PP0

Numerical Solutions for the Two Dimensional Pois-
son’s Equation

Poissons equation is one of the most widely studied partial
differential equations (PDEs) in applied mathematics. It
is not only an important equation in electro-magnetics but
also an equation of choice in testing numerical methods
for PDEs. Research about finding and improving Pois-
son solver is never ending. Poisson solver can be found in
the heart of many commercial software for the numerical
solutions for PDEs. In most cases the solver has to be
optimized by any means to improve the speed of calcula-
tions without sacrificing overall accuracy of the solutions.
In this undergraduate research project, we want to study
two-dimensional Poisson solver in regular domains. We will
start with simple finite-difference methods. Both the sec-
ond order centered difference and fourth order long stencil
difference schemes will be explored. Advisor: Cheng Wang
and Alfa Heryundono, UMASS Dartmouth

Ann Kimball
UMASS Dartmouth
eintess@yahoo.com

PP0

Robustness of a-Posteriori Estimators for Multi-
level Finite Element Discretizations of Elliptic-
Parabolic Systems

We consider linear systems of PDEs Lu+Au = f where u is
a vector of unknowns, L is an elliptic or parabolic operator
and A represents a monotone coupling. We derive multi-
level schemes and a-posteriori estimators which are robust

in the coefficients of L,A. Applications include double-
diffusion and double-porosity models of flow in porous me-
dia, singularly perturbed reaction-diffusion and pseudo-
parabolic systems. We present theoretical and numerical
results.

Viviane Klein
Oregon State University
kleinv@math.oregonstate.edu

Malgorzata Peszynska
Department of Mathematics
Oregon State University
mpesz@math.oregonstate.edu

PP0

AWM - Two compartment motoneuron model to
study self sustained firing after spinal cord injury

Spasticity occurs during the chronic stages after spinal
cord injury (SCI). We extend previous modeling studies
of the physiological changes in spinal motoneurons during
the acute and chronic stages following SCI. Experimental
data are used to determine the parameters of the two com-
partment conductance based differential equation model
for SCI. Using mathematical analysis and simulation re-
sults, we study the effect of changes in kinetics and mor-
phology on motoneuron excitability.

Mini P. Kurian, Sharon M. Crook
Arizona State University
kurian@mathpost.la.asu.edu, sharon.crook@asu.edu

Ranu Jung
Harrington Department of Bioengineering
Arizona State University
ranu.jung@asu.edu

PP0

Approximation of the Discontinuities of a Function
by Its Classical Orthogonal Polynomial Fourier Co-
efficients

A modified Pronys method is considered to approximate
the locations of jump discontinuities and the associated
jumps of a piecewise smooth function by means of its
Fourier coefficients with respect to any system of the clas-
sical orthogonal polynomials. Unlike the previously sug-
gested method by the author, the modified method is ro-
bust, since its success is independent whether or not a loca-
tion of the discontinuity coincides with a root of a classical
orthogonal polynomial. In addition, the error estimate is
uniform for any [a, b] ⊂ (−1, 1).

George Kvernadze
Weber State University
gkvernadze@weber.edu

PP0

AWM - A Variational Approach to Recovering Co-
effcients of Elliptic

The flow of groundwater in confined aquifers is commonly
modeled by the parabolic partial differential equation (1).

q(x)
∂w

∂t
= −∇ · [p(x)∇w(x, t)] + R(x, t), (1)

where w denotes known piezometric head (given by height
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of water in observation wells relative to some reference da-
tum), p denotes the symmetric hydraulic conductivity ma-
trix, q ≥ 0 denotes the storativity of the aquifer, and R
denotes time-dependent recharge. Both p and q are consid-
ered to be properties of the soils and rock comprising the
aquifer, and hydraulic conductivity, in particular, varies
greatly within a given aquifer. Direct measurement of these
values are impractical, and, given the wide variability of
hydraulic conductivity, unlikely to be very accurate. Ap-
plying a finite Laplace transform with respect to time to
(1), we obtain

−∇ · [p(x)∇u(x)] + λq(x)u(x) = f(x), (2)

where p and q are as in (1), λ is the Laplace transform
coefficient, u is the transformed head, and f contains the
recharge information. A new variational inverse method
may then be used to recover all 16 parameters for a given
year, given measured head values on the boundary of the
region in question. The development of recharge templates
for months in the same season of different years with similar
rainfall data is promising.

Mary A. Larussa
University of Alabama at Birmingham
larussa@math.uab.edu

Ian Knowles
Not Known
not known

PP0

Sudoku and Its Properties

I explore sudoku as viewed as a matrix, what peoperties it
has, and how those properties are similar to Latin Squares,
but also how they are unique. I look into the possibility of
if given a completed 9x9 sudoku grid, and the grid’s deter-
minant and eigenvalues, can we construct the grid given its
initial clues. I will also be developing a program to check
to see if a grid is a valid sudoku grid. Advisor: Gary Davis,
Saeja Kim and Steve Leon, UMASS Dartmouth

Robert LeBoeuf
UMASS Dartmouth
rleboeuf@umassd.edu

PP0

AWM - Using Optimal Control to Study the Emer-
gence of Synchrony in Networks of Coupled Oscil-
lators

There is a great deal of interest in understanding how syn-
chrony arises because of the prevalence with which it oc-
curs in nature. We use optimal control theory to study the
emergence of synchrony in a network of coupled oscillators
as a function of the networks structure. In particular, the
coupling strengths between oscillators are treated as con-
trol variables and are allowed to vary through time.

Rachel N. Leander
University of Tennessee, Knoxville
leander@math.utk.edu

PP0

A Network Theoretic Approach to Hyperspectral
Image Classification

We present a new methodology for clustering pixels in spec-

tral image data. The main algorithm is based on Mark
Newman’s Method of Maximum Modularity for commu-
nity detection in networks. This provides not only a novel,
accurate, and unsupervised clustering algorithm, but also
supports a new approach to processing spectral data as net-
works and graphs. Because graphs and networks are based
on local estimations of neighborhoods within the spectral
data, algorithms based on these methods are said to be
topological or geometric. For example, Basener et. al pro-
vide a robust method for Topologically Based Anomaly
Detection (TAD). Following this nomenclature, we call our
algorithm Topological Image Classification (TIC). Advisor:
Anthony A. Harkin, Rochester Institute of Technology

Ryan H. Lewis
Rochester Institute of Technology
ryan.lewis@mail.rit.edu

PP0

Developing An Open-Source Nonlinear Optimiza-
tion Framework

We describe a new object-oriented open-source frame-
work for Newton-like solvers for nonlinearly constrained
optimization problems. Our framework includes a vari-
ety of step-computation techniques and a range of step-
acceptance strategies. Our flexible framework allows us to
tune the cost of the different step-computation, and choose
from a broad range of step-acceptance strategies, including
classical penalty functions, filters, and recent funnel ideas.
We present preliminary numerical results.

Sven Leyffer
Argonne National Laboratory
leyffer@mcs.anl.gov

PP0

Microarray Gene Expression Profile in Hepatocel-
lular Carcinoma after Surgical Resection

This study was conducted to characterize gene expression
profile and create prediction model of recurrence in patients
with surgically curable hepatocellular carcinoma. We used
supervised statistical method to extract the gene expres-
sion profile through the cDNA microarray data and con-
firmed by RT-PCR. The experimental design procedures
and the steps for selection of gene expression profile are pre-
sented. A prediction model is created for predicting good
versus poor recurrence and recurrence curves are presented
showing the prediction power.

Jen-Jen Lin
Taipei, Taiwan
jjlin@mcu.edu.tw

Ming-Chih Ho
Department of Surgery
National Taiwan University Hospital
mcho1215@ntu.edu.tw

PP0

A Network Analysis of Roll-call Voting in the
United Nations General Assembly

Having applications across physics, biology, and the social
sciences, the study of networks provides a natural setting
for analyzing roll call networks. In this study, networks of
countries were built by quantifying similarities in countries
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voting on resolutions, and likewise networks of resolutions
were also constructed. Analysis was performed on these
unipartite projections while more sophisticated methods
retain information about positive and negative correlations
simultaneously and the bipartite network of resolutions and
countries as a whole. Advisor: Peter J. Mucha, Carolina
Center for Interdisciplinary Applied Mathematics and Ma-
son A. Porter, University of Oxford

Kevin Macon
Carolina Center for Interdisciplinary Applied
Mathematics
mokevin@email.unc.edu

PP0

AWM - Human Tear Film Dynamics on an Eye-
Shaped Domain

We present recent progress in understanding the dynamics
of human tear film on an eye-shaped domain. Using lu-
brication theory, we model the evolution of the tear film
over a blink cycle. The highly nonlinear governing equation
is solved on an overset grid by a method of lines coupled
with finite difference in the Overture framework. Com-
parisons with experimental observations show qualitative
agreement.

Kara L. Maki
University of Delaware
maki@math.udel.edu

Richard Braun
University of Delaware
Department of Mathematical Sciences
braun@math.udel.edu

William Henshaw
Lawrence Livermore National Laboratory
henshaw1@llnl.gov

P. Ewen King-Smith
Ohio State University
king-smith.1@osu.edu

PP0

Spatial Model of Direct Competition and a Shared
Pathogen Between

There are many empirical and theoretical studies indicat-
ing that apparent competition resulting from the interac-
tion of two species mediated by a common pathogen may
cause the extinction of one of the species. However, there
is little analysis of the more difficult model with both di-
rect competition between species and a common pathogen
and still less analysis for a spatial model with competition
and disease. In the U.K. the red squirrel population has
been drastically reduced by a combination of direct compe-
tition and a shared pathogen with the invasive grey squir-
rel [Rushton, et al, 2000; Tompkins, et al]. The authors
in [Rushton, et al, 2000; Tompkins, et al] also indicated
the possible importance of the spatial arrangement of both
species and their movement between patches of habitat.
We propose a multi-patch model with Lotka-Volterra com-
petition and Susceptible-Infected disease dynamics with
mass action and compare it to other models with only
one or two of the mechanisms that are represented in our
model. We fully examine the disease-free dynamics of the
system and their global and local stability including ana-
lytic results such as computation of the basic reproduction

number,R0, and numerical results. We then find condi-
tions for the stability of and use numerical results to show
the behavior of endemic equilibria, including the case when
one species is driven to extinction by another species in the
presence of disease. Lastly, we extend some results to the
case of n species.

Carrie A. Manore
Oregon State University
manorec@math.oregonstate.edu

PP0

Modeling Intracranial Aneurysms

Arterial geometry, wall shear stress, and remodeling of the
arterial wall by biological reconstitution are factors which
may promote the rupture of aneurysms. A rigid arterial
wall model of an intracranial aneurysm is studied numeri-
cally to investigate the relationship between these factors.
Our model uses both idealized arterial geometries as well as
geometries extracted from clinical imaging data. We exam-
ine the dependence of the rate of remodeling on wall shear
stress by comparing the maximal shear stress to arterial
wall thickness in patient data.

Lisa Melanson
Northwestern University
l-melanson@northwestern.edu

PP0

Practical Sieve Implementation in Parallel Python

In Number Theory there are many implementations of
sieves for finding prime numbers. The most well known,
even to elementary students, is the Sieve of Eratosthenes.
It is a very slow and impractical sieve for finding large
prime numbers. A modern fast sieve is Carl Pomerance’s
Quadratic Sieve, invented in 1981. It is still the second
fasted sieve even after 28 years. In my project I consider
implementing the quadratic sieve on parallel processors to
speed up the search for large prime numbers. Advisor:
Saeja Kin, University of Massachusetts Dartmouth

Andrew Perry
University of Massachusetts Datmouth
U A5perry@umassd.edu

PP0

Performance of Algorithms for Numerical Valua-
tion of Financial Derivatives on GPUs

Numerical valuation of financial derivatives can sometimes
be performed in multiple ways (e.g., pricing of American
call options via path-integral-, PDE-, tree-, and simulation-
based procedures). In actual computational practice, al-
gorithms for numerical valuation based on these differ-
ent approaches can have significantly different performance
”strengths and weaknesses”. Focusing on algorithm per-
formance issues that arise when computing on graphics
processing units (GPUs), we compare and discuss perfor-
mance of several GPU- and CPU-based algorithms for pric-
ing American options.

Ilya Pogorelov
Tech-X Corp
ilya@txcorp.com

Dimitre A. Dimitrov, Peter Messmer, Paul Mullowney
Tech-X Corporation
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dad@txcorp.com, messmer@txcorp.com,
paulm@txcorp.com

Vahid H. Ranjbar
Tech-X Corp
ranjbar@txcorp.com

PP0

A New Stochastic Variational Pde Model for Soft
Mumford Shah Segmentation and Denoising

In this poster, we present a new model for soft Mumford-
Shah segmentation and denoising for mixture image pat-
terns. We construct a functional with variable exponent
which combines the TV-based and isotropic diffusion and
we allow each pixel to belong to each image pattern with
different probability. By taking different Gaussian means
and variances on each image pattern, the segmentation can
be more efficient and accurate.

Iulia Posirca, Yunmei Chen
University of Florida
iuliap@math.ufl.edu, yun@math.ufl.edu

Celia A. Barcelos
Universidade Federal de Uberlandia
Uberlandia, MG - Brazil
celiazb@ufu.br

PP0

AWM - Guided Modes and Anomalous Scattering
by a Periodic Lattice

We study a discrete prototype of anomalous scattering as-
sociated with the interaction of guided modes of a periodic
scatterer and plane waves incident upon the scatterer. The
transmission anomalies arise because of the non-robustness
of a guided mode, a mode that exists at a specific frequency
and wave number. The simplicity of the discrete prototype
allows to make certain explicit calculations and proofs, and
to examine details of important resonant phenomena of
open wave guides.

Natalia G. Ptitsyna
Louisiana State University
Dept. of Mathematics
ptitsyna@math.lsu.edu

PP0

Integral Equation Methods for the Navier-Stokes
Equations

An integral equation formulation for the two dimensional
incompressible Navier-Stokes equations is presented. This
formulation is designed for solving equations arising from
temporal discretizations of the stream-function formula-
tion. Solving these equations requires use of standard po-
tential theory as well as modern fast algorithms such as
the Fast Multipole Method. The result is a highly efficient
and accurate treatment of the underlying equations. Re-
sults concerning stability, complexity and accuracy will be
presented.

Bryan D. Quaife
Simon Fraser University
Burnaby, British Columbia, Canada
bquaife@math.sfu.ca

PP0

A Novel Mathematical Model of Human Lactation

Lactation in human mothers is controlled by the inter-
actions of several hormonal factors, including prolactin,
which stimulates milk component synthesis, and oxytocin,
which stimulates milk ejection. The details of prolactin
control of milk synthesis during established lactation re-
main a mystery. This work analyzes alternative hypothe-
ses concerning the effects of suckling on prolactin receptor
regulation through a novel mathematical model of the cas-
cade of interactions governing milk synthesis and ejection
during established lactation. Advisor: Jonathan Rubin,
University of Pittsburgh

Vikram Raghu
University of Pittsburgh
vkr7@pitt.edu

PP0

An Adaptive IHS Pan-sharpening Method

Pan-sharpening fuses low spatial, high spectral multispec-
tral image with a high spatial, low spectral panchromatic
image to obtain high spectral and spatial resolution im-
age. Intensity-Hue-Saturation (IHS) is a commonly used
pan-sharpening method. We do a comparative survey of
different techniques and propose modification to the IHS
to improve the quality of the final image. Our result prove
that the adaptive IHS improves the quality of the final im-
age. Advisor: Todd Wittman and Michael Moeller, Harvey
Mudd College

Sheida Rahmani
University of California, Los Angeles
sheidarahmani@ucla.edu

Melissa Strait
Harvey Mudd College
melissa.strait@gmail.com

PP0

Gpu Enhanced Jump Diffusion Integrator

Jump diffusion models are of interest for a wide variety
of systems from option pricing models to the evolution of
particle distributions in plasma and beam-beam systems.
We present a jump diffusion integrator which makes use
of the power GPU processing to accelerate computation
time. We compare this approach with traditional serial
Monte-Carlo and finite-difference methods.

Vahid H. Ranjbar, Andrey Sobol, Ilya Pogorelov
Tech-X Corp
ranjbar@txcorp.com, sobol@txcorp.com, ilya@txcorp.com

Tanaji Sen
Fermilab
tsen@fnal.gov

PP0

A Normal-inverse Gaussian Random Walk Model
for Wastewater in Fairhaven, Massachusetts

The ability to mathematically model wastewater flow has
grown in importance as new technologies for wastewater
management and utilization have emerged. The large num-
ber of factors that influence wastewater flow in Fairhaven,



102 AN09 Abstracts

MA, such as precipitation, ground water levels, and be-
havioral phenomenon such as holidays, make it difficult to
correlate wastewater with existing data. Tests for random-
ness such as autocorrelation and the Wald-Wolfowitz runs
test suggest that the time series of daily wastewater flow
can be modeled by a discrete Ornstein-Uhlenbeck process.
Given the high kurtosis of a plot of the daily differences,
a stochastic model of the daily fluctuations was modeled
best by a normal-inverse Gaussian distribution. Advisor:
Gary Davis, UMASS Dartmouth

Elise Rapoza
University of Massachusetts-Dartmouth
u e1rapoza@umassd.edu

PP0

Resonant Scattering by an Open Waveguide: De-
pendence on Angle of Incidence and Geometry

We investigate anomalies in the transmission of plane
waves across a periodic waveguide produced by resonant in-
teraction with the modes of the guide. Through numerical
computations and direct calculations for a discrete model,
we learn how perturbations of the angle of incidence and
the structure itself affect these anomalies. The discrete
model gives an exact formula that matches the numeri-
cal results for the continuous problem. This work builds
on that of Ptitsyna, Shipman, and Venakides. Advisor:
Stephen Shipman, Louisiana State University

Jennifer Ribbeck, Katherine Smith, Clayton Weeks,
Benjamin Chutz
Louisiana State University
jribbe2@tigers.lsu.edu, ksmi117@tigers.lsu.edu,
cweeks2@gmail.com, bchutz1@tigers.lsu.edu

PP0

AWM -Mathematical Analysis of a Double-Walled
Carbon Nanotube Model

A recently developed mathematical model for a short
double-walled carbon nanotube will be presented in the
poster. The model is given as a system of two Timoshenko
beams coupled through the Van der Waals force. Math-
ematically, it is a system of two coupled hyperbolic par-
tial differential equations equipped with a four-parameter
family of dynamical boundary conditions. The system has
been reduced to an evolution equation with a nonselfad-
joint matrix differential operator that is a dynamics gener-
ator. Asymptotic and spectral properties of this generator
will be presented in the poster. We proved that it is a un-
bounded nonselfadjoint operator with compact resolvent,
and that the set of complex eigenvalues of the dynamics
generators asymptotically splits into four individual spec-
tral branches, which is consistent with the physics of the
model. The asymptotical distribution of the eigenvalues
along each branch will be discussed.

Miriam Rojas-Arenaza
University of New Hampshire
marenaza@cisunix.unh.edu

PP0

Laplace Energy of Graphs

We present preliminary results on the Laplacian energy of
a graph. Complete graphs and star graphs have energy
2. Connected paths appear to have maximal normalized
Laplacian energy for a given number of vertices. We com-

pute expressions for the Laplacian energy of certain well
known classes of graphs including cycles, paths and hyper-
cubes. We discuss the observation that connected graphs
seem to have minimal energy 2 - known to be true for bi-
partite graphs. Advisor: Gary Davis, UMASS Dartmouth

Leanne Silvia
University of Massachusetts Dartmouth
lsilvia2@umassd.edu

PP0

Hydrodynamic Origin of Whale Flukeprints

A ’whale flukeprint’ is a smooth patch that appears on the
surface of the water behind moving cetaceans (whales, dol-
phins, porpoises). Interestingly, whether the origin of this
phenomenon is a surfactant effect due to sloughing or a
purely hydrodynamic effect is not agreed upon by marine
biologists. This study investigates whether flukeprints can
be formed from hydrodynamic forces. Characteristics of
a flukeprint formed by a model fluke in a water tank are
analyzed and robotic fluke prototypes are discussed. Hy-
drodynamic ring vortices are concluded to be the primary
source of footprints. Advisor: Rachel Levy, Harvey Mudd
College

Dmitri Skjorshammer
Harvey Mudd College
dskjorshamme@hmc.edu

PP0

Mathematical Model of Network Adaptation in
Physarum Polycephalum to Account for Robust-
ness and Efficiency

Physarum polycephalum, a species of slime mold, has
shown great capabilities in resource distribution, com-
promising between an efficient network with the shortest
length, and a robust network that resists disruptions. We
modeled this behavior using a modified flux model for sol
through the tubes of slime mold. We compared our model
results to reduced data in the literature and experimental
data collected in our laboratory. Mathematical principles
emulated by P. polycephalum could theoretically apply to
current networking issues. Advisor: Louis Rossi, Univer-
sity of Delaware

Laura Sloofman, Belinda Gao, Megan Zagrobelny,
Nicholas Johnson
University of Delaware
sloofman@udel.edu, tba@siam.org, tba, tba

PP0

MHD Stability of Phase Transition Layers in the
Interstellar Medium

We consider the scenario of a phase transition layer sepa-
rating magnetized media of different densities and temper-
atures in a 2D plane-parallel geometry. We identify evap-
oration and condensation fronts, depending on whether
there is net heating or cooling across the layer. We as-
sess the behavior of both front types when subject to in-
compressible, corrugational perturbations, and explore the
non-linear behavior using ATHENA, a Godunov scheme
with nested and adaptive mesh capabilities for astrophysi-
cal MHD.

Jennifer M. Stone
Department of Astronomy
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University of Wisconsin-Madison
stone@astro.wisc.edu

Fabian Heitsch
University of Michigan
fheitsch@umich.edu

Ellen Zweibel
University of Wisconsin-Madison
zweibel@astro.wisc.edu

PP0

Modeling Fluid Transport in Subcutaneous Tissue

The goal of this project is to produce a mathematical model
of fluid flow in subcutaneous tissue. Two models have been
developed: a compartment model that segregates the fluid
into homogeneous regions, and a continuous model that
describes the properties of the fluid at each point in space
and time. Advisors: Richard Haskell and Rachel Levy ,
Harvey Mudd College

Melissa Strait, Harry Dudley, Stephen Rosenthal, Brian
Stock
Harvey Mudd College
mstrait@hmc.edu, hdudley@hmc.edu,
jsrosenthal@hmc.edu, bstock@hmc.edu

PP0

Modeling Animal Gaits

We exhibit mathematical, electronic and physical models
that generate animal gaits. One example of a mathemat-
ical generator is a network of eight coupled Van der Pol
oscillators. When these oscillators are coupled together,
the system produces patterns of relative phases that cor-
respond to the different animal gaits. We show that this
network can be used to produce primary gaits such as a
walk, trot, pace and bound.

Masoud Asadi-Zeydabadi, Mozhdeh Saffari-Parizi,
Randall Tagg
University of Colorado Denver
masoud.asadi-
zeydabadi@ucdenver.edu, mozhdeh.saffari@ucdenver.edu,
randall.tagg@ucdenver.edu

PP0

Collimators Optimality Revisited

Collimators are essential tools in nuclear medicine and X
and Gamma ray astronomy. I revisit the problem of opti-
mal collimators, define a criterion of optimization based on
uniform illumination of a sensor inside the collimator, de-
rive and investigate the integral equation that determines
the optimal collimator and show an exact solution for a par-
ticular case (when the equation is trivial enough to have
such a solution), respectively examples of numerical solu-
tions for other cases.

Horia Teodorescu
Harvard University
hmteodor@fas.harvard.edu

PP0

Fuzzy Clustering for the Segmentation of Medical

Images

We use fuzzy clustering to automatically segment tissue
and organ regions in CT scans of abdominal cross-sections.
The images are processed using PIGMAP with both raw
pixel data and feature vectors. Results are fair, with good
visual segmentation between tissue types. Progress is made
toward differentiating between liver and spleen, and further
work in image smoothing could provide useful results.

Elizabeth A. Untiedt
Department of Mathematical Sciences
University of Colorado Denver
elizabeth.untiedt@email.ucdenver.edu

Kenneth Witt
Department of Mathematical Sciences
University Of Colorado Denver
kwitt@aabren.com

Francis Newman
Department of Radiation Oncology
University Of Colorado Denver
francis.newman@uchsc.edu

Weldon Lodwick
Department of Mathematical Sciences
University of Colorado Denver
weldon.lodwick@ucdenver.edu

PP0

Gk Blending of Non-symmetric Corner of Lowest
Degree by Piecewise Algebraic Surface

In this paper, we present two methods of blending the cor-
ner of three coordinate planes with Gk continuity piece-
wise algebraic surfaces under non-symmetric conditions.
The piecewise algebraic surfaces we obtained have the low-
est degree under some specified conditions. First, we use
the general method to obtain the G1 continuity blend-
ing surfaces. For convex case, the algebraic necessary
and sufficient condition of quadratic G1 blending surface

is mi + ni − 2
mini

= K and the geometric necessary and

sufficient condition of quadratic G1 blending surface is
mi + ni − 2

mini
= K, where K satisfied a specified condition.

The algebraic G1 condition of a piecewise algebraic sur-
face means that the algebraic G1 condition holds between
any two adjacent pieces while the geometric G1 condition
of a piecewise algebraic surface means that this piecewise
algebraic surface is both algebraic G1 and no holes. For
concave case, the algebraic necessary and sufficient condi-

tion of quadratic G1 blending surface is m1 + n1 − 2
m1n1

=
m2 + n2 − 2

m2n2
= 4m3n3 − 3m3 − 3n3 + 2

m3n3
. Opposite to the

convex case, in concave case, we prove that any algebraic
G1 piecewise algebraic surface has at least one hole. By
controlling the parameters in those necessary and sufficient
conditions, we can easily adjust the blending domain and
control the shape of blending surfaces. For Gk(k ≥ 2), we
obtain the blending surface algebraically by generator basis
method.

Chao Yu
Delaware State University
yuchao626@hotmail.com]

PP0

Frequency Extraction of Electromagnetic Resonant
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Structures Using Vorpal

We present results for an efficient frequency extraction
algorithm based on the Finite Difference Time Domain
(FDTD) method and a regularized SVD algorithm used
for post-processing. For a spherical cavity relative errors
are shown to be as low as 0.001% for the lower frequency
modes using the parallel FDTD code, VORPAL. These
results are comparable to Microwave Studio, HFSS, and
Omega3p. We also present highly accurate validation re-
sults for realistic radiofrequency cavities.

Travis M. Austin, C.D. Zhou, David N. Smithe, Chet
Nieter, Peter Stoltz
Tech-X Corporation
austin@txcorp.com, czhou@txcorp.com,
smithe@txcorp.com, nieter@txcorp.com,
pstoltz@txcorp.com

John Cary
Tech-X Corporation
University of Colorado
cary@txcorp.com

KAI Tian, HAIPENG Wang
Jefferson National Accelerator Laboratory
ktian@jlab.org, haipeng@jlab.org
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