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Schreiber [10] defined the elimination tree of a symmetric matrix, a structure
that plays an important role in many aspects of sparse elimination, including
matrix reordering, symbolic and numerical factorization, and parallelization.

Gilbert and Liu [6] generalized this structure to unsymmetric matrices by
defining a pair of elimination dags (directed acyclic graphs), which are the
transitive reductions of the graphs of the lower and upper triangular factors.

Here we present a new generalization that uses paths instead of edges to
define a single tree with many of the same properties as the elimination tree
of a symmetric matrix. We also discuss some important applications of this
structure:

• Analogously to the symmetric case, the subtree of the elimination tree
rooted at node k is a strongly connected component of the subgraph of
the original directed graph induced by the first k vertices. This property
suggests a simple algorithm to construct the elimination tree. Quotient
graphs, path-preserving edge reduction, and a new, incremental algorithm
for finding strongly connected components lead to an efficient implemen-
tation. The same approach can be used in diagonal Markowitz order-
ing [1, 9].

• Existing algorithms for symbolic LU factorization use either symmetric
pruning [5] or pruning based on the elimination dags [6] to improve per-
formance. Pruning based on the elimination tree is generally more effective
than symmetric pruning, yet the tree can be constructed more easily than
the dags.

• The unsymmetric multifrontal method [2, 3, 4, 7] is a powerful approach
to solving sparse linear systems. By adding cross edges to the elimination
tree we can model how data flows from update to frontal matrix. This
model is more refined than the symmetric pattern approach [4], which uses
the elimination tree of the symmetrized matrix A + At; and is somewhat
simpler than the task-dag/data-dag approach [7, 8].

• A symmetric reordering of the matrix based on a postorder traversal of the
elimination tree gives a recursive, upper bordered block triangular (BBT)
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form. The reordered matrix has further desirable properties. For example,
the tree now captures the data dependencies among the rows of the filled
matrix and constrains the flow of updates in the unsymmetric multifrontal
method, which has implications for parallelization.

References

[1] P. R. Amestoy, E. Ng and X. S. Li. Diagonal Markowitz scheme with lo-
cal symmetrization. Technical Report RT/APO/03/5, ENSEEIHT-IRIT,
2003].

[2] P. R. Amestoy and C. Puglisi. An unsymmetrized multifrontal LU factor-
ization. SIAM J. Matrix Anal. Appl., 24:553–569, 2002.

[3] T. A. Davis and I. S. Duff. An unsymmetric-pattern multifrontal method
for sparse LU factorization. SIAM J. Matrix Anal. Appl., 18:140–158, 1997.

[4] I. S. Duff and J. K. Reid. The multifrontal solution of unsymmetric sets of
linear equations. SIAM J. Sci. Statist. Comput., 5:633–641, 1984.

[5] S. C. Eisenstat and J. W. H. Liu. Exploiting structural symmetry in sparse
unsymmetric symbolic factorization. SIAM J. Matrix Anal. Appl., 13:202–
211, 1992.

[6] J. R. Gilbert and J. W. H. Liu. Elimination structures for unsymmetric
sparse LU factors. SIAM J. Matrix Anal. Appl., 14:334–352, 1993.

[7] A. Gupta. Improved symbolic and numerical factorization algorithms for
unsymmetric sparse matrices. SIAM J. Matrix Anal. Appl., 24:529–552,
2002.

[8] S. M. Hadfield. On the LU Factorization of Sequences of Identically Struc-

tured Sparse Matrices Within a Distributed Memory Environment. PhD
thesis, University of Florida, April 1994.

[9] G. Pagallo and C. Maulino. A bipartite quotient graph model for un-
symmetric matrices. In V. Pereyra and A. Reinoza, editors, Numerical

Methods, volume 1005 of Lecture Notes in Mathematics, pages 227–239.
Springer-Verlag, 1983.

[10] R. Schreiber. A new implementation of sparse Gaussian elimination. ACM

Trans. Math. Software, 8:256–276, 1982.

2


