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IP1

Algorithmic Adaptations to Extreme Scale

Algorithmic adaptations to use next-generation computers
closer to their potential are underway. Instead of squeez-
ing out flops the traditional goal of algorithmic optimal-
ity, which once served as a reasonable proxy for all associ-
ated costs algorithms must now squeeze synchronizations,
memory, and data transfers, while extra flops on locally
cached data represent only small costs in time and energy.
After decades of programming model stability with bulk
synchronous processing, new programming models and new
algorithmic capabilities (to make forays into, e.g., data as-
similation, inverse problems, and uncertainty quantifica-
tion) must be co-designed with the hardware. We briefly
recap the architectural constraints, then concentrate on
two kernels that each occupy a large portion of all scien-
tific computing cycles: large dense symmetric/Hermitian
systems (covariances, Hamiltonians, Hessians, Schur com-
plements) and large sparse Poisson/Helmholtz systems
(solids, fluids, electromagnetism, radiation diffusion, grav-
itation). We examine progress in porting solvers for these
kernels to the hybrid distributed-shared programming en-
vironment, including the GPU and the MIC architectures
that make up the cores of the top scientific systems on the
floor and on the books. How will the hierarchical solvers
that lead in scalability (e.g., fast multipole, hierarchically
low rank matrices, multigrid) map onto the more rigidly
programmed and less reliably performant structures within
a node?

David E. Keyes
KAUST
david.keyes@kaust.edu.sa

IP2

Challenges for Climate and Weather Prediction in
the Era of Exascale Computer Architectures: Os-
cillatory Stiffness, Time-Parallelism, and the Role
of Long-Time Dynamics

For weather or climate models to achieve exascale per-
formance on next-generation heterogeneous computer ar-
chitectures they will be required to exploit on the order
of hundred-million-way parallelism. This degree of paral-
lelism far exceeds anything possible in todays models even
though they are highly optimized. In this talk I will discuss
one of the mathematical issues that leads to the limitations
in space- and time-parallelism for climate and weather pre-
diction models oscillatory stiffness in the PDE of the form:

∂u

∂t
+

1

ε
L(u) +N(u,u) = D(u), u (0) = u0,

where the linear operator L has pure imaginary eigenval-
ues, the quadratic nonlinear term is N(u,u) D represents
dissipation. The ε is a small non-dimensional parameter.
The operator ε−1L results in time oscillations on an order
O (ε) time scale, and generally requires small time steps
for explicit methods, and implicit methods if accuracy is
required. I will discuss the case when ε is finite and two al-
gorithms: 1) a fast-converging HMM-parareal-type method
and 2) a time-parallel matrix exponential.

Beth Wingate
University of Exeter
B.Wingate@exeter.ac.uk

IP3

Ingredients for Computationally Efficient Solution

of Large-Scale Image Reconstruction Problems

Image reconstruction problems provide great opportuni-
ties to bring together many scientific computing techniques
to advance the state of the art in inverse problems and
in disciplinary areas. First, we need to tailor the inverse
problem to the application to produce the regularized solu-
tion while considering how a priori knowledge is enforced.
We might choose to enforce hard constraints, like non-
negativity, sparsity and/or high-contrast. Alternatively,
we may choose to employ a learned dictionary or a pa-
rameterized image model that imposes those constraints
directly on image space and simultaneously restrict the
search space. Second, those modeling choices, which are in-
teresting problems in and of themselves, necessitate the use
of sophisticated optimization algorithms. Third, since each
optimization step requires multiple forward model simula-
tions, techniques from the multigrid, model reduction and
randomization communities need to be explored to attain
the maximum computational efficiency. In this talk, we
provide an overview of some of these scientific computing
techniques that have been successfully used in image re-
construction, and provide some combinations of techniques
that have led to particularly fruitful outcomes in the con-
text of a few applications.

Misha E. Kilmer
Mathematics Department
Tufts University
misha.kilmer@tufts.edu

IP4

Making Sense of our Universe with Supercomput-
ers

In computational cosmology and astrophysics we encounter
some of the most complex multi-scale and multi-physics
problems. In the past decades, algorithmic advances have
enabled ever more realistic numerical models of a very wide
range of astrophysical objects. These range from stars to
galaxies, from planets to the large scale structure of the
Universe, from molecular clouds to star clusters, from su-
pernovae explosions to super-massive black holes in centers
of galaxies. We routinely create three dimensional models
of how our Universe may have originated, how its structure
formed, how the very first stars and galaxies came about,
how pulsars work, and how black holes merge and generate
gravitational waves to just name a few such applications.
We will highlight some examples of three particular algo-
rithmic breakthroughs and the particular advances and in-
sights they have enabled so far. These describe adaptive
mesh refinement simulations capturing 15 orders of mag-
nitude in length scale, adaptive ray tracing for high ac-
curacy radiation hydro-dynamical simulations, as well as
a new noise-free approach to solve the collision-less Boltz-
mann equation of interest in cosmology as well as in plasma
physics. We will also present the scientific visualizations
created from these simulations. These have been shown
on various television programs, international planetarium
shows and numerous print media.

Tom Abel
Stanford University
Hi@TomAbel.com

IP5

Multiscale Modelling: Powerful Tool or Too Many
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Promises

Multiscale modelling aims to provide systematic linking of
different time and length scales in order to enable simula-
tions at different levels of spatial and/or temporal resolu-
tions. No single unique method exists or is even foresee-
able and hence the choice of the most appropriate method
or mapping depends on the properties of interest. The
roots of multiscale simulations go back to the 1960s and
1970s, but the last decade has been brought them in the
mainstream of method development and as a viable ap-
proach to model complex systems. It has been applied
to viral capsids, fluid flow, crystal growth, proteins, col-
loids, and polymers to mention a few examples. Current
techniques range from pragmatic, such as using solubili-
ties for force field mapping to algorithmic, using equilib-
rium particle data for solving an inverse problem (using
methods such as Inverse Boltzmann, force matching and
Inverse Monte Carlo), particle-continuum coupling and us-
ing Langevin and Fokker-Planck equations and mapping
procedure. Procedures such as GENERIC also extend the
multiscale approach to irreversible processes. In this talk, I
will discuss multiscale methods from the perspective of soft
materials based on our own work, provide perspectives for
future development and problems involving multiscaling.

Mikko Karttunen
Eindhoven University, The Netherlands
mkarttu@gmail.com

IP6

Adaptive and Multiscale Methods in Subsurface
Flow Modeling

In reservoir simulation, the ratio of the largest scale to the
smallest scale is typically very large. The smaller scales can
not easily be upscaled or neglected as they can have (signif-
icant) impact on reservoir flow. At the same time, decision
making under uncertainty requires fast and accurate flow
simulations for often large ensembles of model realizations.
No wonder then that the reservoir simulation community
has developed many adaptive as well as multiscale meth-
ods to reduce runtime. Especially the last decade has seen
a number of exciting new approaches, which I will discuss
here, as well as the outstanding challenges that remain.

Margot Gerritsen
Dept of Energy Resources Engineering
Stanford University
margot.gerritsen@stanford.edu

IP7

Productive and Sustainable: More Effective Com-
putational Science and Engineering

Computational Science and Engineering (CSE) is effective
to the extent it contributes to overall scientific and engi-
neering pursuits. Its contributions are most tangible when
delivering concrete scientific and engineering results via
modeling, simulation and analysis. At the same time, de-
livery of CSE results is impacted by how we develop and
support the ecosystem that produced these results, includ-
ing, in particular, software and people. While delivering
results is the ultimate goal of our CSE efforts, the short-
est path to results is often not the most productive and
sustainable. In this presentation we discuss elements that
impact the effectiveness of CSE efforts, beyond just the
direct activities to produce results. We discuss how pro-
cesses, tools and a holistic view of efforts can lead to more

effective CSE. We also discuss the importance of human
factors in CSE activities, highlighting ways we can provide
natural incentives toward more effective CSE.

Michael Heroux
Sandia National Laboratories
maherou@sandia.gov

IP8

Computational Science and Engineering Achieve-
ments in the Designing of Aircraft

This presentation will give an overview of what Computa-
tional Science and Engineering has brought in design ca-
pacities these last years in the aeronautics industry. The
unceasing increase in computing resources and remarkable
improvements of solving methods have enabled industry
to perform computations that were not conceivable sev-
eral before. An emphasis will be scoped to optimization
methods as actual engineering tools utilized for industrial
applications, in particular for aerodynamic shape design.
Numerical formulation and implementation issues will be
recalled and illustrations of applications will be discussed.
The study of efficient multidisciplinary approaches will be
also addressed. New field of applications of Computational
Science and Engineering have emerged these last years.
Stochastic methods are in the process to take more and
more an important place in the toolset of the design en-
gineer and beyond. Some examples of application will be
given. The presentation will end with the challenges re-
lated to Computational Science and Engineering for aero-
nautical industry.

Bruno Stoufflet
Dassault Aviation, France
Bruno.Stoufflet@dassault-aviation.com

IP9

Stochastic Gradient Methods for Machine Learning

The stochastic gradient method has emerged as the most
powerful technique for training the large-scale statistical
models that form the foundation of modern machine learn-
ing systems. This talk provides an accessible introduction
to the mathematical properties of stochastic gradient meth-
ods, and the intuition behind them. To set the stage, we
present two case studies, one involving sparse linear models
for text classification and one involving deep neural net-
works for image recognition. We then discuss advanced
algorithms that control noise and make use of second or-
der information. We conclude the talk with a discussion of
the geometry of deep neural networks.

Jorge Nocedal
Department of Electrical and Computer Engineering
Northwestern University
j-nocedal@northwestern.edu

CP1

Theories and Algorithms of Integrated Singular
Value Decomposition (iSVD)

The singular value decomposition (SVD) is an impor-
tant tool in many applications. However, the computa-
tional cost of traditional algorithms for solving SVD grows
rapidly as the data size increasing. Randomized SVD pro-
vides a method to randomly sketch a matrix and find its
approximate low-rank SVD with lesser resources. Some
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techniques can be used to improve the accuracy of a sin-
gle sketching. Instead of focusing on one single sketch-
ing, iSVD is an algorithm to improve the accuracy by
integrating multiple simple random sketching. The main
idea of the proposed algorithm is solving a restricted op-
timization problem for a suitable objective function. The
Kolmogorov-Nagumo-type average is used to solve this op-
timization problem. Some numerical results, including the
application on 1000 Genomes data, will also be presented.

Ting-Li Chen
Institute of Statistical Science
Academia Sinica
tlchen@stat.sinica.edu.tw

Dawei D. Chang
Institute of Applied Mathematical Sciences
National Taiwan University
davidzan830@gmail.com

Su-Yun Huang
Institute of Statistical Science
Academia Sinica
syhuang@stat.sinica.edu.tw

Hung Chen
Institute of Applied Mathematical Sciences
National Taiwan University
hchen@math.ntu.edu.tw

Chienyao Lin
Institute of Statistical Science
Academia Sinica
youyuoims94@gmail.com

Weichung Wang
National Taiwan University
Institute of Applied Mathematical Sciences
wwang@ntu.edu.tw

CP1

An Efficient Iterative Penalization Method Based
on Recycled Krylov Subspaces and Its Application
to Impulsively Started Flows

The Vortex Particle-Mesh (VPM) method is well suited for
solving advection dominated incompressible flows. How-
ever, the efficient and accurate handling of solid bound-
aries in this method is still an active domain of research.
The Brinkman penalization method embeds the object in
the fluid domain and enforces the velocity inside the ob-
stacle to be u = ub, where ub is the desired velocity.
This additional constraint is added to the vorticity form of
the incompressible Navier-Stokes equations through a La-
grange relaxation. The boundary enforcement conditions
the capture of vorticity production at the wall and is thus
paramount to the accuracy of the global method. Hejle-
sen et al. proposed to first solve the unpenalized Navier-
Stokes equations and then, to impose the constraint using
a Jacobi-like iterative process. In this work, we formulate
the penalization problem inside a VPM method as a linear
system to solve at every time step. Recovering the velocity
from the vorticity (i.e. solving a Poisson problem) makes
the matrix-vector product highly expensive. We use a re-
cycling iterative solver, rBiCGStab, to solve it in order to
reduce the number of iterations. This method is validated
against a benchmark flow past a cylinder (
mathrmRe = 550) and then, we assess the computational
gain with a flow past a cylinder and a plate (Re = 9500

and
mathrmRe = 1000, respectively).

Thomas Gillis
Universite catholique de Louvain
Institute of Mechanics, Materials and Civil Engineering
thomas.gillis@uclouvain.be

CP1

Preconditioning Irk Methods for Time-Dependent
Fluid Flow Problems

We examine block preconditioners for time-dependent in-
compressible Navier-Stokes problems. In some time-
dependent problems, explicit time stepping methods can
require much smaller time steps for stability than are
needed for reasonable accuracy. This leads to taking many
more time steps than would otherwise be needed. With
implicit time stepping methods, we can take larger steps,
but at the price of needing to solve large linear systems at
each time step. We consider implicit Runge-Kutta (IRK)
methods. Suppose our PDE has been linearized and dis-
cretized with N degrees of freedom. Using an s-stage IRK
method leads to an sN × sN linear system that must be
solve at each time step. These linear systems are block
s× s systems, where each block is N ×N . We investigate
preconditioners for such systems, taking advantage of the
structure of the subblocks.

Victoria Howle
Texas Tech
victoria.howle@ttu.edu

CP1

Polynomial Preconditioned Arnoldi for Eigenvalues

Polynomial preconditioning has been explored for Krylov
methods but has not become standard. In this talk, we look
at the Arnoldi method for eigenvalues and give a simple
choice for the polynomial preconditioner. It is shown that
this approach can significantly improve the efficiency for
difficult problems.

Jennifer A. Loe
Baylor University
jennifer loe@baylor.edu

Ronald Morgan
Department of Mathematics
Baylor University
ronald morgan@baylor.edu

CP1

Linear Equations and Eigenvalues Using Krylov
Methods on Multiple Grid Levels

We wish to solve large systems of linear equations and large
eigenvalue problems. We try to combine the efficiency of
using coarse grids with the power of Krylov subspaces. For
linear equations, this involves a two-grid approach that de-
flates eigenvalues on the fine grid using approximate eigen-
vectors computed on the coarse grid. For eigenvalue prob-
lems, eigenvectors from coarse grids can be improved on
finer grids using a variant of restarted Arnoldi. These
methods are more robust than standard multigrid and
sometimes are much more efficient than standard Krylov
methods.

Ronald Morgan
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Department of Mathematics
Baylor University
ronald morgan@baylor.edu

CP1

A Factored ADI Method for Sylvester Equations
with High Rank Right Hand Sides

The factored alternating direction implicit (ADI) method
is a technique used to solve Sylvester equations of the
form AX − XB = MNT , where M and N are tall-and-
skinny matrices. In this talk, we develop a variation of
the ADI method that improves performance when MNT

is of medium to high rank, specifically for the application of
solving elliptic partial differential equations. In particular,
we employ it to solve elliptic partial differential equations
on the disk expressed in a low rank format.

Heather D. Wilber
Boise State University
hdw27@cornell.edu

Alex Townsend
Cornell University
townsend@cornell.edu

CP1

Parallel Implementations of Integrated Singular
Value Decomposition (iSVD)

Integrated Singular Value Decomposition (iSVD) is an
algorithm for computing low-rank approximate singular
value decomposition of large size matrices. The iSVD inte-
grates different low-rank SVDs obtained by multiple ran-
dom subspace sketches and achieve higher accuracy and
better stability. While iSVD takes higher computational
costs due to multiple random sketches and the integra-
tion process, these operations can be parallelized to save
computational time. We parallelize the algorithm for mul-
ticore/manycore hybrid CPU-GPU clusters. We propose
algorithms and data structures to increase the scalabil-
ity and reduce communication. With parallelization, iSVD
can solve matrices with huge size, and achieve near-linear
scalability with respect to the matrix size and the number
of machines. We implement the algorithms in C++, with
several techniques used so that many tuning decisions can
be determined at compile time to reduce run-time over-
head. Some huge size examples will be presented to show
the performance of the implementation.

Mu Yang
Institute of Applied Mathematical Sciences, National
Taiwan
muyang@ntu.edu.tw

Su-Yun Huang, Ting-Li Chen
Institute of Statistical Science
Academia Sinica
syhuang@stat.sinica.edu.tw, tlchen@stat.sinica.edu.tw

Weichung Wang
National Taiwan University
Institute of Applied Mathematical Sciences
wwang@ntu.edu.tw

CP1

A Fast Direct Solver for Elliptic PDEs on Locally-

Perturbed Domains

Many problems in science and engineering can be formu-
lated as integral equations with elliptic kernels. In partic-
ular, in optimal control and design problems, the domain
geometry evolves and results in a sequence of discretized
linear systems to be constructed and inverted. While the
systems can be constructed and inverted independently,
the computational cost is relatively high. In the case where
the change in the domain geometry for each new problem
is only local, i.e. the geometry remains the same except
within a small subdomain, we are able to reduce the cost
of inverting the new system by reusing the pre-computed
fast direct solvers of the original system. The resulting
solver only requires inexpensive matrix-vector multiplica-
tions, thus dramatically reducing the cost of inverting the
new linear system. Numerical results will illustrate the
performance of the solver.

Yabin Zhang
Dept. of Computational and Applied Mathematics
Rice University, Houston, TX
YZ89@RICE.EDU

Adrianna Gillman
Rice University
Department of Computational and applied mathematics
adrianna.gillman@rice.edu

CP2

Hierarchical Model Reduction for Incompressible
Flows in Pipes

The Hierarchical Model Reduction (HiMod) is a novel tech-
nique for the efficient solution of fluid problems in pipes
that joins computational efficiency with numerical accu-
racy. According to this method, the transverse dynamics
is represented in terms of a generalized Fourier modal ex-
pansion, whose axial dependence is discretized via a Finite
Element Method. In such a way the original problem re-
sults as a system of coupled 1D problems. The power of
this technique lies in its hierarchical nature, as the accuracy
can be tuned by a proper selection of the number of trans-
verse modes. Aiming at real medical applications, we apply
HiMod to scalar (Advection-Diffusion Reaction models)
and vector problems (incompressible Navier-Stokes equa-
tions) on 3D cylindrical domains. The application of the
technique to such geometries is non-trivial, especially in
the respect of the identification of a basis function set.
We numerically assess different options. Patient-specific
blood-vessels geometries are handled by appropriate geo-
metrical maps. Numerical tests point out the capability of
HiMod to detect the transverse dynamics of the physical
phenomenon, as opposed to other approaches that rely on
averaging the transverse dynamics in a purely 1D setting.
Our method tries to find a practical trade-off between the
accuracy of 3D modeling and the efficiency of 1D modeling.

Sofia Guzzetti, Alessandro Veneziani
Department of Mathematics and Computer Science
Emory University
sofia.guzzetti@emory.edu, avenez2@emory.edu

Simona Perotto
MOX - Modeling and Scientific Computing
Dipartimento di Matematica
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simona.perotto@polimi.it

CP2

Inertial Confinement Fusion Simulations Using a
Front Tracking API

The Stony Brook front tracking code FronTier has been ex-
tracted into an Application-Programming Interface (API)
for easy implementation into external physics codes. Front
tracking is a well validated algorithm which shows im-
proved accuracy relative to experiment for fluid mixing
applications. In this talk we detail the first use of this
API through implementation in the University of Chicago
code FLASH. We detail the process required for imple-
mentation and discuss the benefits of the coupling of a
front tracking algorithm for fluid mixing problems such as
Rayleigh-Taylor and Richtmyer-Meshkov instabilities. Our
main application is the use of the front tracking API for
the simulation of Inertial Confinement Fusion (ICF) cap-
sules. We present 2D simulations in a spherical geometry
and discuss the impact of front tracking on ICF simula-
tions. We show that for coarser grids, the front tracking
simulations are closer to a converged result, a key require-
ment for the heavy computational requirements associated
with ICF simulations.

Jeremy A. Melvin
University of Texas - Austin
jmelvin@ices.utexas.edu

Verinder Rana
Stony Brook University
Stony Brook NY
vrana@ams.sunysb.edu

Ryan Kaufman
SUNY at Stony Brook
rkaufman@ams.sunysb.edu

James Glimm
Stony Brook University
glimm@ams.sunysb.edu

CP2

Conservative DEC Discretization of Incompressible
Navier-Stokes Equations on Arbitrary Surface Sim-
plicial Meshes With Applications

A conservative discretization of incompressible Navier-
Stokes equations over surfaces is developed using discrete
exterior calculus (DEC). The mimetic character of many
of the DEC operators provides exact conservation of both
mass and vorticity, in addition to superior kinetic energy
conservation. The employment of various discrete Hodge
star definitions based on both circumcentric and barycen-
tric dual meshes is also demonstrated. Some of the in-
vestigated definitions allow the discretization to admit ar-
bitrary surface simplicial meshes instead of being limited
only to Delaunay meshes, as in previous DEC-based dis-
cretizations. The discretization scheme is presented in de-
tail along with several numerical test cases demonstrat-
ing its numerical convergence and conservation properties.
The developed scheme is also applied to explore the curva-
ture effects on flow past a circular cylinder.

Mamdouh S. Mohamed
Physical Sciences & Engineering Division, KAUST,
Jeddah, KSA
mamdouh.mohamed@kaust.edu.sa

Anil Hirani
Department of Mathematics
University of Illinois at Urbana-Champaign, IL, USA
hirani@illinois.edu

Ravi Samtaney
KAUST
ravi.samtaney@kaust.edu.sa

CP2

Stability of Oscillatory Rotating Boundary Layers

Some of the most popular applications of fluid mechan-
ics come in aerodynamics, and methods of laminar flow
control on swept wings have become increasingly impor-
tant over the past few decades; especially with the global
emphasis on emissions reduction. Another reason for the
recent development of this field is the availability of high-
performance computers, meaning calculations that would
have been impossible only a decade ago can now be per-
formed quickly on a workstation. With instability mecha-
nisms in common with a swept wing, the rotating disk has
long been considered as a valid approximation to this flow
and is also far more amenable to experiments. The ex-
perimental setup for a rotating disk study requires a much
smaller space and much less expensive equipment than the
wind tunnel required for a swept wing experiment. For this
reason, there are a wealth of experimental and theoretical
studies of the rotating disk boundary layer and this talk
will extend these established results. A recent study by
Thomas et. al. [Proc. R. Soc. A (2011) 467, 2643-2662]
discusses adding an oscillatory Stokes layer to a channel
flow and shows some stabilising results. We present a sim-
ilar modification to the rotating disk configuration by way
of periodic modulation and provide results from both di-
rect numerical simulations and local eigenvalue analyses
showing a stabilising effect.

Scott N. Morgan
Cardiff University
MorganSN@cardiff.ac.uk

CP2

Marker Re-Distancing and Sharp Reconstruction
for High-Order Multi-Material Front Dynamics

A new method for high-order front evolution on arbitrary
meshes is introduced. The method is a hybrid of a La-
grangian marker tracking with a Discontinuous Galerkin
projection based level set re-distancing. This Marker-Re-
Distancing (MRD) method is designed to work accurately
and robustly on unstructured, generally highly distorted
meshes, necessitated by applications within ALE-based
hydro-codes. Since no PDE is solved for re-distancing,
the method does not have stability time step restrictions,
which is particularly useful in combination with AMR,
used here to efficiently resolve fine interface features. A
high-order (implemented up to the 6th-order) level set ap-
proach is utilized for a new sharp treatment of mix el-
ements, which reconstructs multiple-per-element solution
fields (one for each material present in the mix element).
Reconstruction incorporates interfacial jump conditions,
which are enforced in the least-squares sense at the interfa-
cial marker positions provided by MRD. Since no explicit
differentiation across the interface is involved in the as-
sembly of residuals for mass, momentum and energy equa-
tions, the method is capable of capturing discontinuous
solutions at multi-material interfaces with high order, and
without Gibbs oscillations. The method performance is
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demonstrated on a number of numerical tests, including
well-known benchmarks, and phase-change fluid dynamics
problems relevant to the selective laser melting applica-
tions.

Robert Nourgaliev, Patrick Greene, Sam Schofield
LLNL
nourgaliev1@llnl.gov, greene30@llnl.gov,
schofield5@llnl.gov

CP2

Direct Computations of Marangoni-Induced Flows
Using a Volume of Fluid Method

The volume of fluid (VOF) interface tracking methods have
been used for simulating a wide range of interfacial flows.
An improved accuracy of the surface tension force compu-
tation has enabled the VOF method to become widely used
for simulating surface tension driven flows. We present a
new method for including variable surface tension in a VOF
based Navier-Stokes solver. The tangential gradient of the
surface tension is implemented using an extension of the
classical continuum surface force model that has been pre-
viously used for constant surface tension simulations. Our
method can be applied for computing the surface gradients
of surface tension that is temperature or concentration de-
pendent.

Ivana Seric, Shahriar Afkhami
New Jersey Institute of Technology
is28@njit.edu, shahriar@njit.edu

Lou Kondic
Department of Mathematical Sciences, NJIT
University Heights, Newark, NJ 07102
kondic@njit.edu

CP2

Physics-Based Preconditioning for a High-Order
Rdg-Based Compressible Flow Solver with Phase
Change

The numerical simulation of flows associated with metal
additive manufacturing processes such as selective laser
melting and other laser-induced phase change applications
present new challenges. Specifically, these flows require
a fully compressible formulation with phase change, since
rapid density variations occur due to laser-induced melting
and solidification of metal powder.
We investigate the preconditioning for a recently developed
all-speed compressible Navier-Stokes solver that addresses
such challenges. The equations are discretized with a re-
constructed Discontinuous Galerkin method and integrated
in time with fully implicit discretization schemes. The re-
sulting set of non-linear and linear equations are solved
with a robust Newton-Krylov (NK) framework.
To enable convergence of the highly ill-conditioned lin-
earized systems, we employ a physics-based operator split
preconditioner (PBP), which utilizes a robust Schur com-
plement matrix for the velocity-pressure and velocity-
temperature block-systems. We investigate different op-
tions of splitting the physics (field) blocks as well as dif-
ferent iterative solvers to approximate the action of the in-
verse of the preconditioned system. We demonstrate that
our PBP-NK framework is scalable and converges for high
CFL/Fourier numbers on classic problems in fluid dynam-
ics as well as for laser-induced phase change problems.

Brian Weston

University of California, Davis
Lawrence Livermore National Laboratory
brianweston@gmail.com

Robert Nourgaliev
LLNL
nourgaliev1@llnl.gov

Jean-Pierre Delplanque
University of California, Davis
delplanque@ucdavis.edu

CP3

Multigrid Preconditioned Lattice Boltzmann
Method Based on Central Moments for Efficient
Computation of Fluid Flows

Lattice Boltzmann (LB) Method is one of the more recent
promising developments in computational fluid dynamics
(CFD) for based on a local kinetic approach flow simula-
tions. Like other classical explicit time-marching methods,
the LBM can suffer from slow convergence rate to steady
state, especially at low Mach numbers. This is due to the
relatively large disparity between the acoustic wave and
fluid convection speeds, i.e. high eigenvalue stiffness, which
can be alleviated by preconditioning the LB method. Fur-
thermore, we combine such a preconditioned LB scheme
based on the efficient stream-and-collide procedure with
the multigrid method based on the nonlinear full approxi-
mation storage scheme to provide convergence acceleration
at an optimal cost. The collision step is formulated using
central moments to provide enhanced numerical stability.
In addition, we develop consistent inter-grid transfer op-
erators based on using extended moment equilibria in the
collision step involving a tunable parameter that keeps the
flow properties such as viscosities, and hence flow physics,
invariant across different grid levels. Finally, we validate
our new multigrid preconditioned LB method for various
benchmark problems and then demonstrate the significant
improvements achieved in convergence acceleration, by fac-
tors of one or more orders of magnitude, for various sets
of the preconditioning parameters and Reynolds numbers
and Mach numbers.

Farzaneh Hajabdollahi, Kannan Premnath
University of Colorado Denver
farzaneh.hajabdollahiouderji@ucdenver.edu, kan-
nan.premnath@ucdenver.edu

CP3

Multigrid Preconditioning for Space-Time Dis-
tributed Optimal Control of Parabolic Equations

This work is concerned with designing optimal order multi-
grid preconditioners for space-time distributed control of
parabolic equations. The focus is on the reduced prob-
lem resulted from eliminating state and adjoint variables
from the KKT system. Earlier numerical experiments
have shown that our ability to design optimal order pre-
conditioners depends strongly on the discretization of the
parabolic equation, with several natural discretizations
leading to suboptimal preconditioners. Using a continuous-
in-space-discontinuous-in-time Galerkin discretization we
obtain the desired optimality.

Mona Hajghassem, Andrei Draganescu
Department of Mathematics and Statistics
University of Maryland, Baltimore County
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CP3

Spectral Matrix Analysis of the Semi-Discrete
Compressible Navier-Stokes Equations Using
Large-Scale Eigensolvers

Implicit integration methods for the compressible Navier-
Stokes equations rely on iterative methods for sparse lin-
ear systems. Code performance depends upon the physics,
models, boundary conditions, and numerical methods. At
large scale and high order of accuracy, performance is
largely determined by the linear solver which in turn de-
pends upon the base iterative method, preconditioner se-
lection, and eigenstructure of the linear problems con-
structed through spatial discretization. To greater un-
derstand the impact of algorithm choices on linear solver
and preconditioner performance and design, we use large-
scale eigensolvers to obtain a partial spectrum (collection
of eigenvalues) of the discretization matrix. We perform
this analysis on a high-order entropy-stable spectral col-
location method for the compressible Navier-Stokes equa-
tions on laminar and turbulent problems.

Michael A. Hansen
University of Utah
Sandia National Laboratories
mike.hansen.utah@gmail.com

Travis Fisher
Sandia National Labs
tcfishe@sandia.gov

CP3

Block Triangular Preconditioners for Linearization
Schemes of the Rayleigh-Bénard Convection Prob-
lem

In this work, we compare two block triangular precondi-
tioners for different linearizations of the Rayleigh-Bénard
convection problem discretized with finite element meth-
ods. The two preconditioners differ in the nested or non-
nested use of a certain approximation of the Schur comple-
ment associated to the Navier-Stokes block. First, bounds
on the generalized eigenvalues are obtained for the precon-
ditioned systems linearized with both Picard and Newton
methods. Then, the performance of the proposed pre-
conditioners is studied in terms of computational time.
This investigation reveals some inconsistencies in the lit-
erature that are hereby discussed. We observe that the
non-nested preconditioner works best both for the Picard
and for the Newton cases. Therefore, we further inves-
tigate its performance by extending its application to a
mixed Picard-Newton scheme. Numerical results of two-
and three-dimensional cases show that the convergence is
robust with respect to the mesh size. We also give a charac-
terization of the performance of the various preconditioned
linearization schemes in terms of the Rayleigh number.

Guoyi Ke
Texas Tech University
guoyi.ke@ttu.edu

Eugenio Aulisa
Department of Mathematics and Statistics.
Texas Tech University
eugenio.aulisa@ttu.edu

Giorgio Bornia

Dept. of Mathematics and Statistics Texas Tech
University
giorgio.bornia@ttu.edu

Victoria Howle
Texas Tech
victoria.howle@ttu.edu

CP3

Comparison of Techniques for Hermitian Inte-
rior Eigenvalue Problems: Refined, Harmonic and
Polynomial Filters

Polynomial and rational polynomial filtered methods
have gained popularity for large interior eigenproblems.
FEAST-like solvers exhibit good performance when fac-
torizing the operators is affordable. For larger prob-
lems, recent research in Chebyshev polynomials and inex-
act FEAST have proposed heuristics to tune performance
sensitive parameters such as the selection of the contour
points, the polynomial degree, or the tolerance for the ap-
proximate solution of the linear systems. However they are
still hard to apply in black-box solvers. We present a mod-
ification of the refined extraction technique of Zhongxiao
Jia, that is at least as robust but far less expensive, es-
pecially when using block methods. The new extraction
in combination with Jacobi-Davidson has shown good re-
sults in the context of solving difficult interior eigenvalue
problems arising in the computation of singular triplets.
An important advantage of Jacobi-Davidson is that can
be seen as a rational polynomial filtered method, which
offers a natural way to adjust dynamically the shifts and
the tolerance to solve linear systems. In this talk we pro-
vide experimental results with Hermitian problems com-
paring: Jacobi-Davidson with the new refined extraction as
included in the last version of PRIMME, 2.0; polynomial
filtered Lanczos in the recent released EVSL; and inexact
solution of linear solvers with the FEAST software.

Eloy Romero Alcalde
Computer Science Department
College of Williams & Mary
eloy@cs.wm.edu

Andreas Stathopoulos
College of William & Mary
Department of Computer Science
andreas@cs.wm.edu

CP3

Fast Algorithms for Jacobi Matrices from Modifi-
cation by Rational Functions

Given a Jacobi matrix for a sequence of orthogonal polyno-
mials with respect to some measure dλ(x), the goal of this
project is to generate the Jacobi matrix for modification
of that measure dλ̃(x) obtained from dλ(x) by multiplying
by a rational function. Through partial fraction decompo-
sition, this amounts to modification by dividing by linear
or irreducible quadratic factors. The proposed method re-
verses the algorithm for modifying by multiplying factors,
due to Golub and Kautsky, combined with a root finding
iteration such as the secant method. The entire process
requires only O(n) floating point operations compared to
O(n3) floating point operations for the inverse Cholesky al-
gorithm due to Elhay and Kautsky. One application is to
obtain Jacobi matrices for generalized Jacobi polynomials.

Amber C. Sumner
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CP3

Estimating Matrix Bilinear and Quadratic Forms
Using Krylov Subspace Methods with Recycling

Matrix bilinear forms CTA−1B, for a nonsymmetric ma-
trix A, and quadratic forms BTA−1B or its trace, for sym-
metric positive definite A, frequently appear in applica-
tions. We show how to evaluate or estimate these bilinear
and quadratic forms accurately and cheaply using Krylov
subspace methods with recycling. We demonstrate the ef-
fectiveness of our approach on three applications: func-
tional error estimation and mesh adaptation in CFD, to-
mography, and topology optimization. This is joint work
with Chris Roy and Will Tyson (VT) on CFD applica-
tions, Misha Kilmer (Tufts) on Tomography, and Xiaojia
Zhang and Glaucio Paulino (Georgia Tech) on Topology
Optimization.

Katarzyna Swirydowicz, Eric De Sturler
Virginia Tech
kswirydo@vt.edu, sturler@vt.edu

William Tyson, Christopher Roy
VT
wtyson45@vt.edu, cjroy@vt.edu

Misha E. Kilmer
Mathematics Department
Tufts University
misha.kilmer@tufts.edu

Xiaojia Zhang, Glaucio Paulino
Georgia Tech
xzhang645@gatech.edu, paulino@gatech.edu

CP3

Why Are So Many Matrices in Computational Sci-
ence of Low Rank?

In computational mathematics, matrices and functions
that appear in practice are so often of surprisingly low rank
and this structure is often expertly exploited. Since ran-
dom (“average”) matrices are almost surely of full rank,
mathematics needs to explain the remarkable abundance
of low-rank structures in computational mathematics. In
this talk, we will give a new characterization of low-rank
matrices, which we use to explore why (1) Droplets on a
pond, (2) Non-equally sampling of functions, (3) Elliptic
partial differential equations and (4) The world flags, all
lead to low-rank objects.

Alex Townsend
Cornell University
townsend@cornell.edu

Gil Strang
MIT

gilstrang@gmail.com

CP4

Computing the Ankle-Brachial Index with Compu-
tational Fluid Dynamics

Peripheral artery disease (PAD), in which narrowing and
blockage of peripheral arteries reduces blood flow to the
extremities of the body, is associated with a six-fold in-
crease in mortality risk from cardiovascular disease. PAD
is diagnosed by computing the ankle-brachial index (ABI),
a metric relating blood pressure in the ankles and up-
per arms. With parallel computing, we use 3D compu-
tational fluid dynamics to simulate flow in a complete,
patient-derived arterial system and compute the ABI. The
simulations employ a massively parallel CFD application,
HARVEY, designed for large-scale hemodynamic simula-
tions and based on the lattice Boltzmann method. Sim-
ulations were conducted on Vulcan, a Blue Gene/Q su-
percomputer at Lawrence Livermore National Laboratory
with 393,216 cores. We consider the dependence of ABI
on simulation resolution and find adequate numerical con-
vergence at 50μm. The influence of body posture on ABI
is investigated by incorporating gravitational forces corre-
sponding to supine and standing body positions. Addi-
tionally, we consider the influence of an aortic coarctation,
which imposes the same hemodynamic compromise on the
peripheral arteries as PAD, and observe the expected de-
crease in ABI.

John Gounley
Old Dominion University
john.gounley@duke.edu

Erik W. Draeger
Lawrence Livermore Nat. lab.
draeger1@llnl.gov

Jane Leopold
Brigham and Women’s Hospital
leopold@partners.org¿

Amanda Randles
Duke University
amanda.randles@duke.edu

CP4

Dynamic Mesh Adaptation for Front Evolution Us-
ing Discontinuous Galerkin Based Weighted Con-
dition Number Relaxation

A new mesh smoothing method designed to cluster cells
near a dynamically evolving interface is presented. The
method is based on weighted condition number mesh re-
laxation with the weight function being computed from a
level set representation of the interface. The weight func-
tion is expressed as a Taylor series based discontinuous
Galerkin (DG) projection, which makes the computation
of the derivatives of the weight function needed during
the condition number optimization process a trivial mat-
ter. For cases when a level set is not available, a fast
method for generating a low-order level set from discrete
cell-centered fields, such as a volume fraction or index func-
tion, is provided. Results show that the low-order level set
works equally well for the weight function as the actual
level set. The method retains the excellent smoothing ca-
pabilities of condition number relaxation, while providing
a method for clustering mesh cells near regions of inter-
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est. Dynamic cases for moving interfaces will show that
the new method is capable of maintaining a desired reso-
lution near the interface with an acceptable number of re-
laxation iterations per time step, which demonstrates the
method’s potential to be used as a mesh relaxer for arbi-
trary Lagrangian Eulerian (ALE) methods. This work was
performed under the auspices of the U.S. Department of
Energy by Lawrence Livermore National Laboratory under
Contract DE-AC52-07NA27344. Information management
release number LLNL-ABS-702781.

Patrick Greene, Samuel Schofield, Robert Nourgaliev
LLNL
greene30@llnl.gov, schofield5@llnl.gov, nour-
galiev1@llnl.gov

CP4

A DPG Method for Viscoelastic Fluids

We propose discontinuous Petrov-Galerkin (DPG) finite el-
ement method for the steady-state Oldroyd-B equations.
The method is attractive because of its built-in stability–
that is, no stabilization terms need to be added to the
system–as well as its built-in error estimator which can be
used for adaptive mesh generation. Notable, as well, is that
the method will always result in a symmetric, positive defi-
nite stiffness matrix. We exploit each of these properties in
our analysis and perform verification upon a confined cylin-
der benchmark problem. The code was written in C++ and
available online with the Camellia finite element software
[1]. [1] Roberts, N. V. (2014). Camellia: A software frame-
work for discontinuous PetrovGalerkin methods. Comput.
Math. Appl., 68(11):15811604.
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CP4

Large Time Step HLL and HLLC Schemes

We present the Large Time Step (LTS) extension of the
Harten-Lax-van Leer (HLL) and Harten-Lax-van Leer Con-

tact (HLLC) schemes. The LTS methods are a class of ex-
plicit methods whose time step is not restricted by the clas-
sical Courant-Friedrichs-Lewy (CFL) condition. The basic
idea is to increase the domain of dependence by modifying
the numerical flux function, and allowing linear interaction
of waves from different Riemann problems. Such schemes
were developed by Randall LeVeque [R.J. LeVeque. Large
time step shock-capturing techniques for scalar conserva-
tion laws, SIAM J. Numer. Anal., 19:1091-1109, 1982] in
the nineteen eighties. The original scheme and the suc-
cessive versions have been developed and applied mostly
within a framework of the Godunov scheme and Roe’s ap-
proximate Riemann solver. We show that it is possible
to construct the LTS extension of the HLL and HLLC
schemes. We apply the LTS HLL and HLLC schemes to
a number of test cases for inviscid gas dynamics, such as
shock tube, double rarefaction andWoodward-Colella blast
wave problem. It is shown that the schemes yield results
comparable to those of standard and LTS Roe scheme. In
addition, we show that both LTS HLL and HLLC schemes
preserve positivity for a double rarefaction test case where
standard Roe and LTS Roe schemes fail and that both
schemes yield entropy satisfying resolution of the rarefac-
tion waves.

Marin Prebeg, Bernhard Müller
Norwegian University of Science and Technology
marin.prebeg@ntnu.no, bernhard.muller(at)ntnu.no

CP5

Multigrid Kss Methods for Time-Dependent PDEs

Krylov Subspace Spectral (KSS) methods are traditionally
used to solve time-dependent, variable-coefficient PDEs.
Lambers, Cibotarica, and Palchak improved the efficiency
of KSS methods by optimizing the computation of high-
frequency components. This talk will demonstrate how
one can make KSS methods even more efficient by using
a multigrid-like approach for low-frequency components.
The essential ingredients of multigrid, such as restriction,
residual correction, and prolongation, are adapted to the
time-dependent case. Numerical experiments demonstrate
the effectiveness of this approach.

Haley Dozier
The University of Southern Mississippi
Haley.Dozier@usm.edu

James V. Lambers
University of Southern Mississippi
Department of Mathematics
James.Lambers@usm.edu

CP5

Automatic Construction of Scalable Time-Stepping
Methods for Stiff Pdes

Krylov Subspace Spectral (KSS) Methods have been
demonstrated to be highly scalable time-stepping methods
for stiff nonlinear PDEs. However, ensuring this scalabil-
ity requires analytic computation of frequency-dependent
quadrature nodes from the coefficients of the spatial differ-
ential operator. This talk describes how this process can
be automated for various classes of differential operators
to facilitate public-domain software implementation.

Vivian A. Montiforte
The University of Southern Mississippi
vivian.mclain@usm.edu
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CP5

Multigrid Preconditioning of Linear Systems Aris-
ing in the Semismooth Newton Solution of Dis-
tributed Optimal Control of Elliptic Equations
with State Constraints

The purpose of this research is to design efficient multi-
grid preconditioners for distributed optimal control of el-
liptic equations. In this talk we focus on preconditioning
of linear systems arising in the semismooth Newton solu-
tion of distributed control for elliptic equations with state-
constraints. This research is building upon our earlier work
on the associated control-constrained problems. Analytical
and numerical results are presented.

Jyoti Saraswat
Department of Mathematics & Physics
Thomas More College
saraswj@thomasmore.edu

Andrei Draganescu
Department of Mathematics and Statistics
University of Maryland, Baltimore County
draga@umbc.edu

CP5

Inexact Algebraic Factorization Methods for the
Steady Incompressible Navier-Stokes Equations

The steady Navier-Stokes problem is of fundamental im-
portance in science and engineering. Although there has
been much research on the topic through the decades, the
problem remains a challenging one due to its nonlinearity
and the large size of its associated linear systems. Because
of its importance and difficulty, new techniques for reduc-
ing the problems computational burden remain in demand.
For the time-dependent problem, there exists a class of
popular methods for solv- ing the Navier-Stokes problem
efficiently known as Inexact Algebraic Factorization Meth-
ods (see e.g. [ A. Quarteroni, F. Saleri, and A. Veneziani,
Factorization methods for the numerical approxi- mation
of Navier-Stokes equations, Comp. Meth. in App. Mech.,
188 (2000), pp. 505-526]). These methods work by approx-
imating the saddle-point system with an inexact block LU
factorization. These methods exhibit good accuracy and
stability properties while significantly reducing the costs
associated with solving, assembling, and storing the lin-
ear system. In this work, we extend these methods to the
steady problem by showing that the stiffness matrix can
be used as a suitable approximation to the nonlinear term
under certain conditions. Numerical results in 2D and 3D
are then discussed and presented.

Alex Viguerie
Emory University
aviguer@emory.edu

Alessandro Veneziani
MathCS, Emory University, Atlanta, GA
ale@mathcs.emory.edu

CP5

Investigations of Several Mhd Solvers Based on

Discontinuous Galerkin Finite Element Method

Compressible flow with magnetic phenomena occurs in
a wide variety of scientific and engineering applications.
The efficient parallel numerical simulation for these prob-
lems is very important. In this paper, several 1D and
2D Hydro-Dynamics (HD) and Magneto-Hydro-Dynamic
(MHD) solvers have been developed based on Discontin-
uous Galerkin method on Finite Element method. Their
performance has been investigated and compared. These
include various Riemann solvers for capturing the shocks
and contact waves. Furthermore new method has been
used to capture the shocks, and it has been compared to
above traditional solvers. These solvers are in parallel ver-
sion, benchmark and simulations will be shown, and some
conclusions will be drawn from them.

Xiaohe Zhufu
Institute of Software, Chinese Academy of Science
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CP6

DOF-Reducing Small-Lebesgue Polygonal Spectral
Basis Functions with Application to Discontinuous
FEM

A closed form relation is proposed to approximate Fekete
points (a Nondeterministic Polynomial (NP) problem) on
a general convex/concave polyhedral. The approximate
points are used to generate basis functions using the SVD
of the Vandermonde matrix. Arbitrary order nodal, or-
thogonal and orthonormal polygonal basis functions are
derived. It is shown that these basis are the best choice to
enforce minimum DOF while maintaining a small Lebesgue
constant when very high p-refinement is done. The pro-
posed basis are rigorously proven to achieve arbitrary order
of accuracy by satisfying Weierstrass approximation theo-
rem in R

d. The practicality of these basis are evaluated
in Discontinuous Galerkin (DG) and Discontinuous Least-
Squares (DLS) formulations. The accuracy, stability and
DOF reduction is demonstrated for the linearized acous-
tics and two-dimensional compressible Euler equations on
some benchmark problems including a cylinder, airfoil, vor-
tex convection and compressible vortex shedding from a
triangle.

Arash Ghasemi
SimCenter: National Center for Computational
Engineering
ghasemi.arash@gmail.com

CP6

A Hybrid Adaptive Compressible/Low-Mach-
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Number Method

Flows in which the primary features of interest do not
rely on high-frequency acoustic effects, but in which long-
wavelength acoustics play a nontrivial role, present a com-
putational challenge. Integrating the entire domain with
low Mach number methods would remove all acoustic wave
propagation, while integrating the entire domain with the
fully compressible equations would be prohibitively expen-
sive due to the CFL time step constraint. For example,
thermoacoustic instabilities might require fine resolution
of the fluid/chemistry interaction but not require fine reso-
lution of acoustic effects, yet one does not want to neglect
the long-wavelength wave propagation and its interaction
with the larger domain. The proposed lecture will present
a new hybrid algorithm that has been developed to address
these type of phenomena. In this new approach, the fully
compressible Navier-Stokes equations are solved on the en-
tire domain, while their low Mach number counterparts are
solved on a subregion of the domain with higher spatial
resolution. The coarser acoustic grid communicates inho-
mogeneous divergence constraints to the finer low Mach
number grid, so that the low Mach number method allows
the long-wavelength acoustics. We will demonstrate the
effectiveness of the new method on practical cases such as
the aeroacoustics generated by the vortex formation in an
unstable low-Mach mixing layer.

Emmanuel Motheau
Lawrence Berkeley National Lab
Center for Computational Sciences and Engineering
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CP6

An Arbitrary High Order Imex Scheme For Ex-
tended Magnetohydrodynamics Equations Using
Entropy Conservative Flux

XMHD is an extended plasma fluid model which assumes
quasineutrality and differs from the existing reduced mod-
els by the formulation of Generalized Ohm’s Law. Previous
models for example Ideal MHD or Hall MHD are not suf-
ficient to describe all the dynamics encountered in general
plasma due to neglected terms in their derivation. In par-
ticular to capture low density current, inclusion of electron
inertia terms is necessary. The Ohm’s Law for XMHD has
been modified from resistive MHD Ohm’s Law through the
introduction of electron pressure, electron inertia and Hall
term allowing ion and electron demagnetization. In this
work we proposed a finite difference scheme that uses an
entropy conservative flux with an appropriate numerical
diffusion operator for the simulation of the fluid part and
rest of the system is treated with a Local Lax Friedrich
flux. For the divergence constraints of Maxwell equation
to be explicitly satisfied, correction potential for B and E
has been enforced. The IMEX idea where source term is
treated implicitly and flux is treated explicitly increases the
efficiency of the scheme by reducing numerical cost since
using the special structure of the source term we will show
that we only need to solve a system of 9 linear equations at
each grid point explicitly. The scheme performs well when

two fluid effects are important.

Chhanda Sen
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CP6

Energy Conservation Moment Method to Solve the
Multi-Dimensional Vlasov-Maxwell-Fokker-Planck
Equations

We present a numerical method to solve the Vlasov-
Maxwell-Fokker-Planck (VMFP) system using the regu-
larized moment method proposed in [Z. Cai, R. Li, Nu-
merical regularized moment method of arbitrary order for
Boltzmann-BGK equation, SIAM J. Sci. Comput (2010),
Z. Cai, Y. Fan, R. Li, Globally hyperbolic regularization of
Grad’s moment system in one dimensional space, Comm.
Math. Sci (2013)]. In [Y. Wang, S. Zhang, CICP (ac-
cepted)], the globally moment system to the 1D Vlasov-
Poisson-Fokker-Planck (VPFP) is deduced and the numer-
ical scheme to keep the balance law of the total momen-
tum is provided. However, it cannot keep the conservation
of total energy. In this paper, the moment model of the
electromagnetic field term is derived and then, we extend
the global moment system to the multi-dimensional VMFP
and VPFP systems, where the electromagnetic field term
and the Fokker-Planck collision term are reduced into the
linear combination of the moment coefficients. The Strang-
splitting method is adopted to solve the whole moment sys-
tem, which is splitted into the conservation part and the
MFP part. Most importantly, a special semi-implicit nu-
merical scheme which could keep the conservation of total
energy is proposed to solve the Maxwell’s equations at the
MFP part. The time evolution of the solutions to both 2D
VMFP and VPFP systems are studied to demonstrate the
stability and accuracy of the regularized moment method
when applied to the VMFP system.

Yanli Wang
Institute of Applied Physics and Computational
Mathematics
wang yanli@iapcm.ac.cn

CP7

Adjoint-Enabled Optimization and UQ for Radia-
tion Shield Design

Radiation shields make commodity microelectronics prac-
tical for use in satellite and other space systems. Shield
designers wish to take advantage of new materials and
manufacturing processes to meet strict weight limits
while protecting electronics from naturally occurring pro-
ton and electron radiation environments. Our work
couples Sandia National Laboratories Dakota software
(http://dakota.sandia.gov) with its SCEPTRE radiation
transport code to automate the design exploration and
reliability analysis process, enabling analysts to evaluate
prospective shield materials and geometries. This talk
highlights efficiency gains from pairing gradient-based op-
timization and uncertainty quantification algorithms in
Dakota with newly implemented adjoint sensitivities in
SCEPTRE.

Brian M. Adams
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CP7

Ensemble Kalman Filtering for Inverse Optimal
Control

Solving the inverse optimal control problem for discrete-
time nonlinear systems requires the construction of a sta-
bilizing feedback control law based on a control Lyapunov
function (CLF). However, there are few systematic ap-
proaches available for defining appropriate CLFs. We pro-
pose an approach that employs Bayesian filtering method-
ology to parameterize a quadratic CLF. In particular, we
use the ensemble Kalman filter to estimate parameters used
in defining the CLF within the control loop of the inverse
optimal control. Results are demonstrated on a real-world
application to mathematical biology.
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CP7

Interpolatory Model Reduction of Parameterized
Bilinear Dynamical Systems

Interpolatory projection methods for model reduction of
nonparametric linear dynamical systems have been already
successfully extended to nonparametric bilinear dynami-
cal systems. However, this is not the case for parametric
bilinear systems. In this work, we aim to close this gap
by providing a natural extension of interpolatory projec-
tions to model reduction of parametric bilinear dynami-
cal systems. We introduce the conditions that projection
subspaces need to satisfy in order to obtain parametric
tangential interpolation of each subsystem transfer func-
tions. These conditions also guarantee that the parameter
gradient of each subsystem transfer function is matched
tangentially by the parameter gradient of the correspond-
ing reduced order model transfer function. Similarly, we
obtain conditions for interpolating the parameter Hessian
of the transfer function by including extra vectors in the
projection subspaces. As in the linear case, for two-sided
projections, the basis construction does not require com-
puting neither the gradient nor the Hessian to be matched.
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CP7

Domain Decomposition Algorithms for Uncer-
tainty Quantification: High-Dimensional Stochas-

tic Systems

Domain decomposition (DD) algorithms developed by Sub-
ber for uncertainty quantification of large-scale stochastic
PDEs are extended using multi-level preconditioned conju-
gate gradient methods (PCGM) to enhance its capability
to tackle high-dimensional stochastic systems. These DD
algorithms will be further tuned using Anderson accelera-
tion method to expedite the convergence. Parallel sparse
matrix-vector operations are used to cut floating-point op-
erations and memory requirements. Both numerical and
parallel scalabilities of these algorithms are presented for a
diffusion equation having spatially varying diffusion coeffi-
cient modeled by a non-Gaussian stochastic process.
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CP7

An Asymptotic-Preserving Stochastic Galerkin
Method for the Semiconductor Boltzmann Equa-
tion with Random Inputs and Diffusive Scalings

In this talk, I will introduce the generalized polyno-
mial chaos approach based stochastic Galerkin (gPC-SG)
method for the linear semi-conductor Boltzmann equation
with random inputs and diffusive scalings. The random
inputs are due to uncertainties in the collision kernel or
initial data. We study the regularity of the solution in
the random space, and prove the spectral accuracy of the
gPC-SG method. We then use the asymptotic- preserving
framework for the deterministic counterpart developed in
[Jin] to come up with the stochastic asymptotic-preserving
gPC-SG method for the problem under study, which is ef-
ficient in the diffusive regime. Numerical experiments will
be presented to validate the accuracy and asymptotic prop-
erties of the method. This is a joint work with Prof Shi
Jin. [Jin]: Discretization of the multi scale semiconductor
Boltzmann equation by diffusive relaxation schemes, S. Jin
and L.Pareschi, J. Comput. Phys., 161: 312-330, 2000.
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CP7

BayesianModel Reduction for Nonlinear Dynamics
Using Automatic Relevance Determination

The concept of automatic relevance determination (ARD)
is invoked in this study to select models of nonlinear dy-
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namical systems in the form of stochastic ordinary differen-
tial equations (ODEs). The Bayesian method can provide
misleading results when the prior probability distributions
are assigned arbitrarily to a subset (some) of parameters
for which no information is available. In such cases, ARD
provides an automatic model selection scheme to identify
the optimal model nested under an overly complex model.
Given noisy measurement data, a relatively complicated
model is envisioned to represent the dynamical system.
Then a model selection problem is posed to find the best
model nested under the envisioned model. This problem
is transferred from the model parameter space to a hyper-
parameter space by imposing a parametrized prior distri-
bution called the ARD prior. The parameters of the prior
distribution are known as hyper-parameters; in practice,
they explicitly capture the relevance of model parameters.
This approach regularizes the adaptation of the posterior
distribution to the data so as to avoid overfitting.
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CP7

A Computational Bayesian Framework to Paral-
lelize an Adaptive Markov Chain Monte Carlo

This paper introduces a method to optimize the conver-
gence of a new adaptive Markov Chain Monte Carlo ap-
proach (AMCMC) needed to formulate high dimensional
parametric Bayesian formulations. The proposed approach
relies on the sampling of parallel chains to ensure the
capturing of all modes of the posterior distribution by
developing a two-step synchronous sampling mechanism.
The full integration of the posterior distribution apply-
ing the Bayesian paradigm using MCMC and Metropolis-
Hasting (MH) algorithms is known to be computational
inefficient. AMCMC presents a deterministic tuning of
the proposal distribution in a two-step process, to opti-
mize the acceptance ratio and expedite the MCMC con-
vergence via several independent runs. A methodology to
randomly generate parallel combinations of MCMC is pro-
posed, which aim is to search for the optimized chains ac-
ceptance ratio. A comparison between the proposed and
conventional MCMC-MH algorithms is discussed, when
these are applied to a forward model simulating shale gas
well-production, presented with real borehole production
of daily observations, required to complete a probabilistic
model calibration. The proposed approach is validated by
its use on different well production data, showing signif-
icant computational efficiency, but most importantly, the
promise for the method to be fully Bayesian parallelized

(work in progress).
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CP7

Stochastic Dirichlet Boundary Optimal Control of
Steady Navier-Stokes Equations

When a physical system under control includes a stochas-
tic component, the construction, modeling, and analysis of
the controls become much more difficult.? As a specific
case, we consider the optimal control of a system governed
by the Navier-Stokes equations with a stochastic Dirich-
let boundary condition.? Control conditions applied only
on the boundary are associated with reduced regularity, as
compared to internal controls. To ensure existence of solu-
tion and efficiency of numerical simulations, the stochastic
boundary conditions are required to belong almost surely
to H1(∂D),? similar to the H-valued? infinite dimensional
Wiener process. To simulate the system, state solutions
will be approximated using the stochastic collocation finite
element approach, and sparse grid techniques are applied
to the boundary random field. The one shot optimality
systems are derived from the Lagrange functional. Error
estimates are computed for the optimality almost surely
using samples, and for the state equation using interpo-
lated boundary conditions.? Error estimates for the ad-
joint equations are derived from a duality argument, and
the control equation comes via a non-conforming finite el-
ement variational crime. A numerical simulation can then
be made, using a combination of Monte Carlo and sparse
grid methods, which demonstrates the efficiency of the al-
gorithm.
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CP8

Compact Implicit Integration Factor Method for
Solving High Order Differential Equations

Due to the high order spatial derivatives and stiff reactions,
severe temporal stability constraints on the time step are
generally required when developing numerical methods for
solving high order partial differential equations. Implicit
integration method (IIF) method along with its compact
form (cIIF), which treats spatial derivatives exactly and re-
action terms implicitly, provides excellent stability proper-
ties with good efficiency by decoupling the treatment of re-
action and spatial derivatives. One major challenge for IIF
is storage and calculation of the potential dense exponen-
tial matrices of the sparse discretization matrices resulted
from the linear differential operators. The compact repre-
sentation for IIF (cIIF) was introduced to save the compu-
tational cost and storage for this purpose. Another chal-
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lenge is finding the matrix of high order space discretiza-
tion, especially near the boundaries. In this paper, we
extend IIF method to high order discretization for spatial
derivatives through an example of reaction diffusion equa-
tion with fourth order accuracy, while the computational
cost and storage are similar to the general second order
cIIF method. The method can also be efficiently applied
to deal with other types of partial differential equations
with both homogeneous and non-homogeneous boundary
conditions. Direct numerical simulations demonstrate the
efficiency and accuracy of the approach.
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CP8

Concept of Spectral Differentiation for Solving
Corner Flow

The concept of differentiation with the first kind of spectral
method is used in this presentation to solve the model of
movement of flow around an upright angle. In this model,
lots of fluid features and interactions and separations take
a place and hence a high accurate numerical techniques is
needed. Because of the singularities in some nodes, we used
a conformal mapping which is used by many researchers. A
numerical simulation of the fluid movements will be showed
along side with some tables to validate our results with
others.
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CP8

Optimal Recovery of Integral Operators and Its
Applications

In this talk we present the solution to a problem of recov-
ering a rather arbitrary integral operator based on incom-
plete information with error. We apply the main result to
obtain optimal methods of recovery and compute the op-
timal error for the solutions to certain integral equations
as well as boundary and initial value problems for various
PDE’s. In particular, to illustrate the method, we present
results for boundary value problems for wave, heat, and
Poisson’s equations. Nevertheless, the developed method
is more general and can be applied to other similar prob-
lems.
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CP8

Compatible-Strain Mixed Finite Element Methods

for Nonlinear Elasticity

We introduce a new class of mixed finite element meth-
ods for large deformations of solids called compatible-strain
mixed finite element methods (CSFEMs). We use a Hu-
Washizu-type mixed formulation for CSFEMs, and the in-
dependent unknowns are the displacement, the displace-
ment gradient, and the first Piola-Kirchhoff stress tensor.
To obtain the solution and the test spaces of CSFEMs, we
discretize the nonlinear elasticity complex using the finite
element exterior calculus. The nonlinear elasticity complex
is a Hilbert complex that describes large deformations of
solids and contains information about topological proper-
ties of bodies. Accordingly, the trial spaces of the displace-
ment gradient automatically satisfy the classical Hadamard
jump condition, which is a necessary condition for the
compatibility of non-smooth displacement gradients. By
solving selected problems for nonlinear elastic bodies, we
demonstrate that CSFEMs have a good performance for
bending problems, in the nearly incompressible regime, and
for bodies with complex geometries. CSFEMs are capa-
ble of accurately approximating stresses and perform well
in problems that standard enhanced strain methods suffer
from the hourglass instability. Moreover, CSFEMs provide
a novel and convenient framework for modeling inhomo-
geneities.
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CP8

An Optimal Complexity Spectral Method for El-
liptic PDEs on Rectangular Domains

We present an O(n2 log n log(1/ε)) complexity spectrally
accurate elliptic PDE solver for PDEs of splitting rank 2
on rectangular domains, where n is the discretization size
in each spatial variable and 0 < ε < 1 is the working preci-
sion. The method is based on a modification of the ultra-
spherical spectral method and the construction of certain
structured Sylvester matrix equations. We present a proof
of the algorithmic complexity of the solver and show that it
is amenable to general boundary conditions and right-hand
sides.
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CP8

Scalable Simulation of Systems of PDEs for Mod-
eling Tumor Growth

There are existing sophisticated mathematical models de-
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signed to model tumor growth with partial differential
equations (PDEs); however, finding solutions is computa-
tionally expensive so researches have to lower resolution,
simplify models, or run fewer simulations with representa-
tive sets of parameters, etc. Thus, results are less accu-
rate, less timely, or not tailored to individual patients. We
hypothesize that, a component-wise time-stepping method
can be used so that greater accuracy, efficiency and scala-
bility can be achieved.
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CP8

A High Order Accurate Direct Solution Technique
for High Frequency Problems with Body Loads

Highly oscillatory differential equations arise in many areas
of science and engineering including medical imaging, ma-
terial science, fluid dynamics, electromagnetics, and geo-
physics. When solutions are highly oscillatory, classic dis-
cretization techniques suffer from dispersion and poor con-
ditioning, which result in accuracy issues and slow conver-
gence for iterative solvers. Direct solvers are robust in the
high frequency regime, avoiding these issues, and are excel-
lent for problems with many right hand sides such as occur
in most applications of interest. This talk presents the
recently developed Hierarchical Poincaré-Steklov (HPS)
method. HPS is a high order discretization technique
that provides robust solutions even in the high frequency
regime. The method comes with a direct (as opposed to
iterative) solver which processes solves with nearly linear
cost (with respect to the number of discretization points),
making it ideally suited for applications when many solves
are required. Numerical results will report on the perfor-
mance of the method.
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CP8

Mesh Imprinting Reduction by Multi-Dimensional
Slope Limiters in Hydrodynamic Simulations

Slope limiters are a powerful tool to suppress numeri-
cal oscillations of second order finite volume schemes to
solve inviscid compressible flows. On Cartesian meshes,
the numerical schemes typically employ directional split-
ting. Split schemes are easy to implement in 2D/3D and
they are computationally effective. These schemes use only
one-dimensional (1D) information along the current split
direction to reconstruct fluid quantities in computational
cells. This reconstruction is strongly dependent on the
orientation of a discontinuity with respect to a compu-
tational mesh, resulting in increased mesh imprinting in
the numerical solution. We investigate the effect of the
mesh imprinting on radially symmetric problems includ-

ing simulations of converging cylindrical/spherical shells
on Adaptive Mesh Refinement (AMR) meshes using the
Los Alamos National Laboratory (LANL) multi-material
multi-physics code xRage [Gittings at al. 2008]. The im-
printing is evaluated as the artificial angular dependency
(anisotropy) of the solution. We suggest a correction of
the 1D slopes to reduce the imprinting. The correction
is making use of the local direction of the gradient of a
reconstructed quantity. This method is compared to a
truly multi-dimensional reconstruction using the Barth-
Jespersen slope limiter [Barth, Jespersen. 1989] or Multi-
dimensional Limiting Process (MLP) [Park, Kim. 2012]
with respect to the symmetry preservation versus a com-
putational cost.
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CP9

An Incremental Compressive Sampling Approach
for Sparser Recovery of Polynomial Chaos Expan-
sions

Compressive sampling techniques have successfully allowed
reconstruction of sparse Polynomial Chaos (PC) expan-
sions from a small set of samples, by effectively solving an
underdetermined linear system. In this presentation, we
introduce an efficient sparse recovery approach that pro-
motes the sparsity by breaking the dimensionality of the
PC expansion. The proposed algorithm incrementally ex-
plores sub-dimensional expansions for a sparser recovery,
and shows success when removal of uninfluential param-
eters allows for a measurement matrix with a lower co-
herence, and/or a higher order expansion to be recovered.
Using several numerical examples, we demonstrate the ca-
pability of the proposed approach in both producing more
accurate PC coefficient estimates, and also reducing the
dimensionality of the stochastic representation.
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CP9

Stochastic Model Reduction of Allen-Cahn Phase
Field Model with High Dimensional Random Forc-
ing

Using the framework of Dynamical Orthogonality(DO) con-
dition, proposed by Sapsis & Lermusiaux, a coupled set of
evolution equations are derived for Allen-Cahn phase field
transport equation. The reduced order field equations (DO
equations) consist of (i) the system of Partial Differential
equations(PDEs) that describes the evolution of the mean
field and the orthonormal spatial basis(modes) defining
the stochastic subspace where uncertainty ’lives’ and (ii)
the set of Stochastic Differential equations(SDEs) that de-
scribes the evolution of stochastic basis(coefficients) defin-
ing how the stochasticity will be evolved within the reduced
order stochastic subspace. Numerical simulations are per-
formed for time independent high dimensional stochastic
forcing based on Karhunen-Loeve(KL) decomposition. The
aim of the current work is to investigate dimension re-
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duction in high dimensional random space by analyzing
the number of DO modes required to resolve the transient
stochastic Allen-Cahn equation. More specifically, our re-
sults demonstrates that the DO decomposition does not
suffer from the curse of dimensionality in comparison to
Polynomial Chaos(PC) methods.
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CP9

An Information Theoretic Approach to Use High-
Fidelity Codes to Calibrate Low-Fidelity Codes

In this presentation, we discuss an information theoretic
approach to employ high-fidelity codes to calibrate low-
fidelity codes used for design optimization or control im-
plementation. The objective is to employ a limited num-
ber of high-fidelity code evaluations as data for Bayesian
calibration of the low-fidelity code. We employ the mu-
tual information between parameters and designs to deter-
mine input values to the high-fidelity code, which maximize
the available information. For computationally expensive
codes, surrogate models are used to approximate the mu-
tual information. The framework is illustrated for exam-
ples arising in nuclear power plant design.
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CP9

Mesh Discretization Error and Uncertainty Quan-
tification: A Variational Multiscale Approach

When trying to quantify the uncertainty of a given sim-
ulation, one has to identify the sources of such uncer-
tainty. These sources can be classified into input uncer-
tainty, numerical approximation uncertainty, or modelling
uncertainty. In this work we focus on the numerical approx-
imation uncertainty, but it is well known that the accuracy
of the numerical approximation methods depends on the
input parameters. For example, considering convection-
diffusion-reaction problems, uncertainty may be associated
to the direction of advection or the magnitude of the diffu-
sion coefficient. In this work we firstly assess the behaviour
of some existing Variational Multiscale (VMS) error esti-
mators for the Uncertainty Quantification (UQ) of Mesh
Discretization Error (MDE) under uncertain input param-

eters. The VMS error estimators are typically described in
a Finite Element (FE) framework and, since they involve
second order spatial derivatives, they are hardly extensible
to Finite Volume (FV) methods. In order to overcome this
difficulty, we also propose new VMS error estimators that
can be easily used in a FE or FV context. The VMS error
estimators are analysed for canonical convection-diffusion-
reaction problems and then extended to turbulent incom-
pressible flow problem.
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CP9

Model Reduction from Partial Observations

Our contribution takes place within the context of model
reduction for parametric partial differential equations
(PPDE). When the solution of the PPDE has to be eval-
uated for many different values the parameters, the com-
putational effort may become prohibitive. To circumvent
this issue, model reduction intends to simplify the resolu-
tion of the PPDE by (typically) constraining the solutions
to belong to some low-dimensional subspace. Many tech-
niques have been proposed in the literature to identify such
subspaces: Taylor or Hermite expansions, proper orthog-
onal decomposition (POD), balanced truncation, reduced
basis techniques, etc. All the methods mentioned above
presuppose some refined knowledge of the solution mani-
fold M. Unfortunately, in practice a refined knowledge of
M may not always be available. The question addressed
in our work is therefore as follows: can we still build a
“good’ approximation subspace if M is imperfectly known
but some partial measurements of the latter are available?
We propose practical procedures to deal with this problem
and provide theoretical results to analyze their behavior.
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ENSTA Bretagne
angelique.dremeau@ensta-bretagne.fr

Patrick Héas
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CP9

Transported PDF Approaches for Propagating Pa-
rameter Uncertainty: A Reacting Flow Case Study

In propagating parameter uncertainty forward through a
system of PDEs, reduced representations are often sought
to deal with the computational complexity and expense of
the forward PDE system. The holy grail is an approach
that is computationally feasible, can handle large dimen-
sionality (of input parameters and/or solution variables)
and, most importantly, can stay faithful to the PDE system
for arbitrarily complex computational domains and bound-
ary conditions. Transported probability density function
(T-PDF) approaches, developed primarily in the context
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of turbulent reacting and non-reacting flows, have some of
these very desirable properties. In the T-PDF approach
one solves for the transport equations of joint pdfs of the
solution variables as implied by the PDE system. In this
talk I will give a brief overview of the T-PDF approaches
and how they are readily amenable to the forward propa-
gation problem. I will describe the advantages and limita-
tions of T-PDF approaches, and discuss numerical meth-
ods for solving them. In particular I will focus on a hybrid
Eulerian-Lagrangian methodology that is advantageous for
dealing with large dimensionality. I will conclude with pre-
liminary results from a simple convective-reactive problem
with a prescribed distribution of the uncertain reaction rate
parameter.
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CP9

A Stochastic Galerkin Method for the Boltzmann
Equation with High Dimensional Random Inputs
Using Sparse Grids

We propose a stochastic Galerkin method using sparse
grids for the Boltzmann equation with high dimensional
random inputs. The method uses locally supported piece-
wise polynomials as an orthonormal basis of the random
space. By a sparse grid technique, only a moderate num-
ber of basis functions are required to achieve good accuracy
in high dimensional random spaces. We discover a sparse
structure of a set of basis-related coefficients, which allows
us to accelerate the computation of the collision operator.
Regularity of the solution of the Boltzmann equation in
the random space and an accuracy result of the stochas-
tic Galerkin method are proved in multidimensional case.
The efficiency of the method is illustrated by numerical ex-
amples with uncertainties from the initial data, boundary
data and collision kernel.
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CP9

Impact of Parametric Uncertainty on Estimation
of the Energy Deposition into an Irradiated Brain

Tumor

We analyze the effect of parametric uncertainty on the to-
tal energy deposited in a brain tumor through X-ray ir-
radiation. Both the location of the region over which a
dose-enhancing, iodinated contrast agent spreads out after
injection into the tumor, and the agent’s concentration,
are allowed to be uncertain. We model this problem via
a probabilistic approach in which the coordinates of the
center of the contrast agent region, as well as the effective
atomic number in this area (which depends on the agent’s
concentration), are represented as mutually independent,
uniformly distributed random variables. Employing the
stochastic collocation (SC) method, we estimate statisti-
cal moments of the deposited energy as a function of the
mean and/or variance of the random inputs. We find that
in most cases, the coefficient of variation of the uncertain
parameters is amplified by the nonlinearity of the problem,
yielding a larger coefficient of variation for the energy de-
position. As the stochastic dimension increases, the mag-
nitude of the predictive uncertainty in the energy depo-
sition, as measured by its standard deviation, approaches
that of the prediction (mean energy deposition) itself. This
demonstrates that accurate prediction of the energy depo-
sition requires a proper treatment of even small parametric
uncertainty. Our analysis also reveals that SC outperforms
standard Monte Carlo, with the largest difference in effi-
ciency occurring for the case of a single uncertain parame-
ter.
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CP10

Numerical Methods of Rational Form for Solving
Partial Differential Equations

The purpose of this study is to investigate selected numeri-
cal methods that demonstrate good performance in solving
PDEs. We adapt alternative method that involve rational
polynomials. Padé time stepping (PTS) method, which is
highly stable for the purposes of the present application
and is associated with lower computational costs, is ap-
plied. Furthermore, PTS is modified for our study which
focused on diffusion equations. Due to the rationality form
of PTS, some numerical error occurs and then some a kind
of control is imposed. Finally, numerical runs are con-
ducted to obtain the optimal local error control threshold.
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CP10

Multi-Dimensional Sublinear Spase Fourier Algo-
rithm

We discuss how to develop a deterministic sublinear
Fourier algorithm on sparse data in high-dimensional
space. We develop an algorithm for both noisy and
noiseless data introducing new concepts called “partial
unwrapping method” and “tilting method”. These two
methods overcome difficulties encountered when we extend
one-dimensional algorithm presented in “Adaptive Sub-
linear Time Fourier Algorithm” by D. Lawlor, Y. Wang
and A. Christlieb (2012). Furthermore we use error-
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correction to make the algorithm work for noisy data in
high-dimensional space.
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CP10

Indifference Pricing of a GLWB Option in Variable
Annuities

We investigate the valuation problem of variable annu-
ities with Guaranteed Lifelong/Lifetime Withdrawal Ben-
efit (GLWB) options, which give the policyholder the right
to withdraw a specified amount as long as he/she lives, re-
gardless of the performance of the investment. We apply
the principle of equivalent utility to find the indifference
price for a variable annuity with a GLWB contract with an
equity indexed death benefit. Using an exponential util-
ity function, Hamilton-Jacobi-Bellman (HJB) type partial
differential equations (PDEs) are derived for the pricing
functions. We first assume the mortality is deterministic,
and the pricing PDE is solved numerically using a finite
difference method. The effects of various parameters are
investigated, including the age at inception of the poli-
cyholder, the withdrawal rate, the risk-free rate, and the
volatility of the underlying asset. We also consider a roll-
up option and analyze the effect of delaying the start of
the withdrawals. Another pricing PDE is derived with a
stochastic mortality, when the force of mortality is modeled
with a stochastic differential equation. A finite difference
method is used again to solve the pricing PDE numerically,
and the sensitivities of the GLWB contracts with respect
to the withdrawal rate and the risk-free rate are explored.
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CP10

Polynomial Particular Solutions for Solving Elliptic
Partial Differential Equations

In the past, polynomial particular solutions have been ob-
tained for certain types of partial differential operators
without convection terms. In this paper, a closed-form par-
ticular solution for more general partial differential opera-
tors with constant coefficients has been derived for polyno-
mial basis functions. The newly derived particular solution
is further coupled with the method of particular solutions
(MPS) for numerically solving a large class of elliptic par-
tial differential equations. In contrast to the use of Cheby-
shev polynomial basis functions, the proposed approach is
more flexible in selecting the collocation points inside the
domain. The polynomial basis functions are well-known for
yielding ill-conditioned systems when their order becomes
large. The multiple scale technique is applied to circumvent
the difficulty of ill-conditioning problem. Some numerical
examples are presented to demonstrate the effectiveness of
the proposed algorithm.
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CP10

An Efficient Numerical Scheme for Space-
Fractional Fitzhugh-Nagumo Model

Fractional models proved to be effective in describing
the heterogeneity and complex connectivity of electro-
physiological dynamics in biological tissue. A strongly sta-
ble second order exponential time differencing scheme for
solving the space-fractional FitzHugh-Nagumo model with
non-smooth data is presented. Stability, efficiency and reli-
ability of the proposed scheme is discussed. A comparison
with existing methods in the literature shows the usefulness
and robustness of the scheme. Furthermore, the scheme is
shown to be easily applicable to large systems of reaction-
diffusion equations.
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CP10

A Comparison of Adaptive Mesh Refinement Tech-
niques for Poisson’s Equation

The technique of Adaptive Mesh Refinement provides effi-
cient solution of a PDE problem by selecting appropriate
regions of the physical domain to be refined. This results is
reduced degrees of freedom, thus the efficiency. In here the
local mesh refinement is based on designed a-posteriori er-
ror estimators. We compare two different estimators for the
Poisson problem discretized with finite element method.
One of them is taken from literature, and the other one
is proposed by our research group. The performance of
these two methods is studied in terms of L2 and H1 error
norms. In the numerical validations part, the proposed er-
ror estimator performs better in terms of reduced number
of degree of freedoms for given tolerance.
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CP10

The Computational Analysis of Problems on Do-
mains with Small Holes

A new computational method is proposed to address mesh-
ing and convergence challenges that can arise when the
problem domain has small holes in it. The method com-
bines analytic singularities of the solution with finite ele-
ment approximation of its smooth components. Theoret-
ical and numerical results are provided, to establish the
efficacy of the method, both in the energy norm and in ex-
tracting a representative quantity of interest. The method
converges both with respect to the size of the holes and
the mesh discretization parameter, and provides a more
accurate alternative to using the asymptotic limit.
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CP10

Sub-Linear Time Discrete Sparse Fourier Trans-
form Algorithm

During the past 10 years, a lot of sparse Fourier Transform
algorithms (random and deterministic) have been built.
However, they all required that the algorithm have the ac-
cess to the signal anywhere they want (or in another word,
the signal is continuous). This requirement is hard to reach
since in real life people usually only have access to limited
or discrete samples. In our algorithm we designed an inter-
polation method which can be used along with some deter-
ministic SFT algorithms to capture the significant frequen-
cies in sub-linear time. The advantage of our algorithm is
that we only need N equal-spaced samples from the signal
(N is the bandwidth) and we can find all the significant

frequencies in sub-linear time(O(ka(logN)b)). We proved
(both theoretically and numerically) that our interpolation
method can be used along with some existing SFT algo-
rithms. In the poster, we will give both the theoretical and
numerical results of our algorithm.

Ruochuan Zhang
Michigan State University
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CP11

Bayesian Calibration for Parameters of Jwl Equa-
tion of State in Cylinder Test

In detonation physics, the cylinder test is the benchmark
experiment to evaluate output energy of the explosive and
calibrate parameters of equation of state for explosive prod-
ucts. The traditional calibration method is usually only
based on radius data in the radial direction, which is
smooth and regular functional data. The Gaussian pro-

cess (GP) was used to build surrogate models for radius
data, and the Bayesian method was used for calibration.
As the improvement of test technology, both the radius and
velocity can be observed in cylinder test. The above tra-
ditional calibration method may not make the simulation
results of the velocity match the data well. In this talk, we
want to use both the radius and velocity data to improve
the prediction accuracy of the calibrated model. The GP
model is hard to applied to the velocity data because it
is very irregular functional data. So we propose that the
GP and wavelet methods are used to build surrogate mod-
els for the radius and velocity data respectively, and then
calibrate parameters of Jones-Wilkins-Lee (JWL) state of
equation. Our method decrease the prediction uncertainty
of calibrated models.
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CP11

An Efficient Stochastic Quasi-Newton Mcmc
Method for Stochastic Inversion of Linear Elastic-
ity Problem Using Kernel Pca, Automatic Differ-
entiation and Adjoint Method

We address a linear elasticity inversion in the framework
of Bayesian inference. The nonlinear mapping between the
observables and parameters leads to non-Gaussian posteri-
ors even with the Gaussian priors. The computational cost
of the forward model makes it intractable using traditional
methods such as Markov chain Monte Carlo (MCMC) and
the Polynomial Chaos Expansion (PCE). We propose a
novel stochastic inversion framework, where we first derive
continuous adjoint partial differential equations (PDEs)
that facilitate efficient computation of the gradient of an
objective functional with respect to parameters. Next, we
use a conceptual model representing prior knowledge to
generate a series of realizations of the complex structural
model. Following that, we construct a low-dimensional fea-
ture space where the non-linearly correlated parameters are
represented in terms of independent Gaussian random vari-
ables using a kernel principle component analysis (KPCA)
and an iso-probabilistic transformation. Given the gradi-
ent of the objective functional with respect to parameters,
we use automatic differentiation to derive an adjoint model
of KPCA-based iso-probabilistic transformation and obtain
the gradient of the objective functional with respect to the
low-dimensional feature variables. Finally, we devise an
efficient quasi-Newton MCMC scheme to sample the pos-
teriors of the random variables in the feature space then
obtain the posteriors of the high-dimensional parameter
space.
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CP11

Bayesian, Multi-Fidelity, Optimization under Un-
certainty

This paper is concerned with the optimization of high-
dimensional, complex models in the presence of uncer-
tainty. As many other uncertainty quantification tasks,
this is hindered by the significant cost associated with each
forward model evaluation and the large number of random
and design variables. We reformulate the problem as one
of probabilistic inference which enables a uniform treat-
ment of both sets of variables as well as the assessment of
the objective’s sensitivity. In order to alleviate the com-
putational burden we employ alternative models that are
of lower-fidelity but much cheaper to evaluate. The use of
such surrogates introduces an additional source of (epis-
temic) uncertainty. That is, regardless of the amount of
training data, the lower-fidelity model is incapable of pre-
dicting exactly the output of interest of the reference, high-
fidelity model. This additional uncertainty can be readily
introduced in the probabilistic framework advocated and
its effects on the results can be quantified. We couple the
aforementioned formulation with stochastic Variational in-
ference tools that are capable of providing accurate approx-
imations to the solution. Furthermore they can identifying
regions in the input space where additional, high-fidelity
runs are needed in order to most efficiently refine the esti-
mates obtained.
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CP11

Bayesian Coarse-Graining in Atomistic Simula-
tions: Adaptive Identification of the Dimension-
ality and Salient Features

We present a Bayesian formulation to coarse-graining (CG)
of atomistic systems using generative probabilistic models.
A crucial component of all CG schemes is the definition of
the coarse variables. The key component of the formula-
tion advocated is the definition of a probabilistic coarse-to-
fine mapping. This enables the implicit definition of CG
variables as latent generators of the fine-scale configura-
tions. Appropriate prior specifications on the coarse-to-fine
mapping provide insights into the physical meaning of the
coarse variables. We demonstrate how such an approach
can lead to adaptive determination of the dimension of the

coarse variables. A second critical question pertains to the
parametrization of the CG model and the type of interac-
tions between the CG variables. We propose the sequential
addition of features by employing an information theoretic
metric based on the Kullback-Leibler divergence between
the exact and approximate description. In addition, the
use of sparsity-enforcing priors leads to a computationally
efficient coarse model with as few features as necessary.
The methodology proposed is demonstrated in the context
of coarse-graining of peptides. The approach advocated
enables the significant increase in the the time and space
scales that can be explored by peptide simulations.
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CP11

Method Coupling Harmonic Decomposition and
Polynomial Chaos for Seismic Wave Propagation
in Uncertain Medium

A surrogate is proposed to study seismic wave propaga-
tion in uncertain medium. The surrogate is based on a
double decomposition of the signal: a damped harmonic
decomposition coupled with a polynomial chaos (PC) rep-
resentation of the four coefficients of each harmonic term
(amplitude, decay constant, pulsation, and phase). An ef-
ficient PC representation of the coefficients are obtained
through non-intrusive spectral projections. It requires the
resolution of a nonlinear least squares problem for each in-
tegration point of the sparse grid. The implementation of
the surrogate is illustrated on applications to layered soils
with uncertainties in the geological data (geometry, wave
velocities, damping factor). Computational tests show that
the stochastic signal can be efficiently represented with a
low-order PC representation leading to the use of a low-
level sparse grid integration. For each test case, a global
sensitivity analysis is performed in time and frequency do-
mains to investigate the relative impact of the random pa-
rameters.

Pierre Sochala, Florent De Martin
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CP11

An Importance Sampling Approach to Risk Esti-
mation

Estimation of risk functions of computationally expensive
quantities of interest is an important task in uncertainty
quantification and risk-averse optimization under uncer-
tainty for PDEs with random inputs. Some of the com-
monly used risk functions, such as conditional value-at-risk
and mean-upper-semideviation, depend only on samples of
the quantity of interest that lie above given quantiles. A
natural approach for efficient estimation of such risk func-
tions is importance sampling. However, application of im-
portance sampling is a non-trivial task. The fundamental
issue in importance sampling is the choice of biasing distri-
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bution. In this talk we propose an approach for estimating
finite coherent risk functions based on their conjugate du-
ality properties. Utilizing the concept of risk identifiers we
construct the biasing distribution that naturally incorpo-
rates the information about the quantity of interest into
the sampling process. The proposed approach allows us to
considerably reduce the number of samples required to es-
timate risk functions of the quantities of interest, making
this approach preferrable for the problems which involve
costly simulations, such as PDE-constrained optimization
problems under uncertainty.
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CP11

A Weighted Kernel PCA-Based Method for Goal-
Oriented Optimization and Uncertainty Quantifi-
cation with Applications to Elastic Parameter In-
version

Viewing instantiations of a channelized medium as real-
izations of a random field, we demonstrate that methods
based on machine learning can be successfully applied to in-
verse problems in the context of linearly elasticity through
the use of the adjoint method coupled with kernel PCA-
based optimization. In addition, we show how the conver-
gence of the linear variant of the method can be accelerated
by weighting realizations of the random field by the value
of the objective function and its gradient with respect to
control variables in a low-dimensional feature space. As
linear machine learning methods are inherently limited in
their ability to represent features of non-Gaussian stochas-
tic random fields, we extend this goal-oriented, weighted
method using kernel PCA to capture nonlinear spatial re-
lationships and multipoint statistics so as to properly char-
acterize complex features such as the tortuosity of chan-
nelized media. We demonstrate how this Weighted Kernel
PCA (WKPCA) based optimization both captures non-
linear correlations and exhibits accelerated convergence to
a target instantiation of the random field. We demon-
strate how a response surface can be constructed to furnish
weights using Bayesian methods, demonstrate an applica-
tion of the method to learning the spatial distribution of
material parameter values in the context of linear elasticity,
and discuss further extensions of the method to stochastic
parameter inversion and uncertainty quantification.
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CP11

High-Dimensional Intrinsic Interpolation Using
Gaussian Process Regression

We introduce a regression procedure for intrinsic variables
constrained onto a manifold embedded in an ambient space.
The procedure is meant to sharpen high-dimensional inter-
polation by introducing constraints delineated from within
the data being interpolated. Our method augments mani-
fold learning procedures with a Gaussian process regression
(GPR). The proposed method first identifies, using diffu-
sion maps, a low dimensional manifold embedded in an
ambient high dimensional space associated with the data.
It relies on the diffusion distance associated with this con-
struction to define proximity between points on the man-
ifold. This distance is then used to compute the correla-
tion structure of a Gaussian process that describes the de-
pendence of quantities of interest in the high dimensional
ambient space. The proposed method is applicable to ar-
bitrarily high-dimensional datasets and is demonstrated in
the context of characterization of the 3D seismic properties
from the vertical seismic profile (VSP) logs. Lawrence Liv-
ermore National Laboratory: LLNL-ABS-702635-DRAFT
This work was performed under the auspices of the U.S.
Department of Energy by Lawrence Livermore National
Laboratory under Contract DE-AC52-07NA27344.
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CP12

A Realizability Preserving Discontinuous Galerkin
Method for Radiative Transport

The M1 radiative transfer model plays an important role
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in describing radiative transport in physics and engineer-
ing applications. The M1 model is a non-linear hyperbolic
system that describes the distribution of radiative particles
(e.g. photons) as they interact with matter. In this talk I
will introduce a high order discontinuous Galerkin method
for solving the M1 model. I will introduce the concept
of realizability, discuss numerical challenges posed by the
M1 model and show the modifications to the standard DG
method that are necessary in order to guarantee stability
and accuracy of the method. I will conclude with numeri-
cal experiments to demonstrate the effectiveness of the DG
method.
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CP12

Adaptive Methods for Multidimensional Cubature

Computation of
∫
Rd f(x ) �(x ) dx arises in finance, high en-

ergy physics and other applications. Monte Carlo, quasi-
Monte Carlo, and Bayesian cubature are among the meth-
ods used to evaluate such integrals. This talk describes
recent theoretically justified adaptive versions of these al-
gorithms, which choose the sample sizes to automatically
satisfy user-defined error.
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CP12

Dual Least-Squares Finite Element Methods for
Hyperbolic Problems

Least-squares finite element methods have demonstrated
good potential for solving problems of elliptic and parabolic
type. We further study this type of methods for hyper-
bolic balance and conservation laws. Hyperbolic problems
result in different challenges and possess solutions of very
low regularity as they can have jump discontinuities. This
research concentrates on negative norm and LL� least-
squares methods. The negative norm methods provide
natural formulations in view of the definition of a weak
solution. However, they only possess coercivity in a norm
strictly weaker than the L2-norm. Therefore, LL� methods
are used to obtain stronger coercivity in the L2-norm. This
is different from previous uses of LL� methods. Their use,
e.g., for elliptic problems is to improve the L2-norm error
(e.g. as part of a hybrid method) of the minimizer of a cer-
tain least-squares functional for problems that can already
be approximated in a stronger norm. The purpose here is
to obtain L2 coercivity for methods that are coercive only

in a strictly weaker norm.
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CP12

Higher Order Numerical Schemes for Non-
Conservative Hyperbolic Equations on 2D Un-
structured Grids

Standard finite volume schemes consider the solution of
hyperbolic equations in conservative form. Similar to for
example the shallow water equations, many hyperbolic mo-
ment models that are used for the simulation of rarefied
gases cannot be given in conservative form. This requires
special non-conservative numerical schemes to accurately
resolve shocks and reduce runtime. We describe high-
order numerical methods for the solution of general non-
conservative hyperbolic equations that have been imple-
mented on unstructured quadrilateral grids. Especially
the reconstruction and the slope limiting procedure are
discussed. The schemes are compared to their first or-
der versions with respect to accuracy and runtime for two-
dimensional test cases of hyperbolic moment equations.
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CP12

Sobolev Discontinuous Galerkin Methods

The Discontinuous Galerkin (DG) method is a popular
polynomial-based method for solving wave propagation
problems known for its spectral accuracy and geometric
flexibility. Despite its nice properties, DG suffers from a
very restrictive time step size, at least inversely propor-
tional to the order (p) of the DG method. For a fixed order
explicit time-stepping algorithms, the time step size (Δt)
is determined by the following Courant-Friedrichs-Lewy
(CFL) condition: a(Δt/Δx) ≤ C/p2, where a is the maxi-
mum wave speed, Δx is the mesh size, and C is a method-
specific constant. In this talk, we present Sobolev DG, a
novel DG method that allows for order-independent CFL
condition for sufficiently accurate time evolution. Sobolev
DG tests with low degree polynomials while maintaining
the accuracy of high order polynomials by using different
variational equations. As a consequence, Sobolev DG can
take at least p times larger time steps compared to tradi-
tional DG methods.We will describe Sobolev DG method
and present computational results illustrating its excellent
time stepping properties.
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CP12

Life and Its Many Layers: Eigenfunctions of 1-D
Differential Operators with Piecewise Constant Co-
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efficients

Todays computers are able to perform simulations at higher
resolutions. However, as the spatial resolution increases,
using current simulation methods, such as time-stepping
methods for solving PDEs, the time step must decrease
which drastically increases computation time. Mathemat-
ically speaking, the time-stepping methods that are avail-
able today are not scalable when applied to stiff problems.
This research project will be exploring solutions of time-
dependent PDEs in media consisting of more than two ma-
terials. The real world applications of this project will be
to simulate physical phenomena such as waves propagat-
ing through air, water, and solids. Due to the disconti-
nuity at the interface between different materials, it is far
more challenging to find the natural frequencies that sim-
plify simulation because they change between materials.
The Uncertainty Principle provides a geometrically intu-
itive approach to obtain these natural frequencies and will
help in finding an initial approximation of them. Life is
very layered and the algorithms we will develop can more
accurately and precisely account for it.
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CP12

Monotone Local Projection Stabilization for Non-
linear Hyperbolic Systems

We propose a stabilized finite element scheme for hyper-
bolic systems on unstructured meshes with continuous
Galerkin (CG) discretization in space. Starting with any
hyperbolic system, we introduce a CG semi-discrete scheme
with low order artificial dissipation that satisfies the local
extremum diminishing (LED) condition for systems. To be
high resolution, we propose a gradient based element lim-
iting strategy that limits any anti-diffusion added to the
low order scheme, while preserving the LED condition and
also being linearity preserving. To tackle any possibility of
phase errors or terracing, we introduce linearity preserving
high order dissipation in the antidiffusive correction. The
limiting procedure being at the semi-discrete level allows
for an LED semi-discrete scheme which can be discretized
in time using any time integrator, only requiring a CFL
type of condition for explicit schemes. We demonstrate the
robustness of this numerical scheme through several exam-
ples including: linear transport, nonlinear Burgers equa-
tion, KPP problem, and several Euler equations hydrody-
namics simulations. For time discretization, we use Crank-
Nicholson, backward Euler, SSP Runge-Kutta, and SDIRK
schemes. The next stage is to consider multifluid plasma
physics applications, especially Z-pinch implosions. col-
laboration with John Shadid and Dmitri Kuzmin
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CP12

A Godunov-Type Finite-Volume Solver for Non-
hydrostatic Euler Equations with a Time-Splitting

Approach

A two-dimensional nonhydrostatic (NH) model based on
the compressible Euler system has been developed in the
Cartesian (x, z) domain. The spatial discretization is based
on a Godunov-type finite-volume (FV) method employ-
ing dimensionally split fifth-order reconstructions. The
model uses the explicit strong stability-preserving Runge-
Kutta scheme and a split-explicit method. The time-split
approach is generally based on the split-explicit method,
where the acoustic modes in the Euler system are solved
using small time steps, and the advective modes are treated
with larger time step. However, for the Godunov-type FV
method this traditional approach is not trivial for the Euler
system of equations. In the present study, a new strategy
is proposed by which the Euler system is split into three
modes and a multi-rate time integration is performed. The
computational efficiency of the split-scheme is compared
with the explicit scheme using the FV model with various
NH benchmark test cases.
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CP13

Efficient Multilevel Methods for Optimal Control
of Elliptic Equations with Stochastic Coefficients

A common strategy for solving optimal control of stochas-
tic PDEs relies on stochastic collocation, which reduces
the problem to multiple solves of optimal control problems
constrained by deterministic PDEs. In this work we in-
vestigate an alternative approach where we use a stochas-
tic Galerkin formulation and discretization of the PDE
prior to solving the optimal control problem. Ultimately
this requires solving a potentially very large linear system,
which we then solve using specially designed multilevel al-
gorithms.
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CP13

Reduced Order Models for Symmetric Eigenvalue
Problems

Reduced order models are becoming an indispensable tool
in large scale numerical simulation. The ever-increasing de-
mand for accuracy entails overwhelming demands on com-
putational resources. In model reduction much smaller
models are generated that admit fast and accurate approx-
imations to the original problem. Here we are concerned
with eigenvalue problems Ax = λx where A = A(s) is a
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symmetric matrix depending on a parameter s. The ma-
trix A may be obtained from the approximation of an el-
liptic operator by finite elements, s may represent physical
parameters. We are particularly interested in shape opti-
mization where s represents in some way the shape of the
computational domain. Large eigenvalue problems have to
be solved for many values of s. We investigate reduced
order models that admit to cheaply compute accurate ap-
proximations of the most important eigenvalues of A(s).
Reduced order models allow a fast scan of (parts of) the
parameter space in order to cheaply localize optima of some
objective function. A standard optimization procedure or
a zoom into the region of the optimum of may follow. In
our investigation the objective is to determine a shape s
such that A(s) has some prescribed (smallest) eigenvalues.
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CP13

Parallel-In-Time Gradient-Type Method For Opti-
mal Control Problems

We present a new parallel-in-time gradient-type method
for time-dependent optimal control problems. When the
classic gradient method is applied to time-dependent opti-
mal control problems, in each optimization iteration, be-
fore control update, the forward solution of state equa-
tions and the backward solution of adjoint equations are
required, which consumes most of the computation time.
This new parallel-in-time gradient-type method introduces
parallelism by splitting the time domain into N time subdo-
mains and executes the forward and backward computation
in each time subdomain in parallel using state and adjoint
variables at time subdomain boundaries from last opti-
mization iteration as the initial value so that each gradient-
type iteration takes roughly 1/N of the gradient iteration
time. For Linear-Quadratic optimal control problems, the
resulting iteration can be interpreted as a (2N-1)-part split-
ting iteration scheme. Convergence proof is given. Numer-
ical examples on Linear-Quadratic problems and general
nonlinear problems, such as water flooding optimization
in oil reservoir recovery, demonstrate significant speedup.
Strong scaling is achieved in some cases for a moderate
number of time subdomains.
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CP13

Mode Reduction Methods for Data Assimilation:
Subspace Projection Using Koopman Operators

In order to reduce the computational burden of assimilat-
ing data into large-scale systems, spectral decomposition

methods are used to to define a subspace that reduces the
dimension of the problem. In this talk we use a recent
decomposition technique based on the Koopman operator
and present how it applied to data assimilation methods.
We use the eigenmodes defined by the Koopman opera-
tor that represent the non-linear behavior of a dynamical
system for the assimilation of data into a shallow water
model, and compare its performance with other subspace
projections methods.
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CP13

Uncertainty Quantification in High Frequency
Electromagnetics Using the Low Rank Tucker De-
composition

The analysis of high frequency components, e.g. waveg-
uides, is based on the numerical solution of Maxwell’s
equations. Finite difference and finite element schemes are
typically employed for time- and frequency-domain analy-
sis. Despite their accuracy, these approaches assume the
precise knowledge of the geometry and are therefore inca-
pable of quantifying uncertainties due to manufacturing.
These uncertainties should not be neglected, as hyperbolic
equations can be very sensitive to geometric deviations.
The stochastic collocation (SC) method (Xiu/Hesthaven,
2005) is one of the most reliable uncertainty quantifica-
tion (UQ) methods available. In the multi-parametric case,
a tensor-product SC scheme is employed. The resulting
tensors are ideal for efficient algebraic computations, but
their storage and computational complexities grow expo-
nentially w.r.t. the number of parameters. The current
state-of-the-art in reducing such complexities is based on
sparse grids (SG). Recently, tensor decomposition methods
(Kolda/Bader, 2009) arised as an alternative to SG, espe-
cially in the presence of many parameters. In this work, the
Tucker decomposition is employed for a waveguide model
with geometrical uncertainties. While a complexity reduc-
tion better than SG-SC is not expected, the Tucker format
is the basis of hierarchical decompositions, which are suit-
able for high dimensional problems. Such approaches shall
be investigated in an extension of this work.
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CP13

A Dictionary Learning Strategy for Bayesian Infer-
ence

Inference of model parameters or spatially-distributed
properties is an important and difficult step in many en-
gineering processes. Information often comes from only a
few spatially-localized measurements, nonlinearly related
to the quantity of interest, resulting in a very challeng-
ing ill-posed problem. A typical example is the inference
of subsurface resources from scarce surface measurements.
Fortunately, these high-dimensional quantities are often
sparse in properly chosen bases so that dedicated recovery
algorithms such as compressed sensing can be employed.
We introduce a novel approach which does not rely on an a
priori choice of basis for approximating the parameter field.
From a prior set of realizations, one seeks a basis (dictio-
nary) such that each realization is likely to admit a sparse
representation. A critical additional aspect is that this ba-
sis has to be observable by the sensors, so that the basis
modes can indeed be informed by the data. In the particu-
lar context of Bayesian inference with a linear model, this
problem formulates via constructive sparse Bayesian learn-
ing and leads to lower variance estimates. Our approach
will be illustrated with several examples, such as the re-
covery of the inhomogeneous diffusivity field from a few
sensors. Thanks to the enforced observability property, it
will be shown to significantly outperform current methods,
such as those based on K-SVD.

Lionel Mathelin
LIMSI - CNRS, France
mathelin@limsi.fr

CP13

Simultaneous Estimation of Material Parameters
and Neumann Boundary Conditions in a Linear
Elastic Model by PDE-Constrained Optimization

We describe a formulation of and solution strategy for a
simultaneous inversion problem in linear elasticity. Given
point measurements of displacement, we concurrently esti-
mate spatially-varying shear modulus and traction bound-
ary condition fields by posing the inverse problem as a
PDE-constrained optimization problem. Regularization is
used to relax modeling assumptions (i.e. assumed paramet-
ric forms for the solution fields) that are often made when
solving inverse problems. We present results obtained by
application of our technique to both synthetic and experi-
mental data.

Daniel T. Seidl, Bart G. Van Bloemen Waanders,
Timothy Wildey
Sandia National Laboratories
dtseidl@sandia.gov, bartv@sandia.gov,
tmwilde@sandia.gov

CP13

Multilevel Monte Carlo Methods for Eigenvalue
Problems

We consider multilevel Monte Carlo methods for acceler-
ating the computation of eigenvalue problems arising from
PDEs in the presence of uncertainty. Eigenvalue problems
are important in a number of applications where random-
ness in the underlying system has a significant impact on

the response, such as structural vibration and buckling.
Monte Carlo methods are simple for quantifying the impact
of uncertainties on eigenvalue problems, but are considered
to be too expensive in many practical cases. We propose
employing multilevel Monte Carlo methods to accelerate
the computation of the statistics of eigenvalues problems.
This involves sampling of ’coarse grid’ representations of
the problem of interest. We will argue that the efficiency
gains of the multilevel method make the approach compet-
itive with some less flexible methods that have been devel-
oped as alternatives to Monte Carlo methods for eigenvalue
problems, and specifically for structural vibration.

Juliette Unwin
University of Cambridge
hjtu2@cam.ac.uk
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Department of Engineering
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gnw20@cam.ac.uk

Nathan Sime
University of Cambridge
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CP14

Fluctuating Hydrodynamic Methods for Manifolds:
Applications to Microstructures Within Curved
Fluid Interfaces

We develop stochastic computational methods using the
exterior calculus of differential geometry for hydrodynamic
interactions of microstructures embedded within curved
fluid interfaces. For manifolds of spherical topology we
develop spectral methods for the hydrodynamic equations
based on hyperinterpolation and use of Lebedev quadra-
ture. We show how geometric and topological effects can
significantly augment hydrodynamic flow within curved in-
terfaces. We then present results showing how these effects
contribute to the individual and collective motions of parti-
cle inclusions and their drift-diffusion. Overall, we present
general fluctuating hydrodynamic computational methods
for manifolds that can be used for investigations of many-
body systems involving diffusion and hydrodynamic cou-
pling within thin fluid interfaces having curved geometries.

Paul J. Atzberger
University of California-Santa Barbara
atzberg@gmail.com

CP14

Space-Time Least-Squares Petrov-Galerkin Non-
linear Model Reduction

Reduced-order models (ROMs) of nonlinear dynamical sys-
tems are essential for enabling computational high-fidelity
models (HFMs) to be used in many-query and real-time
applications such as uncertainty quantification and design
optimization. Majority of existing ROMs explores only
spatial domain, not temporal domain. Although there
are some space–time ROMs that explore both space and
time domains, they depend on space–time HFM formu-
lation, which is not readily available in known commer-
cial and academic simulation codes. We introduce a POD
projection-based space–time ROM that does not rely on
space–time HFMs. Instead it exploits left as well as right
singular vectors to form a spatio-temporal state basis. We
derive error bounds that show the method exhibits slower
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time-growth of the error as compared to typical spatial-
projection-based ROMs. Numerical results show that the
proposed technique enables additional computational sav-
ings to be realizable with similar accuracy as compared to
typical spatial-projection-based ROMs.

Youngsoo Choi, Kevin T. Carlberg
Sandia National Laboratories
ychoi@sandia.gov, ktcarlb@sandia.gov

CP14

A Robust Discontinuous Galerkin Scheme for Ten-
Moment Gaussian Closure Equations

Euler equation for compressible flow treats pressure as a
scalar. However, for several applications this description
of pressure is not suitable. Several extended model based
on the higher moments of Boltzmann equations are con-
sidered to overcome this issue. One such model is Ten
moment Gaussian closure equations, which treats pressure
as symmetric tensor and allow anisotropic effects. In this
work, we develop a higher-order, positivity preserving dis-
continuous Galerkin scheme for Ten-moment Gaussian clo-
sure equations. The key challenge is to preserve positivity
of density and pressure tensor. This is achieved by con-
structing a positivity limiter to ensure positivity of density
and pressure tensor. In addition to preserving positivity,
the scheme also ensures the accuracy of the approxima-
tion. The theoretical results are then verified using several
numerical experiments. Furthermore, these results can be
extended to achieve positivity of pressure tensor in other
extended models like 13-moment equations.

Asha K. Meena
Indian Institute of Technology Delhi
ashameena01@gmail.com
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Indian Institute of Technology Delhi
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CP14

Accelerating Multiscale Coupling Methods in Het-
erogeneous Adjacent Multidomains with Shear
Flow

We examine the numerical treatment of dissipative particle
dynamics (DPD) and momentum-conserving molecular dy-
namics, which are significantly more expensive than contin-
uum methods (e.g., Navier–Stokes) in multiscale coupling.
The largest integration stepsize of traditional DPD meth-
ods is limited due to the discretization error as well as the
presence of nonequilibrium perturbations (e.g., shear flow),
either of which can be thought of excess energy pumped
into the system preventing it from maintaining the desired
temperature. We demonstrate that it is possible to improve
both the accuracy and the stability of DPD by employ-
ing a pairwise adaptive Langevin thermostat that precisely
matches the dynamical characteristics of DPD simulations
(e.g., autocorrelation functions) while automatically cor-
recting thermodynamic averages using a negative feedback
loop. We also derive the associated stationary distribution
when the system is subject to a general class of nongradient
external perturbations, which provides theoretical founda-

tions for nonequilibirum modelling. Our findings are veri-
fied by numerical experiments.

Xiaocheng Shang
University of Edinburgh
x.shang@brown.edu

George E. Karniadakis
Brown University
Division of Applied Mathematics
george karniadakis@brown.edu

CP14

Solution of PDEs for Photobleaching Kinetics Us-
ing Krylov Subspace Spectral Methods

We show how to solve the first order photobleaching ki-
netics partial differential equations with prebleach steady
state initial conditions using a time-domain method known
as a Krylov Subspace Spectral method (KSS method). KSS
are explicit methods for solving time-dependent variable-
coefficient partial differential equations(PDEs). KSS meth-
ods are advantageous compared to other methods because
of its high resolution and its superior scalability. We will
apply Gaussian Quadrature rules in the spectral domain
developed by Golub and Meurant to solve PDEs. We
present a simple rough analytical solution, as well as a com-
putational solution that is first-order accurate. We then
use this solution to examine short and long time behav-
iors.

Somayyeh Sheikholeslami
Ph.D Student
s.sheikholeslami@usm.edu
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CP14

Algebraic Analysis and Numerical Illustration on
Artificial Odd-Even Grid Oscillation and Its Pres-
ence in Domain Decomposition Computation

Although artificial odd-even grid oscillation associated
with central difference has been a classic topic in research,
still there is lack of a direct and complete explanation on its
onset and clear understanding of its behaviors. This pre-
sentation makes a systematic analysis in conjunction with
numerical illustration on such oscillation in solutions of a
model problem, presenting a plain, straightforward expla-
nation as well as criteria on its presence and behavior. Two
types of odd-even grid oscillation are identified; one comes
from dual-mode patterns in numerical solutions, and the
other results from over-imposing of boundary conditions.
The first type of the oscillation decays with grid spacing,
while the second one tends to remain regardless of its size.
As a consequence of their presence in single-domain solu-
tions, the two kinds of fluctuation also occur in compu-
tation by domain decomposition, but they are affected by
algorithms of the decomposition. Further analysis demon-
strates that the fluctuation inherited in the model problem
also leads to zig-zag forms of solutions for more compli-
cated nonlinear flow problems whether they are solved in a
single domain or two subdomains using central difference.

Hansong Tang
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CP14

Curvature-Augmented Numerical Methods for In-
terfaces and Surfaces

Whether considering surface tension at a fluids interface,
bending resistance of a surface, electric potential on a sur-
face, or diffusion across a surface, having robust numer-
ical methods to handle interfaces and surfaces is key to
simulating a wide variety of phenomena. In the case of
smooth interfaces/surfaces, curvature usually plays an im-
portant role in the governing dynamics, either directly or
indirectly. Here, the curvature is also used to augment nu-
merical methods for tracking interfaces/surfaces (level set
method) and for solving PDEs on a surface (closest point
method). For the level set method, using a velocity exten-
sion is vital in maintaining the signed-distance property.
The traditional velocity extension is augmented with cur-
vature information, leading to substantially improved mass
conservation. For the closest point method, the discretiza-
tion of the embedded PDE is augmented with a variable-
coefficient Laplacian stencil, which depends on the curva-
ture. The new approach has better accuracy and sparsity
than the traditional method. To tie these two augmented
methods together, some results from vesicle simulations are
presented.

Chris Vogl
University of Washington
cvogl@uw.edu

CP14

Patient-Specific 3D Reconstruction of Biore-
sorbable and Metallic Stent: A Critical Step for
CFD Analysis of Hemodynamics in Stented Coro-
nary Artery

This work provides a pipeline to perform patient-specific
quantitative analysis of coronary arteries treated with
Bioresorbable Vascular Stents (BVS). The struts of BVS,
which are thicker than that of regular metallic devices, may
trigger local alterations in the blood stream. Using Op-
tical Coherence Tomographies (OCT) and Angiographies,
we are able to reconstruct the 3D geometry of deployed
BVS in vivo. We illustrate the automatic strut detection
from OCT, the identification of the different stent com-
ponents, the 3D registration of the stent curvature using
OCT wire trajectory derived from Angiogram, and the final
stent volume reconstruction. The semi-automatic stent re-
construction is validated against clinical cases and a virtual
phantom. The reconstruction method can also be modified
to adapt the metallic stent reconstruction, and the current
progress on metallic stent reconstruction is also presented.
Our methodology allows reliable and timely reconstruction
of patient-specific BVS using multimodality image analy-
sis. This work is the first step toward a fully automated
reconstruction and simulation procedure. We have suc-
cessfully used the reconstructed to conduct computational
fluid dynamics simulations for 16 patients, some of which
will be presented. The reconstructed geometries enable an
extensive quantitative analysis of the impact of BVS struts

on hemodynamics via computational fluid dynamics.

Boyi Yang
Emory University
Department of Mathematics & Computer Science
byang8@emory.edu

CP15

Multiscale Methods for Flow and Transport in
Porous Media

Large scale simulations are performed to evaluate various
scenarios such as CO2 sequestration, contaminant plume
migration as well as hydrocarbon recovery in subsurface
porous media. The reservoir properties relevant to flow and
transport modeling is often available at fine scale either
from well logs or inferred from geological models. How-
ever, incorporating this fine scale data is computationally
expensive and prohibitive in evaluating a scenario. Ad-
ditionally, modeling complex physical processes result in
restrictive time-step sizes due to convergence issues asso-
ciated with non-linear iterations. In this work, we present
multiscale approaches, both in the spatial and temporal
sense, to alleviate these issues in favor of computational
efficiency. We use a two-scale homogenization approach
for upscaling single phase, slightly compressible, flow and
transport in porous media from a fine to a coarse spatial
scale. Furthermore, an adaptive, time discrete, domain
decomposition scheme is proposed which allows for differ-
ent time-step sizes in different domains. A lowest-order
mixed finite element scheme is used for spatial discretiza-
tion with rectangular parallelepiped, RT0 elements. We
verify our approach by comparing the numerical results
against a known analytical or benchmark fine scale solu-
tion for accuracy and computational efficiency. Numerical
experiments are also presented for extensions to field scale
studies for evaluating scenarios of practical interest.

Yerlan Amanbek
The Institute for Computational Engineering and Sciences
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CP15

Abstract Framework forSeparable FWI Problems

We present an abstract framework for separable opti-
mization problems and illustrate its use in solving Full
Waveform Inversion (FWI) problems in seismology. This
framework is part of the Rice Vector Library (RVL), a
C++ package that provides mathematics-emulating ab-
stract classes for expression of linear algebra and nonlin-
ear optimization algorithms. The qualifier ”separable” de-
scribes least-squares problems in which the simulation op-
erator is a linear function of a subset of model parameters.
For example, parameter perturbations and sources (right-
hand sides in wave equations) are linear parameters in lin-
earized (”Born”) inversion and source-medium parameter
estimation respectively. We define the abstract interface
LinOpValOp (LOVOp) representing operators whose prod-
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uct domain is split into nonlinear and linear subsets. This
LOVOp class enables abstract expressions of algorithms
for separable problems, such as the Variable Projection
Method, while allowing for efficient implementation. As
a subclass of the Operator (vector valued nonlinear func-
tion) class, LOVOp can be used in any setting in which an
Operator can be used, thus opening up many other algo-
rithmic possibilities. In this presentation, we will briefly
describe the software structure of RVL for separable prob-
lems, and illustrate its use in the solution of some typical
inverse problems from seismology.

Mario Bencomo
Department of Computational and Applied Math
Rice University
mario.j.bencomo@rice.edu

William Symes
Rice University
symes@caam.rice.edu

CP15

Optimal Reconstruction of Constitutive Relations
for Porous Media Flows

Comprehensive full-physics models for flow in porous me-
dia typically involve convection-diffusion partial differen-
tial equations whose parameters are unknown and have
to be reconstructed from experimental data. Quite of-
ten these unknown parameters are coefficients represented
by space-dependent, sometimes correlated, functions, e.g.
porosity, permeability, transmissibility, etc. However, spe-
cial complexity is seen when the reconstructed properties
are considered as state-dependent parameters, e.g. the
relative permeability coefficients krp. Modern petroleum
reservoir simulators still use simplified approximations of
krp as single variable functions of p-phase saturation sp
given in the form of tables or simple analytical expres-
sions. This form is hardly reliable in modern engineering
applications used, e.g., for enhanced oil recovery, carbon
storage, modeling thermal and capillary pressure relations.
Thus, the main focus of our research is on developing a
novel mathematical concept for building new models where
krp are approximated by multi-variable functions of fluid
parameters, namely phase saturations sp and temperature
T . Reconstruction of such complicated dependencies re-
quires advanced mathematical and optimization tools to
enhance the efficiency of existing engineering procedures
with a new computational framework generalized for use
in various earth science applications.

Vladislav Bukshtynov
Florida Institute of Technology
Department of Mathematical Sciences
vbukshtynov@fit.edu

CP15

A Finite Element Flow and Transport Model in
Porous Media for Enhanced Oil Recovery Tests at
Laboratory Scale

In this work, a general flow and transport model in porous
media to simulate, analyze and interpret enhanced oil re-
covery tests at core scale under laboratory conditions is
presented. The flow model is based on the oil phase pres-
sure and total velocity formulation, in which the capillary
pressure, relative permeabilities, the effects of gravity and
the dynamic porosity and permeability modification are
allowed. Whereas, the transport model includes physical-

chemical phenomena such as advection, diffusion, disper-
sion, adsorption-desorption, and reactions. For the numer-
ical solution is applied a finite element method and its com-
putational implementation was carried out in Python using
FeniCS project. From the methodological point of view,
each stage of model development (conceptual, mathemat-
ical, numerical and computational) is described. Finally,
the resulting coupled flow and transport model is numeri-
cally validated in a case study.

Martin A. Diaz-Viera
INSTITUTO MEXICANO DEL PETROLEO
mdiazv@imp.mx
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gro@hotmail.com

CP15

Domain-Specific Abstractions for Full-Waveform
Inversion

Full-waveform inversion is a PDE-constrained optimisation
problem involving massive amounts of data (petabytes)
and large numbers of unknowns (O(109)). This well known
compute-intensive and data-intensive is extremely chal-
lenging for several reasons. First, there is the complexity of
having to handle extremely large data volumes with meta-
data related to experimental details in the field, and the
discretization of the unknown earth parameters and ap-
proximate physics. Second, reduced or adjoint-state meth-
ods call for computationally intensive PDE solves for each
source experiment (of which there are thousands) for each
iteration of a gradient-based optimization scheme. The
talks will give an overview how carefully chosen layers of
abstraction can help manage both the complexity and scale
of inversion while still achieving the high degree of com-
putational performance required to make full-waveform a
practical tool. Specifically, the presentations will focus on
domain specific stencil language for time-stepping methods
to solve various types of wave equations and on abstracts
for large-scale parallel optimization frameworks.

Felix J. Herrmann
Seismic Laboratory for Imaging and Modeling
The University of British Columbia
fherrmann@eos.ubc.ca

CP15

Adaptive BDDC for Flow in Heterogeneous Porous
Media

We present a method based on Balancing Domain De-
composition by Constraints (BDDC) for a numerical so-
lution of a single-phase flow in heterogenous porous me-
dia. The method solves for both flux and pressure vari-
ables. The fluxes are resolved in three steps: the coarse
solve is followed by subdomain solves and last we look for
a divergence-free flux correction and pressures using conju-
gate gradients with the BDDC preconditioner. Our main
contribution is the application of an adaptive algorithm for
selection of flux constraints. Performance of the method is
illustrated on benchmark problems including SPE10.

Bedrich Sousedik
University of Maryland, Baltimore County
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CP16

Fluidity Based Approach to Modeling Ice Sheets

This talk describes a nonlinear full-Stokes method for mod-
eling ice sheets that avoids the difficulty of infinite viscos-
ity introduced by Glen’s Flow law. The model is framed in
a First-order System Least-squares (FOSLS) type formu-
lation and solved using a Nested Iteration (NI), Newton-
FOSLS-AMG approach in which the majority of the work
is done on coarse grids. A couple of test problems are pre-
sented to show the effectiveness of this NI-Newton-FOSLS-
AMG approach.

Jeffery M. Allen
University of Colorado at Boulder
jeffery.allen@colorado.edu

CP16

Accurate and Stable Time Stepping in Ice Sheet
Modeling

We introduce adaptive time step control for simulation of
evolution of ice sheets. The discretization error in the ap-
proximations is estimated using “Milne’s device’ by com-
paring the result from two different methods in a predictor-
corrector pair. The time step is changed in an efficient
way that the velocity field equation is only solved once
per time step. The stability of the numerical solution is
maintained and the accuracy is controlled by keeping the
local error below a given threshold using PI-control. Our
method takes a shorter time step than an implicit method
but with less work in each time step and the solver is sim-
pler. The method is analyzed theoretically with respect to
stability and applied to the simulation of a 2D ice slab and
a 3D circular ice sheet. The stability bounds in the experi-
ments are explained by and agree well with the theoretical
results.
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CP16

Numerical Shape Optimization to Decrease Failure
Probability of Ceramic Structures

Ceramic is a material frequently used in industry because
of its favorable properties. Due to its popularity shape op-
timization is needed in these industrial applications. Com-
mon approaches in shape optimization for ceramic struc-
tures concerning tensile loading aim to minimize the stress
acting on the component, as it is the main indicator for
failure. In contrast to this we follow a more natural ap-
proach by minimizing the component’s probability of fail-
ure. For this purpose and in full consideration of fracture
mechanics matters, the objective functional describing this
probability of failure for a given ceramic component under
one tensile load was recently established. With this objec-
tive functional the problem is stated as a PDE constrained
optimization problem. To solve the minimization prob-
lem, we choose a gradient based method combined with a

first discretize then optimize approach. For discretization
finite elements are used. By converting the objective func-
tional with the help of the Lagrange function we are able
to calculate the shape gradient. The implementation was
verified by comparison of it with a finite difference method
applied to a minimal 2d example. This demonstrated that
the calculated shape gradient actually points towards the
direction of the optimal shape in terms of the failure prob-
ability. In this talk we present the objective functional as
well as our implementation and some numerical examples.
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CP16

Hurricane Uncertainty Propagation for Real-Time
Storm Surge Forecasting

In recent decades, computational hurricane storm surge
models have become increasingly accurate due to improve-
ments in numerical methods, improved model parame-
ters, and implications of advancements in high performance
computing, e.g. the ability to more finely resolve spatial
domains. Unfortunately, when storm surges are forecasted
in real-time, many uncertainties are introduced due to the
uncertainties in the hurricane (i.e. wind) forecast. To aid
in emergency response, an ensemble of hurricane scenar-
ios is used to determine a range of possibilities of storm
surge inundation. However, the likelihood of each scenario
remains unclear. Here, we use the uncertainties associ-
ated with various storm parameters to estimate these like-
lihoods. We also investigate the evolution of the likelihoods
as the uncertainty in the hurricane forecasts is reduced.

Talea Mayo
Princeton University
talea.mayo@ucf.edu

CP16

An Implicit Approach to Phase Field Modeling of
Solidification for Additively Manufactured Materi-
als

We develop a fully-coupled, fully-implicit approach to
phase field modeling of solidification for additively man-
ufactured materials. Predictive simulation of solidification
in pure metals and alloys remains a significant challenge
in the field of materials science, as micro-structure forma-
tion during the solidification of a material plays an im-
portant role in the properties of the solid material. Our
approach consists of a finite element spatial discretization
of the fully-coupled nonlinear system of partial differential
equations at the microscale, which is treated implicitly in
time with a preconditioned Jacobian-free Newton-Krylov
(JFNK) method. The approach allows timesteps larger
than those restricted by the traditional explicit CFL limit
on structured and unstructured 2D and 3D meshes, is al-
gorithmically scalable and efficient due to an effective pre-
conditioning strategy.

Chris Newman, Marianne M. Francois
Los Alamos National Laboratory
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CP16

A Fast Direct Solver for Boundary Integral Equa-
tions in Evolving 2D Domains

Recently, fast direct solver has emerged as a promising
technique to solve the dense linear systems resulting from
discretizing the boundary integral equations. One advan-
tage it has over traditional techniques is its efficiency in
handling multiple right hand sides. However, many en-
gineering applications require solving a large number of
problems with slightly different geometries, instead of dif-
ferent right hand sides. This talk is going to introduce a
new method that recycles the structural information and
hence reduces the cost of rebuilding the direct solver for
new geometries. A preliminary analysis based on kernel
free FMM will be presented to justify the method. Finally,
We will compare the method to several alternative options.
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Rice University
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CP17

Comparison of Different Algorithms for
Biomolecule Simulations

Biomolecule simulation emerges with the fast developments
of computational biology in 1990s. It now investigates
the structure and mutual interaction between biomolecules
through mathematical models and numerical modeling.
The most popular model for biomolecule simulation is de-
scribed by the nonlinear Poisson-Boltzmann (PB) equa-
tion, and it has many challenges in numerical simulation,
such as 3D complex protein geometry, strong nonlinearity,
and singular charge source, etc. In this talk, the methods of
CG and DG have been used to solve the PB equation. They
have both been realized on nodal based FEM. The methods
are explained first, and then detailed comparisons includ-
ing stability, time step, speed, etc have been conducted.
Some conclusions on the future work will be given.
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CP17

Influence of Scaffold Permeability on Tissue
Growth in a Perfusion Bioreactor

As the field of tissue engineering evolves, there is grow-
ing interest in determine how features of the porous scaf-
fold used in many perfusion bioreactors can be tuned to
achieve desired results. In this talk we present a mathe-
matical model to analyze how scaffold permeability may be
engineered to control outcomes. A general model is pro-
posed in which tissue proliferates on an underlying scaffold

of spatially-varying permeability. Several scenarios of pos-
sible experimental relevance are considered.
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CP17

Mathematical Modeling and Numerical Simulation
of Drug Delivery in the Coronary Arterial Wall Us-
ing Drug Eluting Stent

In recent years, mathematical modeling of cardiovascu-
lar drug delivery systems has become an effective tool to
gain deeper insights into the cardiovascular diseases like
atherosclerosis. In the case of coronary biodegradable stent
which is a tiny expandable metallic mesh tube covered by
biodegradable polymer, it leads to deeper understanding
of drug release mechanisms from polymeric stent into the
arterial wall. A coupled non-Fickian model of a cardio-
vascular drug delivery system using a biodegradable drug-
eluting stent is proposed in this talk. Energy estimate us-
ing variational formulations is used to study the qualitative
behavior of the model. The influence of arterial stiffness in
the sorption of drug eluted from the stent is analyzed. The
numerical results are obtained using finite element method
in the weak from by COMSOL Multiphysics. The results
in this presentation will open new perspectives to adapt
the drug delivery profile to the needs of the patient.
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CP17

Educational Modules on HPC Bioinformatics Al-
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gorithms

In 2015, Fulbright Specialists Angela Shiflet (computer sci-
ence and mathematics) and George Shiflet (biology) par-
ticipated in a three-week collaborative project at Univer-
sity “Magna Græcia” of Catanzaro in Italy, in the Dept.
of Medical and Surgical Sciences, hosted by Mario Can-
nataro. The three, along with Pietro Guzzi and NSF-
funded Blue Waters Interns Daniel Couch and Dmitriy Ka-
plan, started a project to develop educational modules on
high performance computing (HPC) bioinformatics algo-
rithms. The undergraduate interns have written sequential
and HPC programs and performed timings to accompany
modules, such as “Aligning Sequences—Sequentially and
Concurrently,” available at http://www.wofford.edu/ecs/.
Covering the necessary biological background, the named
module develops the sequential Needleman-Wunsch Algo-
rithm (NWA) for aligning DNA sequences. Then, after
motivating the need for HPC, the module discusses HPC
pipeline versions of NWA along with timings. To aid stu-
dents, the module contains fifteen Quick Review Questions,
many with multiple parts; nine exercises; and five projects.
Completed sequential and parallel C with MPI programs
are available upon request for instructors. The talk will
also detail experiences using the material in a bioinformat-
ics course at University “Magna Græcia” of Catanzaro. Be-
sides being appropriate for such a course, the module can
provide a meaningful application for a high performance
computing or a data structures class.
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CP17

Numerical Simulation of a Nonlocal Variational
Problem

A ternary inhibitory system is a three-component system
characterized by two properties: growth and inhibition,
which motivated by the triblock copolymer theory is stud-
ied as a nonlocal geometric variational problem. Theoret-
ical analysis provides the existence of a stable stationary
point of the free energy functional. Numerically a phase
field model is proposed here to track the sharp interface.
The method combines a semi-implicit scheme in time and a
Poisson solver with Neumann Boundary Condition. To re-
duce the computational complexity, a reduced FFT-based
fast algorithm is also discussed here.

Chong Wang
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CP17

Models for Principled Characterization of Dy-
namic, Spatially Embedded, Multiscale Networks

Advances in neuroimaging techniques have made it possi-
ble to reconstruct whole-brain networks composed of struc-
tural (physical fiber tracts) and functional (statistical re-
lationships) connections among brain regions. Analysis of
these static networks has revealed a host of non-random
attributes, including highly connected hubs, modular ar-
chitecture, and rich clubs. In this talk I will discuss two
recent advances in brain network modeling. First, I will
introduce the multi-layer network model for characterizing
time-varying functional brain networks. I will cover recent
work showing that the brains flexibility the extent to which
its multi-layer modular organization is stable across time
can be used to predict an individuals learning rate, is as-
sociated with executive function and state of arousal, and
is also altered in psychiatric diseases such as schizophre-
nia. Second, I will discuss the role that the brains intrinsic
geometry plays in shaping its network architecture. I will
cover two recent studies one in which we show that simple
wiring rules can explain a wide variety of the brains topo-
logical features and another in which we modify classical
community detection tools to uncover space-independent
community structure in brain networks.

Richard betzel
Dept. Bioengineering
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CP18

Mathematical Modeling and Analysis of a Type-3
DFIG/DFAG Wind Turbine Dynamics: Numeri-
cal, Analytical, and Simulation Results

In this research, a type-3 DFAG/DFIG wind turbine gen-
erator is considered for modeling and analysis. The main
blocks of the model in transfer function domain is taken
from the literature and are described and translated into a
system of differential equations with algebraic constraint.
Time domain analysis for the system is provided by com-
puting the steady states as functions of the wind speed
and the grid parameters, eigenvalues sensitivity to the wind
speed, and stability in parameter space. Analytical proofs
of boundedness, existence, and uniqueness under control
limits are provided to give more assurance about numerical
exploration using this model. Simulations for time depen-
dent wind speed and terminal voltage along with system
responses are presented as well.

Sameh Eisa, William Stone, Kevin Wedeward
New Mexico Tech
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CP18

Optimal Parametric Model Reduction in H2-L2
Norm

Reduced order models play a significant role in simulation,
design and optimization as they are able to reduce the
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computational complexity drastically while retaining ac-
curacy. Interpolatory model reduction is one of the widely
used methods where transfer function of the reduced model
interpolates that of the original at carefully selected fre-
quency domain interpolation points. Indeed, for linear non-
parametric dynamical system, Iterative Rational Krylov
Algorithm chooses these points optimally in the H2 norm.
Even though interpolatory methods have been extended to
parametric systems, except for special cases, there exists
no optimal selection strategy for frequency and parameter
interpolation points jointly for a combined error measure.
The usual approach is to employ a greedy search in the
parameter domain followed by a search in the frequency
domain. In this talk, we will introduce a new framework
where the frequency and parameter interpolation points
are selected jointly to minimize a global tensor H2 − L2

norm, H2 in the frequency, L2 in the parameter domain.
We will provide the first-order conditions in this H2 − L2

norm for an optimal parametric reduced model. Various
numerical examples will be presented to illustrate the pro-
posed method.
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CP18

Fluctuating Hydrodynamic Methods for Manifolds:
Particle Dynamics Within Curved Fluid Interfaced
and Membranes

We present computational methods for simulating parti-
cle drift-diffusion and hydrodynamic coupling within fluid
interfaces. Motivated by the kinetics of proteins within
lipid bilayer membranes, we develop theory and methods
based on the exterior calculus of differential geometry to
take into account the hydrodynamics within two curved
leaflets of bilayer membranes, intermonolayer slip between
the leaflets, and coupling with the surrounding bulk sol-
vent fluid. In 1975, Saffman and Delbruck introduced a
hydrodynamic theory for infinite flat sheets that is still a
widely used theory for the diffusivity of membrane pro-
teins. For finite curved membrane sheets, we investigate
how geometric and topological effects can significantly aug-
ment the protein diffusivity and hydrodynamic coupling.
We present results showing how these effects contribute to
the individual and collective motions of particle inclusions
in vesicles having different shapes with spherical topology.
We also present general fluctuating hydrodynamic methods
for manifolds that can be used for general investigations of
many-body systems involving diffusion and hydrodynamic
transport within thin curved fluid interfaces.

Ben J. Gross, Paul Atzberger
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bgross09@yahoo.com, atzberg@ucsb.edu

CP18

Influence of Storm Characteristics on Hurricane

Surge

The potential wind damage impact of impending hur-
ricanes has traditionally been measured by the Saffir-
Simpson scale, a simple model to provide weather forecast-
ers and emergency planners with a Category 1-5 rating.
However, reliance on this scale as an indicator of storm
surge, the primary destructive force during a hurricane,
leads to misconceptions by the public and scientists alike
of the impending danger. In this talk, it is shown that
the size of a hurricane windfield, the intensity, and a newly
proposed potential kinetic energy are the much more in-
fluential/indicative of resulting storm surge. We present
results of a suite of synthetic storms impacting the Galve-
ston Bay, TX area that demonstrates this phenomena. The
simulations are performed on the Texas Advanced Com-
puting Centers supercomputers using the highly accurate
and robust Advanced Circulation (ADCIRC) finite element
numerical model.
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CP18

Approximating Optimal Local Subspaces for Local-
ized Model Order Reduction By Random Sampling

Recently optimal local reduced spaces for the Generalized
Finite Element Method in [Babuska, Lipton 11] and static
condensation or substructuring methods in [Smetana, Pa-
tera 16] have been proposed. Those spaces can be approx-
imated by, say, the Finite Element Method and allow for
an exponential convergence to the true solution. However,
computing an approximation requires first the computation
of many local solutions of the PDE and subsequently the
solution of an eigenvalue problem, which can become very
costly. Extending ideas in [Buhr, Engwer, Ohlberger, Rave
15] and [Eftang, Patera 13] we propose to build the local re-
duced spaces from local solutions of the PDE with random
boundary conditions. Here, the number of required local
solutions of the PDE equals approximately the dimension
of the desired optimal local reduced spaces. We prove that
our proposed reduced spaces have nearly the same con-
vergence behavior as the optimal local reduced spaces in
[Babuska, Lipton 11] and [Smetana, Patera 16]. Numeri-
cal experiments confirm the excellent convergence rate and
show that the suggested spaces can be constructed in a
much shorter computational time, requiring significantly
less memory.
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CP18

Numerical Methods for Stochastic Differential
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Equations with Highly Nonlinear Coefficients

We consider numerical methods for nonlinear stochastic
differential equations with highly nonlinear coefficients.
The coefficients can grow at most polynomially at infinity
but can be locally Lipschitz continuous or Holder continu-
ous. Both explicit and implicit schemes are explored. The-
oretical and numerical study of convergence is presented.

Zhongqiang Zhang
Worcester Polytechnic Institute
zzhang7@wpi.edu

CP19

Dynamics of a Two-Vector, Two-Pathogen, Two-
Host Model

In this talk, the speaker will present recent theoretical re-
sults from the dynamics of a two-vector, two-pathogen,
two-host model. A system of ordinary differential equa-
tions is used to model the dynamics of two vector-borne
pathogens (Rickettsia parkeri and Rickettsia amblyommii)
that are increasingly found within tick populations of Vir-
ginia spread by two species of ticks (Amblyomma macula-
tum and Dermacentor variabilis), within a dual host sys-
tem. Three methods of transmission are included in the
model: vector-borne, transovarial, and co-feeding. Results
of numerical simulations are presented and determine a
range of parameter values which lead to coexistence of the
two pathogens and values which lead to the extinction of
one pathogen and persistence of the other.

Caleb L. Adams
Radford University
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CP19

Development of a Dynamical System for the Sim-
ulation of Immune Cells and Antigens

A mathematical model has been developed to simulate
a dynamical system including non-specific immune cells,
HIV, and tuberculosis. The dynamical system for immune
cells, HIV, and tuberculosis has been defined by three or-
dinary differential equations. The model formulation in-
cluded growth, decay, and interaction of non-specific im-
mune cells, HIV, and tuberculosis. The equilibrium solu-
tions have been developed for the investigation of the sys-
tem as time goes to infinity. A Jacobian matrix has been
evaluated to examine the stability of the system based on
the equilibrium solutions of the dependent variables. In
addition to the stability, phase plane diagrams have been
developed to perform the bifurcation analysis of the dy-
namical system. For different initial conditions and differ-
ent values of the model parameters, the bifurcation anal-
yses have been used to establish the stable and unstable
systems. The growth and decay of the immune cells and
antigens have been observed by examining the phase plane
diagrams. Finally, the unsteady solutions have been gen-
erated to examine the time-varying effects of immune cells
on the antigens.
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CP19

Robust Regulation of Hepatic Pericentral Amina-
tion by Glutamate Dehydrogenase Kinetics

Impaired glutamate dehydrogenase (GDH) sensitivity to
its inhibitors causes excessive insulin secretion by pancre-
atic beta-cells and defective ammonia metabolism in the
liver. These are commonly associated with the hyper-
insulinism/hyperammonemia syndrome (HI/HA), causing
recurrent hypoglycaemia in early infancy. Hepatic localiza-
tion of GDH amination and deamination activities linked
with the urea cycle is known to be involved in ammonia
metabolism and detoxification. Although deamination ac-
tivities of hepatic GDH in the periportal zones of liver
lobules and its connection to urea cycle have exhaustively
been investigated, physiological roles of GDH amination
activity observed at pericentral zones has often been over-
looked. Using kinetic modelling approaches, here we re-
port a new role of hepatic GDH amination kinetics for
maintaining ammonia homeostasis under excess intrahep-
atocyte input of ammonium. We have shown that alpha-
ketoglutarate substrate inhibition kinetics of GDH robustly
control the ratio between glutamate and ammonium under
a wide range of intracellular substrate variation. Dysreg-
ulation of this activity under pericentral nitrogen insuffi-
ciency contributes to breaking down of ammonia homeosta-
sis and thereby can significantly affect HI/HA syndrome.

Soumen Bera
P.hD Research Scholar
soumenmath4189@gmail.com

CP19

Scanning Electron Microscope Simulation with
Adaptive Finite Elements

There are important industrial measurement applications
for scanning electron microscope (SEM) images of sam-
ples of mixed insulators and conductors, for example in
nanomaterials or in integrated circuits, where oxides insu-
late transistors and their current-carrying interconnections
from one another. The SEM’s electron beam charges in-
sulators. Quantitative inferences of feature positions and
dimensions require accounting for the effect of the result-
ing electric fields. Our model contains two coupled pro-
cesses: a Monte Carlo method to deal with electron scat-
tering, secondary electron production, and detection, and
a finite element analysis to determine the electric field that
affects the electron paths and resulting image. The finite
element analysis requires a highly nonuniform mesh to re-
solve small-scale structures in the materials and local vari-
ations in the electric field due to the charge distribution.
Although one can manually design a reasonable mesh from
knowledge of the structures in the materials, the region
being scanned, and the decay rate of the electric poten-
tial away from the charged region, adaptive mesh refine-
ment can produce a more optimal mesh, and also allows
for a dynamically changing mesh as the charge distribution
evolves. In this talk we will present an adaptive mesh re-
finement strategy and a posteriori error estimator tailored
for the SEM simulation, and demonstrate its performance
on sample problems.

William F. Mitchell
NIST, Gaithersburg, MD
william.mitchell@nist.gov
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CP20

An Experimental Investigation into the Practical
Performance of Lattice Reduction Algorithms on
Ideal Lattices

Lattice-based cryptography is considered to be a strong
candidate for post-quantum cryptography. In practice, lat-
tices with a special algebraic structure, called ideal lattices,
are regularly implemented because their structure allows
for more efficient storage and computation. It is commonly
assumed for security purposes that problems in ideal lat-
tices are not easier than in the general case. The most well-
known hard lattice problem is the shortest vector problem
(SVP), for which lattice reduction algorithms are the stan-
dard approach. In 2008, Gama and Nguyen published an
extensive experimental study regarding the practical per-
formance of several lattice reduction algorithms on general
lattices. We present preliminary results from an analogous
experimental study performed to assess the practical per-
formance of lattice reduction algorithms on ideal lattices.
By comparing our results to the Gama and Nguyen study,
we may determine if lattice reduction algorithms perform
better on ideal lattices than general lattices, allowing us
to reasonably conjecture whether or not ideal lattices offer
the same security. Our results may also be used to predict
the performance of these algorithms on ideal lattices, and
identify their limitations.
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CP20

Domain Management for Future Scale Parallelism

One of the main challenges in numerical simulation of real
world phenomena on modern high performance clusters
is the decomposition and distribution of the overall work
load – especially for growing problem sizes and larger sys-
tems with increasing heterogeneity. In this presentation,
we introduce our CFD Framework which has been success-
fully deployed on up to 140,000 cores on two of Germanys
top-tier supercomputing systems. For domain decomposi-
tion we rely on non-overlapping block-structured Cartesian

Grids gained through hierarchical space-tree refinement,
perfectly suited for a custom tailored parallel multigrid-
like solver. While domain management is centralised – us-
ing a dedicated management server, aware of the complete
topological view of the data structure –, load balancing is
realised using space-filling curves. This approach is, how-
ever, limited by the available memory of these management
servers. As remedy, we propose a novel approach currently
under development, where every sub-domain has only a lo-
cal view of its spatial and hierarchical neighbours. Load
balancing is then realised by a diffusion process that will
be solved using our multigrid-like approach across the com-
plete hierarchy.
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CP20

Mapping of Language to a Logic Model Checker
(LMC)

In this paper we present an automated logic model checker
(LMC) named Meth8 to accept input of expressions with
literals, modifiers, and connectives. The modifiers are the
negation operator of Not and the modal operators of the
Necessity box and Possibility lozenge. Logical input is as-
signed from the components of natural language such as
parts of speech (POS), sentences, paragraphs, and docu-
ments. The approach is an end-to-end evaluation of re-
quirements through the correctness of components. The
goal is to assure there are no mistakes in the requirements,
the implementation units, or in the configuration items as
deliverables. Verification and validation (VV) of the mod-
els is checked by logical proof from Meth8. The approach is
bivalent, hence avoiding modal mu calculus and temporal
logic.

Colin James III
ESMC [Ersatz Systems Machine Cognition, LLC]
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CP20

Mathematical Modelling and Analysis for Making
Career Decisions in Football Using Data Mining
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and Statistical Techniques

With the advent of more and more talents in the field of
football it is imperative for football club managers to ne-
gotiate transfer deals effectively to ensure that the clubs
finances are not harmed. This paper aims to propose a
model for professional football players and club managers
with basic guidelines for making better career decisions
that would result in the collective benefit of the entire team.
The research is based on a case study of twenty forward
players from the football clubs participating in various Eu-
ropean Football Leagues. For every player, the total time
played, numbers of goals, assists, shots on target, shots
off target are taken into account and subsequently cali-
brated points are calculated accordingly using simulation
and optimization techniques. Results show that the com-
bination of two strikers of the same level will not benefit
the team compared to a good striker paired with an aver-
age one. Also, players tend to lose confidence when they
get less playing time which affects their performance, and
consequently, the performance of the team. This reversible
process slowly weakens a player and leads to a change of
clubs which can have potential repercussions on the players
career. The paper also introduces a concept of spikes which
are quantitative indicators that can be used to help play-
ers as well as club-managers in making important career
decisions.
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CP20

Performance Portability and Analysis of a Finite
Element Multi-Physics Code

In recent years, large, high performance computing clusters
have become increasingly more heterogeneous as part of an
ongoing push towards exascale computing. Often times, a
code or algorithm has to be rewritten or optimized for a
particular computing architecture which leads to an enor-
mous amount of time being spent in porting codes to next
generation hardware. Kokkos is a library-based program-
ming model which seeks to eliminate this issue by provid-
ing an easy to use framework for performance portability
across multi-core, many-core or GPU architectures. In this
talk, I will discuss our efforts in developing a performance
portable implementation of the finite element code called
Albany by utilizing the Kokkos library to obtain high per-
formance parallelism with minimal effort. I will provide
strong and weak scalability studies on MPI+OpenMP and
MPI+GPU frameworks for climate and other applications
implemented within the Albany multi-physics code. In
particular, I will show how the results highlight the per-
formance capabilities of the Aeras atmospheric model dy-
namical core and the FELIX land-ice solver.
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CP20

An Interoperable Workflow Platform for Multi-

Disciplinary Simulations

We present an interoperable workflow platform the open
Distributive Interoperable Executive Library (openDIEL)
- to facilitate the collaboration, exploration, and execution
of multi-disciplinary modeling projects suited for a diver-
sified research community on emergent large-scale paral-
lel computing platforms. It does so by providing a man-
aging executive, a workflow configuration input file, and
two sets of native communication protocols. OpenDIEL
allows users to plug in their individual science codes (mod-
ules), prescribe the interactions between those modules,
and schedule communications between them. OpenDIEL
encapsulates user codes in a single MPI executable and
executes them as arranged in the configuration file.
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CP20

Optimizing Structured-Grid Halo-Exchange Com-
munications for Accelerator-Resident Computing
on Multicore Platforms with Multiple MICs

Accelerator-resident computing is widely used in numerical
simulations on accelerator-based platforms, with possible
benifits of reduced host-accelerator data transfer. How-
ever, since data fields are now resident on accelerators,
communications such as halo-exchange become rather ex-
pensive. In this talk, we present our work on optimizing
structured-grid halo-exchange communications for typical
applications on multi-CPU multi-MIC platforms. Using a
combined approach of a data-centric communication model
and accelerator-oriented message scheduling, we improves
the performance of halo-exchange communication of FDTD
and molecular dynamics simulation to nearly an order of
magnitude.
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CP20

Systematic Modeling of Structured-Grid Numeri-
cal Applications for Automatic Parallelization

The ever-increasing complexity of the parallel program-
ming stack imposes significantly challenge on high perfor-
mance numerical application development. To address this
challenge in structured-grid numerical simulations, we ex-
plore a model-oriented approach. The main idea of our
approach is to systematically model the common patterns
of numerical computation on various types of structured
grids, and form a series of domain specific parallel comput-
ing models. These models can be efficiently implemented
on modern high performance computing platforms and
support domain experts implementing parallel structured-
grid applications easily and quickly.

Aiqing Zhang
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CP21

Analysis of DMA Instrumentation for Viscoelastic
Materials Using the DPG Methodology

Current inverse models used by DMA instrumentation
will be compared to a calibration procedure that uses
the force measurements from the instrument and sim-
ulations of classical viscoelasticity in the time-harmonic
regime. This is done in the context of characterization of
epoxy-like materials used in medium-voltage form-wound
coils lying in large electromachinery. Numerical simula-
tions are performed with an in-house software that uses
the DPG methodology. The numerical method is proved
and thoroughly verified to be stable at the expected con-
vergence rates for different polynomial orders. Moreover,
the methodology carries a natural and automatic residual-
based h-adaptivity scheme used to determine the fine so-
lution features.
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CP21

Improving the Computational Efficiency of Multi-
scale Simulations with Filtering

In multiscale simulations that concurrently couple con-
tinuum approximations with first-principles based atom-
istic representations, the atomistic component of the model
typically dominates the computational cost of the overall
method. In this talk we demonstrate the effectiveness of
a spectral filter for improving the accuracy of noisy con-
tinuum data obtained from atomistic simulations. The re-
duction of errors due to noise enables running less expen-
sive atomistic simulations to achieve a desired accuracy,
thereby lowering the primary cost of the model and lead-
ing to faster simulations. This work was performed under
the auspices of the U.S. Department of Energy by Lawrence
Livermore National Laboratory under Contract DE-AC52-
07NA27344. LLNL-ABS-702605
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CP21

Risk Analysis Using Monte Carlo Simulation in
Bowtie Models

Risk assessment and analysis, originally a standard pro-
cess in drilling and mining industries, has recently gained
popularity in a variety of domains: health industry, trans-
portation, handling hazardous materials, environment etc.
Quantitative risk assessment of a critical event (accident)
is essentially the relationship (often modeled as the prod-
uct) between the probability of the event and the severity
of its consequences. While the mathematical model may
look straightforward, in practice, risk analysis is a very
complicated process that includes making decisions based
on uncertain events. An exact risk analysis is, in general,
not possible due to the large number of the parameters in
the model. We use Monte Carlo simulation to perform risk
analysis in a bowtie model. For different probability distri-
butions of causes and different severities of consequences in
the model we perform all computations and produce differ-
ent outcomes of risk assessment values. The Monte Carlo
simulation in a bowtie model can assist risk analysts in
their decision-making process over a range of possibilities.
It shows the sensitivity of the outcome to input changes,
the extreme situations, and all intermediate control val-
ues along the ways from the critical events causes to its
consequences.
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CP21

Arbitrary-Shaped Walls with Controllable Surface
Roughness in Dissipative Particle Dynamics Simu-
lations

We present a boundary method for dissipative particle dy-
namics (DPD) simulations involving arbitrary-shaped wall
boundaries. By introducing a parameter of boundary vol-
ume fraction (BVF) associated to each fluid particle, the
solid boundary is detected on-the-fly by the fluid particles
according to local particle configuration. Therefore, it be-
comes no necessary to predefine the boundary geometry for
DPD simulations, which makes it possible to read-in the ge-
ometry of fluid systems directly from experimental images
or AutoCAD files. Quantitative validity of this boundary
method is performed with Poiseuille flow, Couette flow and
Wannier flow being compared to the analytical solutions.
It is verified that the proposed boundary method yields
controllable surface roughness on walls and gives correct
no-slip boundary and negligible fluctuations of density and
temperature in the vicinity of solid boundary. Moreover,
we use an example to explicitly show the strategy of gen-
erating a DPD system from an experimentally scanned im-
age and simulating the system with the proposed boundary
method. Since this boundary method uses local informa-
tion within a neighbor list and satisfies desired boundary
conditions for the velocity on-the-fly, it is not only valuable
for static arbitrary-shaped boundaries, but also the mov-
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ing boundaries and deformable boundaries in the problems
involving fluid-solid interactions.
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CP21

A Parallel Approach to Viscoelastic Polymer Gel
Modeling

Stimuli-responsive hydrogels have attracted a great deal
of attention due to their tunable mechanical properties.
These transient polymer networks respond to environmen-
tal stimuli such as pH, UV, or temperature, making them
ideally suited for a variety of applications. Recent ad-
vances include the creation of multiresponsive interpene-
trated self-assembled polymer networks (IPSAN) formed
from the mixing of two different stimuli responsive hy-
drogels. However, mathematical models, algorithms and
numerical simulations for the investigation of IPSANs re-
main largely unexplored. In this contribution, we present
an elastic dumbbell chain model that leverages the par-
allel processing power of graphics processing units (GPU)
to create a unique micro-macro scale driven design. This
platform incorporates non-linear viscoelastic behavior as
well as the stochastic processes that describe the breaking
and reforming of entanglement points. The added fidelity
of this approach allows a recreation of not only the cou-
pling between microstructure and flow within a single hy-
drogel, but also captures the emergent properties of their
mixture. In this talk we discuss the numerical and com-
putational challenges arising from this study and demon-
strate the model’s ability to efficiently recreate measured
data from the mixing of a UV-responsive network formed
by copolymers based on poly-ethylene oxide (tPEO) and
a pH-responsive network formed by copolymers based on
poly-acrylic acid (tPAA).

Erik Palmer
Department of Mathematics
University of South Carolina
etpalmer@math.sc.edu

CP21

A Partition of Unity Method for Generalized
Eigenvalue Problems with Applications in Elec-
tronic Structure Calculations

In this presentation we are concerned with the numerical
treatment of the generalized eigenvalue problem

Kx = λMx

by Partition of Unity Methods (PUM). We focus on the
construction of appropriate enrichment functions to attain
a high approximation accuracy with very small numbers
of degrees of freedom. Moreover, we are interested in the
construction of an orthogonal basis of the employed PUM

space to attain M = I to reduce the generalized eigenvalue
problem to a classical eigenvalue problem. The fundamen-
tal ideas employed in these constructions are based on the
techniques presented in [?, ?] which essentially allow for the
construction of a stable (block-)orthogonal basis for arbi-
trary enrichments with a computational effort that scales
linearly with the number of employed partition of unity
functions. The overall goal of this work is to provide a
parallel PUM simulation environment with linear scaling
for generalized eigenvalue problems esp. in the context of
electronic structure calculations. We discuss the current
state of our software framework PUMA and present first
numerical results obtained with PUMA for some reference
problems in this context.

Marc A. Schweitzer
Institut für Numerische Simulation, Universität Bonn and
Fraunhofer SCAI
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CP21

An Adaptive Coupled Level Set and Moment-of-
Fluid Method for Simulating the Solidification Pro-
cess in Multimaterial Systems

An adaptive hybrid level set moment-of-fluid method is
developed to study the material solidification of static and
dynamic multiphase systems. The main focus is on the
solidification of water droplet, which may undergo normal
or supercooled freezing. We model the different regimes
of freezing such as supercooling, nucleation, recalescence,
isothermal freezing and solid cooling accordingly to capture
physical dynamics during impact and solidification of water
droplets to solid surfaces. The numerical simulations are
validated by comparison to analytical results and experi-
mental observations. The present simulations demonstrate
the ability of the method to capture sharp solidification
front, and handle contact line dynamics, and the simulta-
neous impact, merging and freezing of a drop. Parameter
studies have been conducted, which show the influence of
the Stefan number on the regularity of the shape of frozen
droplets. Also, it is shown that impacting droplets with
different sizes create ice shapes which are uniform near the
impact point and become dissimilar away from it. In addi-
tion, surface wettability determines whether droplets freeze
upon impact or bounce away.

Mehdi Vahab
University of California Davis
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CP22

Simd-Acceleration of a Sparse Analytical Chemical
Kinetic Jacobian Code Via Python

Reacting flow simulations are intensely computationally
demanding due to the interaction of physical processes
over large ranges of spatial and temporal scales. Typ-
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ical codes employ operator splitting schemes, resulting
in tens of thousands to millions of separate chemical ki-
netic systems of non-linear ordinary differential equations
(ODEs); usually evaluated in parallel via traditional multi-
threaded solutions, e.g. OpenMP/MPI. The implicit inte-
gration techniques commonly used to solve these ODEs
rely on repeated evaluation and factorization of a Jaco-
bian matrix. Speedups can be achieved by analytical
evaluation of the Jacobianas compared to finite difference
methodsand sparse linear algebra techniques. Single In-
struction, Multiple Data (SIMD) processing is a parallel
computing paradigm found on central processing units as
well as graphics processing units and other computing co-
processors. SIMD provides accelerations well suited for the
embarrassingly parallel nature of chemical kinetic ODEs,
and can be combined with traditional parallelization meth-
ods. Historically SIMD-acceleration has been highly plat-
form dependent and difficult to optimize for various ar-
chitectures, however recently developed tools simplify this
task. This talk will demonstrate the use of the python
packages SymPy and Loo.py to develop SIMD-accelerated
OpenCL code for evaluating chemical kinetic Jacobians for
multiple platforms and languages.

Nicholas Curtis
University of Connecticut
Department of Mechanical Engineering
nicholas.curtis@uconn.edu

CP22

Hybrid Computing In Large-Scale Multiphysics
Simulation: Tabulated Properties and Particle-Cell
Interpolations

This work is directed toward addressing two computation-
ally expensive segments in multiphysics reacting flow sim-
ulations. The first segment is the gas phase simulation
including solving the gas-dynamics equations coupled with
a model to describe the reaction. In this work, these are
described by pre-computed tabulated data, and it is shown
that executing the tabulated functions across different di-
mensionality and interpolant order on the GPU instead of
the CPU platform decreases the computational cost signif-
icantly. The second bottleneck is the interactions of the
gas and the particle phase that are governed by Eulerian
and Lagrangian formulations, respectively. These interac-
tions, consisting of particle-cell interpolations, can take up
to 20% of the simulation time. Regarding the number of
particles and gas mesh size, performing particle-cell inter-
polation calculations on the GPU instead of the CPU can
achieve up to 50x speedup.

Babak Goshayeshi
University of Utah
b.goshayeshi@gmail.com
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Department of Chemical Engineering
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CP22

A Graphical Programming Approach for Parallel

Particle Based Simulation Development

Particle based simulations have become an important tool
in area of scientific computing. A major challenge lays in
the rapid design and implementation of parallel particle
based applications. In this paper, we introduce a graph-
ical programming approach to address this challenge. A
new semi predefined data structure is proposed to facilitate
the definition of particle variable. Some user-configurable
components are designed to organize parallel data com-
munication and computation. The program architecture is
auto-generated together with upper definition and configu-
ration. These codes are combined with sequential programs
written in Fortran to construct the full application. The
approach is implemented to ease parallel programming for
domain experts. Real applications demonstrate that the
approach for developing particle based numerical applica-
tions is both practical and efficient.

Li Liao, First Name Jing
Institute of Applied Physics and Computational
Mathematics
liliao@iapcm.ac.cn, jing cuiping@iapcm.ac.cn

CP22

Adding Plasticity to the Oof Finite-Element Solver
for Materials Science

The NIST-developed Object-Oriented Finite Element code
(OOF) is a long-standing project to deliver high-quality
mathematics and computational capabilities to an audi-
ence of materials scientists. The code features tools to
easily mesh complex 3D microstructures, and a scheme for
the addition of custom constitutive rules, allowing users
to conduct sophisticated structure-property explorations.
Recently, the development team has added crystal plas-
ticity to a development version of this tool, allowing it to
model systems which acquire a permanent deformation in
response to loads. Being history-dependent, this expanded
the OOF project beyond its initial scope of what were es-
sentially divergence equations. The usual approach to this
problem taken by the computational mechanics community
posed several challenges to the OOF scheme, which aspires
to a high level of generality, ease of use, and good com-
putational performance. The team’s approaches to these
challenges will be described.
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National Institute of Standards and Technology
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CP22

Saving Time and Energy with Oversubscription in
Ab Initio Calculations for Large Chemical Systems

Although significant progress has been made in perform-
ing ab initio calculations for very large chemical systems
in the last 20 years, the time to complete the calculations
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still remains prohibitively long, often on the order of days
or months even on today’s most powerful computing plat-
forms. In this talk, we investigate the use of oversubscrip-
tion of processing units to deal with this problem, as well
as to reduce the energy consumption of the calculations.
We chose to test oversubscription on two MP2 algorithms
within the widely used NWChem computational chemistry
package. In particular, our results show that oversubscrip-
tion reduces total time to solution for semi-direct MP2 en-
ergy calculations by 25–45% and the total CPU and DRAM
energy consumed by 10–15% on the Intel platform. Linear
regression analysis indicates a strong correlation between
time to solution and total energy consumed.
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CP22

A Quadratic High-Order Method for Mesh Gener-
ation Inspired by LBWARP

The ability to construct high-order meshes that conform
to the boundary of curved geometries is a limiting factor
in the adoption of high-order computational methods for
solving partial differential equations. In order to lever-
age these high-order methods, we must pair them with a
high-order mesh. In this work, we propose a method for
generating curved meshes of second degree. The approach
consists of the following three steps. First, the initial mesh
is modified by inserting nodes at the midpoint of each line
segment. Second, the midpoints that fall along the bound-
ary are displaced to the prescribed boundary. Third, the
final positions of the internal nodes are solved for based on
the boundary deformation. We will present some numeri-
cal examples that demonstrate the viability of our method,
as well as discuss the quality of the elements generated by
our method.

Mike Stees, Suzanne M. Shontz
University of Kansas
mstees@ku.edu, shontz@ku.edu

CP22

A Fast Treecode Algorithm for Stokes Flow in 3D

A large number of problems in fluid dynamics are modeled
as many-particle interactions in Stokes flows, for example,
simulations of falling jets of particles in viscous fluids, mi-
crofluidic crystals, and vesicle flows. The formulation is
often based on fundamental solutions. The Stokeslet and
the Stresslet are the kernels in the single and double layer
potentials, respectively. Many situations (e.g., through su-
perposition or discretization of boundary integrals) involve
sums of Stokeslets and Stresslets, which is an example of
an N-body problem and the direct sum requires O(N2)

operations. This can make the numerical calculation pro-
hibitively expensive. A variable-order Barnes-Hut Carte-
sian treecode algorithm is developed for speeding up the
computation. The particles are restructured recursively
into a tree, and the particle-particle interactions are re-
placed with particle-cluster interactions computed by ei-
ther a far-field expansion or a direct summation. Numerical
results exhibit the promising performance of the algorithm.
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University of Wisconsin-Milwaukee
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CP22

Porting a Real-World Molecular Dynamics Appli-
cation to Xeon Phi Coprocessors

We ported MOASP, a real-world short-ranged MD code
mainly targeting metallic materials, to Xeon Phi. The
main porting effort involves parallelization of 3 key parts of
the application: force calculation, neighbor list builder and
particle sort. We also vectorized the parallelized code and
did some scalar code optimizations to further improve the
performance. When compared to the performance of the
original highly parallel CPU version on a 12-core CPU, the
force calculation achieved a 2.08X speedup, the neighbor
list builder part achieved a 1.29X speedup, and the par-
ticle sort part constitutes less than 1% of the total time.
For total computation time, the Xeon phi version achieved
a 1.8X speedup, about the same performance of 21 CPU
cores.

Yang Yang, Aiqing Zhang
Institute of Applied Physics and Computational
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CP23

Education for Simulation Sciences and HPC at JSC

Fostering a sound education for students and young re-
searchers at bachelor, master and PhD level in simulation
sciences and high-performance computing (HPC) is an es-
sential task of the Jülich Supercomputing Centre (JSC).
Education in applied mathematics and computer science
plays a crucial part in these activities. This talk will give an
overview of the joint degree programmes with nearby uni-
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versities and informs on guest student programmes and the
Joint Laboratory for Extreme Scale Computing (JLESC)
tailored for master and PhD students with interest in HPC.

Johannes Grotendorst
Forschungszentrum Juelich
j.grotendorst@fz-juelich.de

CP23

New Algorithms for Solving Multimaterial Diffu-
sion Problems on Meshes Non-Aligned with Mate-
rial Interfaces

The use of indirect Arbitrary-Lagrangian-Eulerian (ALE)
methods for modeling of 2D multimaterial flows, where the
mesh is not moving with the fluid, leads to appearance
of cells containing a number of different materials, which
might have very different physical properties. If diffusion
or heat-conduction problems are also to be solved on such
meshes, where material interfaces do not align with the
mesh, interface reconstruction methods are usually used
first. This results in so-called multimaterial cells, which
are partitioned into single-material polygons, and the re-
constructed material interfaces are generally discontinuous
on interfaces between cells. We present a new family of
methods called static condensation that uses special lo-
cal coarsening algorithms to solve multimaterial diffusion
problems on described meshes. Results of numerical sim-
ulations for some test problems are shown to compare the
accuracy of the new methods to standard homogenization
type algorithms that are typically used in existing codes.

Evgeny Kikinzon, Mikhail Shashkov
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CP23

Adaptive Sampling of Carrier Population Data for
Multiscale Semiconductor Modeling

Recent advances have shown that adaptive sampling (AS)
techniques, combined with surrogate modeling, can reduce
computational cost of multiscale simulations by a factor
of 1000 or more, rendering calculations computable that
would otherwise require years on modern supercomputers.
Among the outstanding challenges for AS is that many ma-
terial models are based on multiple outputs as well as in-
puts. This is especially challenging in simulations of time-
dependent phenomena, in which many state variables are
passed forward in time. We explore this problem in the
context of modeling optically-active semiconductors. Our
base simulation is a time-dependent Monte Carlo (MC)
simulation that computes population vectors of electrons
holes and polarization, driven by optical illumination, that
propagate to successive time steps. AS is needed to extend
these calculations to nano-structured materials, with the
ultimate goal of enabling multiscale simulation of photonic
devices that employ and/or emulate high-fidelity models at
the fine scale. The surrogate models we are developing are
influenced by time-dependent surrogate models discussed
in [Conti and OHagan, J. Stat. Plan. Inference 140:640
(2010)]. Because the population vectors have hundreds of
states, we explore different approaches to surrogate mod-

eling, including accounting for the noise inherent in MC
simulation outputs. We conclude with estimates of the
computational time needed for a simple test problem.

Brent Kraczek
US Army Research Laboratory
brent.e.kraczek.civ@mail.mil

CP23

Mathematical Modelling of Love-Type Wave in a
Double Layered Piezoelectric Structure

A mathematical model has been developed to study the
propagation characteristics of Love-type wave in a piezo-
electric layer bonded perfectly to an isotropic heteroge-
neous layer overlying an unbounded isotropic homogeneous
substrate. The closed form expressions of the dispersion
relation for both the cases of electrically open and short
conditions have been established by taking into account
Debye asymptotic expansion. The emphatic impacts of
various affecting parameters viz. wave number, piezoelec-
tric constant of the uppermost piezoelectric layer, hetero-
geneity parameter of the intermediate layer and width ra-
tio of the layers on the phase velocity of Love-type wave
has been remarkably traced out. In order to analyze these
effects, numerical computation and graphical illustrations
have been accomplished. It is worth mentioning that piezo-
electric constant of the uppermost piezoelectric layer, het-
erogeneity parameter of the intermediate layer and width
ratio of the layers reduce the phase velocity of Love-type
wave substantially for both the cases of electrical condi-
tions. The computational results manifest that the afore-
mentioned affecting parameters enable Love-type wave to
propagate along the surface of the layers, leading to the
confinement of wave for a longer duration. In view of these
facts, the consequences of the study can be widely utilized
in the design of surface acoustic wave devices and Love
wave sensors to enhance their efficiency and achieve high
performance.

Santan Kumar, Abhishek Singh
Indian Institute of Technology
(Indian School of Mines), Dhanbad
ksantan.ism@gmail.com, abhi.5700@gmail.com

CP23

Modeling Chemical Reactions in Classical Molecu-
lar Dynamics Using Data Analytics

We present a method of using data analytics and mod-
eling to accelerate the molecular dynamics simulation of
bond exchange reactions. Bond exchange reactions in co-
valent adaptable network (CAN) polymers are similar to
a single displacement chemical reaction, AB + C = AC
+ B. In order to accurately model these reactions in large
scale classical molecular dynamics (MD), ABC are tem-
porarily bonded together. After a structure equilibration,
the molecule, B or C, that will cause higher local energy
has its bond to A broken. The structure is equilibrated
again, and the process repeats. In this study, local molec-
ular topology information was computed as a feature vector
for each time ABC were bonded together. After structure
equilibration, a binary target vector was gathered for the
sample based on whether B or C bonded. We will present
different regression techniques used to develop a model to
determine final bonding condition based on an initial local
topology sample. We are able to eliminate the temporary
ABC bonding and equilibration step in the traditional sim-
ulation, replace it with our regression model, and reduce
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the simulation time significantly.
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CP23

Investigation of Stiffness Detection Metrics for
Chemical Kinetics ODEs

Many simulations of combustion and reactive flows exhibit
numerical stiffness in the equations governing chemical ki-
netics. Explicit solvers for these equations offer low compu-
tational expense, but typically cannot handle stiff systems
of differential equations. In contrast, implicit methods de-
mand greater expense but offer unconditional stability—as
a result, most combustion simulations rely on these meth-
ods by default. However, if chemical kinetics systems ex-
hibit low-to-moderate stiffness, explicit or stabilized ex-
plicit methods can instead be used to reduce the computa-
tional expense (while remaining stable and accurate). This
study therefore aims to determine a stiffness quantifica-
tion metric capable of efficiently and robustly determining
the appropriate category of integrator required. Literature
stiffness quantification methods will be surveyed and in-
vestigated as metrics to measure the stiffness of chemical
kinetics states, including methods based on eigendecompo-
sition or the spectral radius of the Jacobian matrix, error
estimations, conditioning parameters, and computational
cost estimations. These methods will be applied during
the solution of hydrogen and methane autoignition with
different initial conditions, and evaluated in terms of effec-
tiveness and computational efficiency.

Kyle E. Niemeyer
Oregon State University
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CP23

Computation of Derived Variables for the Eddy
Current Maxwell’s Equations

In second order form, the eddy current Maxwell’s equa-
tions involves the calculation of the electric field, E, on
edges as the primary variable. However, analysts are often
interested in current density, J, defined on cell centers or
on element faces. The former is of interest for use in visu-
alization packages. while he latter is for measuring current
flow. We will detail a mathematically justifiable means of
computing these variables and demonstrate their accuracy
on a number of test problems.
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CP23

Piecewise Linear Polynomials in Position Depen-
dent Random Maps

Let τ = {τ1, τ2, . . . , τr; p1, p2, . . . , pr} be a random map,
where τ1, τ2, . . . , τr are nonsingular Markov maps defined
from [0, 1] to itself and p1, p2, . . . , pr are probabilities such
that at each iteration a map τi is selected by the proba-
bility pi, 1 ≤ i ≤ r. When such a probability depends
upon position of iterations of a point, the map is called a
position dependent random map. We use piecewise linear
polynomials in maximum entropy principle to approximate
invariant densities of the Frobenius-Perron operator related
to position dependent random maps. The L1 errors be-
tween the exact and approximated invariant densities are
also depicted.

Tulsi Upadhyay
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MS2

A Data Scalable Hessian/KKT Preconditioner for
Large Scale Inverse Problems

Hessian or KKT solves are often the primary computa-
tional bottleneck for efficient solution of large scale inverse
problems, deterministic or Bayesian. Current state-of-the-
art Hessian and KKT preconditioners tend to scale poorly
with increasingly informative observational data. In this
talk we present a new KKT preconditioner that performs
well regardless of the information content in the data, as
long as the regularization is chosen appropriately. That is,
as long as the regularization does not over-penalize highly
informed parameter modes and does not under-penalize
uninformed modes.
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MS2

Large Scale Fusion of Energy Resolved Compton
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Scatter and Attenuation-Based X-Ray Data for
Materials Characterization

Motivated by the need to determine the distribution of ma-
terials in luggage checked at airports, here we consider the
problem of mapping mass density and the photoelectric ab-
sorption coefficient from severely limited view but energy
resolved Compton scatter and absorption data. While the
limited view absorption imaging problem is well studied,
less attention has been given to the use of scattered X-
rays for problems such as this. For the system of interest
here where relatively few views are present, the Compton
scattered photons significantly augments the diversify of
ray paths associated with the data set. After providing an
overview of the physics associated with Compton scatter,
we shall describe approaches to recovering the two quan-
tities of interest, both of which are needed for materials
characterization. Technically, we focus on (a) novel regu-
larization methods in which the density (which is, in a sense
easier to estimate) is used to guide the recovery of the pho-
toelectric absorption and (b) the computational challenge
associated with solving the variational problem defining
these estimates. Indeed, despite the limited view nature of
the problem, the data set is still large owing to both the
density of detectors and their energy resolving characteris-
tics. Examples will be provided both based on simulation
as well as real data collected from a testbed under devel-
opment.
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MS2

Sketched Ridge Regression: Optimization and Sta-
tistical Perspectives

Previous work has applied matrix sketching to speed up the
least squares regression (LSR) on the n ¿¿ d data. Theoreti-
cal analysis of the sketched LSR is has been well established
and refined. How the results extend to the sketched ridge
regression is yet unclear. In our recent work, we study two
types of the sketched ridge regressionthe classical sketch
and the Hessian sketch— from two perspectives the opti-
mization perspective and statistical perspective and draw
many useful conclusion. The optimization analysis shows
that the sketched solutions can be nearly as good as the op-
timal; in contrast, the statistical analysis clearly indicates
that the two sketched solutions significantly increases bias
or variance. Our conclusion is that the practical useful-
ness of the sketched ridge regression may be very limited.
We also propose a simple method which we call the model
averaging to improve the quality of the sketched solution,
both theoretically and empirically. We argue that model

average has several very useful applications in practice.

Shusen Wang
University of California, Berkeley
shusen@berkeley.edu

Alex Gittens, Michael Mahoney
UC Berkeley
gittens@icsi.berkeley.edu, mmahoney@stat.berkeley.edu

MS3

Practical Heteroskedastic Gaussian Process Mod-
eling

We present a unified view of likelihood based-inference
Gaussian progress regression for simulation experiments
exhibiting input-dependent noise. Replication plays an im-
portant role in that context, however previous methods
leveraging replicates have either ignored the computational
savings that comes from such design, or have short-cut full
likelihood-based inference to remain tractable. Starting
with homoskedastic processes, we show how multiple ap-
plications of a well-known Woodbury identity facilitates
inference for all parameters under the likelihood (without
approximation) bypassing the typical full-data sized calcu-
lations. We then borrow a latent-variable idea from the
machine learning literature to address heteroskedasticity,
but adapt that method to work within the same thrifty
inferential framework, thereby simultaneously leveraging
the computational and statistical efficiency of designs with
replication. The result is a method that can be charac-
terized as single objective function, complete with closed
form derivatives, for rapid library-based optimization. We
provide open source software and illustrations on two syn-
thetic data sets, and two real-wold simulations experiments
from manufacturing and the management of epidemics.

Mickaël Binois
Mines Saint-Etienne and Renault
mbinois@uchicago.edu

Robert Gramacy
Virginia Tech
rbg@vt.edu

Mike Ludkovski
University of California at Santa Barbara
ludkovski@pstat.ucsb.edu

MS3

A Novel Voronoi Piecewise Approach to Solve
Stochastic PDEs

In this talk, we present a novel approach to Solve Stochas-
tic partial differential equations. Our approach is based on
an implicit Voronoi piecewise domain decomposition that
avoids the curse of dimensionality. We discretize the UQ
space using implicit Voronoi cells around a set of random
uniformly-distributed points (seeds). Next, we solve the
given stochastic PDE independently in the neighborhood
of each seed. A low order expansion is constructed in a box
around each seed and the local solutions are then concate-
nated to form a credible global piecewise solution.
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MS3

Local Approximate Gaussian Processes for Large
Computer Experiments

We provide a new approach to approximate emulation of
large computer experiments. By focusing expressly on de-
sirable properties of the predictive equations, we derive a
family of local sequential design schemes that dynamically
define the support of a Gaussian process predictor based
on a local subset of the data. We further derive expressions
for fast sequential updating of all needed quantities as the
local designs are built-up iteratively. Then we show how
independent application of our local design strategy across
the elements of a vast predictive grid facilitates a trivially
parallel implementation. The end result is a global pre-
dictor able to take advantage of modern multicore archi-
tectures, GPUs, and cluster computing, while at the same
time allowing for a non stationary modeling feature as a
bonus. We demonstrate our method on examples utiliz-
ing designs sized in the tens of thousands to over a million
data points. Comparisons are made to the method of com-
pactly supported covariances, and we present applications
to computer model calibration of a radiative shock and the
calculation of satellite drag.
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MS3

An Adaptive Method for Solving Stochastic Equa-
tions by Reduced Order Models Over Voronoi Cells

An adaptive collocation-based surrogate model is devel-
oped for solving stochastic equations with random param-
eters. The method is based on a surrogate model of the
solution constructed through a Voronoi tessellation of the
samples of the random parameters with centers chosen to
be statistically representative of these samples. We inves-
tigate the use of various interpolants over V oronoi cells in
order to formulate the surrogate. For example, an inter-
polant based on first order Taylor expansions in the proba-
bility space is considered which matches solutions and their
gradients at the centers of the V oronoi cells. Unlike Monte
Carlo solutions, relatively small numbers of deterministic
calculations are needed to implement the surrogate mod-
els. These models can be used to generate large sets of
solution samples with a minimum computational effort.
The method is applied to solve stochastic partial differ-
ential equations in materials science and random vibration
problems of interest in wind engineering. Efficiency and ac-
curacy of this model are demonstrated through numerical
examples.
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MS4

Spacey, Super Spacey, and Regenerative Spacey
Random Walks

Recent work on eigenvalues of hypermatrices and tensors
has generated an algebraic analogue of the stationary dis-
tribution vector for a Markov chain. We show that this
tensor eigenvector corresponds to the stationary distribu-
tion of a new stochastic process called a spacey random
walk. Our insight provides a solid probabilistic foundation
for these tensor eigenvectors, their interpretation, and their
application to data problems with higher-order structure.
We then discuss two variants of the process: the super
spacey random walk for handling data sparsity and the re-
generative spacey random walk for additional uniqueness
guarantees.
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MS4

Symmetric Orthogonal Approximation to Symmet-
ric Tensors and Its Applications to Image Recon-
struction

In this talk, we consider an approximation of symmetric
tensors by symmetric orthogonal decomposition. The ad-
vantage of using orthogonal decomposition is to represent
tensors without containing redundant information in the
approximation. Here we would give an iterative algorithm
to determine a symmetric orthogonal approximation. The
convergence of the proposed algorithm also be discussed.
We would show its applications in image reconstruction.

Junjun Pan
Hong Kong Baptist University
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MS4

On the Uniqueness of the Z1-Eigenvector of Tran-
sition Probability Tensors

Transition probability tensors of order 3 in dimension 3 and
of order 4 in dimension 2 are studied. In both cases, we
prove that an irreducible symmetric transition probability
tensor has a unique positive Z1-eigenvector.
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MS4

Transition Tensor of Spacey Random Walk for The
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Stationary Distribution of Polya Urn Process

We study the connections between the recently proposed
spacey random walk and the generalized Polya Urns. The
standard Polya Urn can be modeled as a special case of the
second-order spacey random walk with certain transition
tensor. On the other hand, the second-order spacey ran-
dom walk can be used to generalize the Polya Urn process.
We present two types of generalizations based on the tran-
sition tensors: one type with all vectors being stationary
distributions; and the other type is the Polya Urns have an
unique stationary distribution e/n. We give necessary and
sufficient conditions on the transition tensor for the above
two types of Polya Urns. Lastly we show that higher-order
spacey random walk can be used to further generalize the
Polya Urn process with multiple draws each run.
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MS5

ADVENTURE: Scalable Solvers for Industrial Ap-
plications

Exa-scale supercomputers will appear around 2020–2022.
To obtain high intra-node performance, efficient utilization
of processor cache memory should be considered. The tra-
ditional memory access-intensive approach, which prefers
less computing and more storage on main memory, might
not be effective for supercomputers in near future. The
Domain Decomposition Method (DDM) is one of the effec-
tive parallel finite element schemes. We have been develop-
ing an FE-based parallel structural analysis code, ADVEN-
TURE Solid, based on DDM, with the Balancing Domain
Decomposition (BDD) pre-conditioners. The re-design of
the subdomain local FE solver part, which is a performance
sensitive kernel in the DDM code, is required. Here in this
work, an “on-cache” iterative solver based on the DDM
framework is developed. The subdomain local FE solver
of the DDM code is implemented using CG solvers with
various types of pre-conditioners, such as diagonal scaling,
SSOR and ICT. These iterative solvers are parallelized us-
ing OpenMP, so that each subdomain can be solved by
multiple cores. By adjusting the subdomain size so that
the footprint fits within the last-level cache of a proces-
sor, this DDM code can be considered as a kind of an
“on-cache” iterative solver. Performance benchmark re-
sults are shown on various kinds of HPC platform, such as
Haswell, Knights Corner, RIKEN K Computer and Fujitsu
PRIMEHPC FX100.
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MS5

Parallel Tensor Arithmetic Applied to Multigrid
Methods

Solutions of high-dimensional problems can be approxi-
mated as tensors in the data-sparse Hierarchical Tucker
Format, if the dependency on the parameters fulfills some
low rank property. We use parallelized algorithms which
perform arithmetic like the addition or the dot product of
two tensors, as well as the application of an operator to
a tensor, directly in the Hierarchical Tucker Format. The
parallel algorithms result in a time to solution which grows
like log(d), where d is the tensor dimension (i.e. number of
parameters + remaining variables of each fixed-parameter-
solution). The tensor is supposed to be distributed over
2d − 1 compute nodes. We present results on using par-
allel tensor arithmetic for iterative methods like multigrid
in order to solve parameter dependent problems directly in
the data-sparse format.
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MS5

Accelerating Groundwater Flow Simulation

Abstract not available
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MS5

Identifying Structures in the Human Skin Using
High Performance Shape Optimization Algorithms

In many processes, which are modeled by PDEs, there is
a small number of materials with distinct properties in-
volved. The aim is to determine the contours of their spa-
tial distribution based on measurements. In this talk we
present an algorithm which combines techniques from high
performance computing and shape optimization. We uti-
lize this method in order to determine the shape of perme-
ability parameter distributions in diffusive processes in the
human skin with respect to data measurements. The main
focus is on the scalability and the applicability on super-
computers. We therefor discuss a combination of multigrid
and quasi Newton techniques for shape identification prob-
lems. It is also demonstrated how the quality of the under-
lying finite element meshes can be maintained through the
entire optimization process using suitable inner products
in the space of feasible shapes. In a short outlook we dis-
cuss how to utilize our algorithm for more general problem
settings with a wide range of applications. As an example
we investigate the optimization of the stiffness of cellular
materials by deforming the shape of inclusions.
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MS6

Fast Reaction-Diffusion of Defects in Cadmium Tel-
luride

In this talk, we discuss the asymptotic behavior of a
reaction-diffusion system with extremely fast reactions.
We use a perturbation method to derive a limiting equation
for a simple reaction network and present numerical results
for a more complicated model with a scheme derived from
a bimolecular kinetic reaction model. Finally, we briefly
discuss asymptotic preserving schemes for Cadmium Tel-
luride Solar Cells. Cadmium Telluride is the leading sili-
con alternative for consumer solar cells. The behavior of
the device can be modeled as a reaction-diffusion equation
for charged carriers with a self-consistent coupled electric
field. In the course of device production additional ele-
ments (such as Chlorine and Copper) are added to the
device. These molecules enter the device as diffusing inter-
stitial defects, but can react nearly instantaneously with
the CdTe lattice. To better understand the fabrication of
such devices, we must first understand this physical pro-
cess.
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MS6

Electron Transport in Nanostructures: Physical
Models and Numerical Methods

Research on electron devices scaling at the 5 nm gate-
length has triggered a growing interest on two-dimensional
(2D) materials, even beyond carbon-based electronics.
Among them, transition metal dichalcogenides (TMDs),
silicene, germanene, phosphorene, stanene, and topolog-
ical insulators. Here we will focus on the use of pseu-
dopotentials to treat the electronic structure of systems at
the nanometer scale (2D crystals, nanowires, nanoribbons),
their stability and properties, and to study electronic trans-
port, both semiclassically (mobility, Monte Carlo) and
from a quantum perspective (open systems). The for-
mer task requires fast matrix-free eigenvalue solvers and
I will briefly show how our use of the Residual Minimiza-
tion Method-Direct Iteration in Iterative Subspace (RMM-
DIIS) and fast-Fourier transforms has been used to calcu-
late the tunneling current between large graphene nanorib-
bons. Pseudopotential-based quantum transport, on the
other hand, requires not only the implementation of sophis-
ticated physical transport models, but also the solution of
very large linear systems. We will present our formulation
of the problem and results of the simulation of field-effect
transistors with graphene nanoribbons and Si nanowires as
active channels. Finally, we will discuss the mathematical
formulation of a related problem, namely, the calculation
of the dielectric response (or, simply put, of the position-
dependent dielectric constant) of the nanostructures of in-
terest.
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MS6

Modeling Spin-Dependent Phenomena for New
Device Applications

To enhance performance and to reduce energy consump-
tion, electron spin is investigated as replacement of elec-
tron charge for storage and computation in future elec-
tronic devices. In contrast to charge, spin is not conserved
but relaxing to its equilibrium zero value. In the case of
semiconductor films, technologies are needed to boost the
spin lifetime to make the technology feasible. In silicon
films the spin lifetime is determined by intervalley scat-
tering. Applying stress appropriately decreases this unde-
sired scattering effect, which should reduce the spin relax-
ation [Sverdlov and Selberherr, Phys. Rep. 585, 2015]. To
confirm, we solve numerically the quantum mechanical de-
scription of the behavior of spin by calculating the wave
functions and the scattering matrix elements via solving a
kp Hamiltonian with spin-orbit interaction. For the com-
putation of spin relaxation, the momentum dependence of
the wave functions due to spin-orbit coupling responsible
for spin admixture must be preserved, which significantly
increases the demands for computational resources and re-
quires extensive code parallelization. We predict a signif-
icant spin lifetime increase with appropriate viable stress.
A universal behavior of the spin lifetime on the spin in-
jection orientation is also obtained, with even a two times
spin lifetime enhancement for relevant cases. These results
confirm that electron spin can be used in electronic devices
in a competitively to electron charge superior manner.
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MS6

Computational and Numerical Challenges in Semi-
conductor Process Simulation

Semiconductor process simulation enables to predict criti-
cal manufacturing steps of semiconductor devices and cir-
cuits. In particular, it allows for so-called structure proto-
typing used in the critical exploratory phases of new semi-
conductor technologies. The ever-ongoing reduction of fea-
ture sizes and the required move towards increasingly intri-
cate device structures requires efficient methods to enable
fast, accurate, and stable modeling solutions. This is par-
ticularly challenging for necessary three-dimensional mod-
eling approaches due to the involved computational effort
and the limited acceptable simulation run-times, dictated
by the fast-pacing progress in electronics. In this talk, cur-
rent challenges in semiconductor process simulation, with
a focus on computational and numerical aspects, will be
discussed along with suggested approaches to tackle those.
Among the topics are high performance visibility compu-
tation for plasma etching, three-dimensional growth-rate
modeling for silicon carbide oxidation, parallel level set re-
distancing for surface tracking, and efficient spatial dis-
cretizations for surface representations. The talk will also
show the inter-disciplinary nature of the involved topics,
enabling to introduce synergistic interfaces to other fields
of research. The financial support by the Austrian Fed-
eral Ministry of Science, Research and Economy and the
National Foundation for Research, Technology and Devel-
opment is gratefully acknowledged.
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MS7

Walk-Based Centrality and Communicability Mea-
sures: Algorithms and Applications

In this talk I will review some network centrality and com-

municability measures based on walks. These measures
can be given an elegant closed form in terms of functions
of the adjacency matrix. I will introduce the notion of to-
tal communicability of a network as a measure of network
connectivity and robustness and show that it can be com-
puted very quickly even for large graphs. Finally, I will dis-
cuss efficient edge modification strategies (including edge
removal, addition, and rewiring) that can be used to obtain
networks with desirable communicability properties. The
talk is based on recent work in collaboration with Christine
Klymko (LLNL) and Francesca Arrigo (Strathclyde).
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MS7

Multilevel Model Reduction for Dynamic Power
Grid Networks

An electric power grid system can be described by a system
of differential-algebraic equations defined on a graph. A
relevant task for the power grid community is to develop ac-
curate model reduction for these systems, especially given
the large size and stochasticity of the emerging grid. In this
talk, we will look at multi-level approaches to construct-
ing the reduced model. The basis of these approaches is
the information contained in the weighted graph Laplacian
generated by the admittance matrix of the grid. We de-
scribe this basis and examine some subtle challenges that
these multi-level approaches face in order to achieve accu-
rate simulation of dynamical power grid systems.
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MS7

Dynamic Processes Over Information Networks:
Representation, Modeling, Learning and Inference

Large-scale and high resolution data from dynamic pro-
cesses over networks are becoming increasing available
nowadays from online social platforms, such as Twitter
and Facebook. Such data provide great opportunities for
understanding and modeling both macroscopic (network
level) and microscopic (node-level) patterns in human dy-
namics. Such data have also fueled the increasing efforts on
developing methods to address the challenges arising from
understanding, predicting, controlling and distilling knowl-
edge from these dynamic processes over networks, and an-
swer query such as ”who will do what and when?” To tackle
these challenges, I will present a framework based on point
processes for representing and modeling such data, and
performing learning, inference and control over dynamic
processes over networks.
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MS7

Influence Prediction for Continuous-Time Informa-
tion Propagation on Networks Using Graph-Based
Fokker-Planck Equation

We consider the problem of predicting influence, defined as
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the expected number of infected nodes, resulted from infor-
mation propagating from any given set of source nodes on
a network. We develop a novel and transformative frame-
work that adaptively aggregates the activation states of the
network according to the number of active nodes, leading to
the construction of a system of differential equations that
governs the time evolution of the state probabilities. This
system is analogous to the Fokker-Planck equation in con-
tinuous space, and the solution readily yields the desired
influence. This approach gives rise to a class of novel and
scalable algorithms that work effectively for large-scale and
dense networks. Numerical results on a variety of synthetic
and real-world networks will be presented.
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MS8

Exploiting Low Tensor-Rank Structures in the
Solutions to High-Dimensional Parametric PDE
Problems

We will discuss the intrinsic low-rank structures of numer-
ical solutions to control and optimization problems for un-
steady partial differential equations (PDEs) with possibly
uncertain parameters and their exploitation using tensor-
based techniques. These solutions often exhibit low-rank
tensor structures after a separation of variables, which in
our case will be time, spatial coordinates, and (stochas-
tic/uncertain) parameters. This is essentially the main idea
used in proper generalized decomposition (PGD) methods,
but other techniques can be derived based on the same
principle. We will highlight two examples: the first can
be considered as generalized proper orthogonal decompo-
sition (genPOD), the second builds upon the tensor train
(aka matrix product states) format and can be used to
implement the numerical solution of optimality systems
for PDE-constrained optimization problems with a frac-
tion of the memory requirement and computational cost it
would need to solve these systems in the usual sparse ma-
trix formats obtained from classical discretizations. Both
approaches are illustrated for optimal control of flow prob-
lems, described by Burgers, Stokes, Stokes-Brinkman, and
incompressible Navier-Stokes equations.
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MS8

Structure-Preserving Nonlinear Model Reduction
for Finite-Volume Models

Finite-volume discretizations are commonly used for nu-
merically solving systems governed by conservation laws.
Such techniques numerically enforce conservation laws over
cells by discretizing the integral form of the conservation
laws. However, such models can become very large-scale
for when high spatial resolution is required, leading to sim-
ulation times that can exceed weeks on a supercomputer;
this renders such models impractical for many-query and
real-time scenarios. Reduced-order models (ROMs) have
been developed to mitigate this burden. While some tech-
niques have been successfully applied to finite-volume mod-
els, these techniques do not guarantee that conservation
laws are enforced over any subset of the computational do-
main. As a result, instability and inaccurate responses—
characterized by spurious generation/dissipation of quan-
tities that should be conserved—are common. To address
this, we propose a novel nonlinear model-reduction tech-
nique that explicitly enforces conservation laws over sub-
domains of the problem. This guarantees that, even when
the dimensionality of the model is reduced, the most im-
portant structure intrinsic to the finite-volume model—the
conservation laws—are enforced over subdomains. Fur-
thermore, we equip both the objective function and con-
straints with hyper-reduction via gappy POD; this ensures
computational efficiency in the presence of nonlinearities.
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MS8

Optimal Model Reduction of Systems with
Quadratic Nonlinearity

Input-independent, optimal model reduction techniques
have been successfully extended from linear to bilinear dy-
namical systems, a special case of weakly nonlinear sys-
tems, thus producing a reduced model which is uniformly
good for a wide range of input functions. In this talk,
we extend these developments to an important class of
nonlinear systems, namely quadratic-bilinear (QB) dynam-
ical systems. First, we define a truncated H2-norm for
QB systems and derive the first-order necessary conditions
for an optimal approximation, minimizing the truncated
H2-norm. This leads to an iterative model reduction al-
gorithm, which upon convergence yields a reduced-order
system that approximately satisfies the derived optimal-
ity conditions. We illustrate the efficiency of the proposed
method by means of several nonlinear partial differential
equations, and show its competitiveness with the existing
model reduction schemes for QB systems such as moment-
matching methods and balanced truncation.
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MS8

Surrogate Modelling by Nonsymmetric Greedy
Kernel Approximation

Many applications in CSE have as essential modular com-
ponent one or several mappings from some input space to
some output space which needs to be evaluated repeatedly
and rapidly. If this mapping is computationally costly,
e.g. requiring the solution of a PDE, this may be pro-
hibitive for real-time situations and data-based surrogate
models may be a promising solution. In this presentation,
we focus on non-symmetric greedy kernel approximation
schemes for construction of such surrogate models. Based
on a large sample set of input-output data pairs, we in-
crementally construct approximating models by a greedy
selection procedure. This nonsymmetric approach is more
versatile than the symmetric greedy approximation, since
it comprises it as a special case and, moreover, we also al-
low the kernel centers to be different from the data-sites.
We discuss different selection criteria for the test and trial
spaces, stability and approximation properties, and relate
to some existing methods. Experimentally, we demonstrate
the potential on artificial examples as well as on real world
biomechanical applications.
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MS9

H-Matrix Accelerated Second Moment Analysis for
Second Order PDEs

The efficient solution of operator equations with random
right hand sides is considered. The solutions two-point cor-
relation can efficiently be computed by means of a sparse
grid or a low-rank approximation if the two-point correla-
tion of the right hand side is sufficiently smooth. Unfortu-
nately, the problem becomes much more involved in case of
rough data. However, the rough data and also the inverse
operators can efficiently be represented or approximated by
means of H-matrices. This enables us to solve the corre-
spondent H-matrix equation in almost linear time by the
use of the H-matrix arithmetic. Numerical experiments
stemming from partial differential equations with random
input data discretized by the finite element and the bound-
ary element method are provided. Shape calculus allows
the efficient treatment of PDEs on random domains by the
presented method.
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MS9

Hierarchical Matrices in Scattered Data Approxi-
mation

A scattered data interpolation problem might be stated as
follows: Given data {(xi, yi) | 1 ≤ i ≤ N} with data sites

xi ∈ Rd and measurements yi ∈ R, find a function s ∈ SX

such that s(xi) = yi, i = 1, . . . , N . Here, SX denotes
an N-dimensional linear space of (continuous) functions
that depend on the data sites. Given a basis {b1, . . . , bN}
of SX , the coefficient vector c ∈ RN of the interpolant
s(x) =

∑N
i=1 cibi(x) may be computed as the solution of

the linear system Bc = y with B = (bij) = (bj(xi)). While
properties of the matrix B obviously depend on the func-
tion space SX and its basis, several of the most commonly
used approaches yield ill-conditioned, dense matrices B,
resulting in a challenge to solve the linear system Bc = y
which is the topic of this talk. In particular, we study
the application of techniques from theH-matrix framework
both for the approximation of the system matrix B itself as
well as for the construction of preconditioners. H-matrices
provide a data-sparse matrix format that permits storage
and matrix arithmetic in complexity O(N logα N) for mod-
erate α. It turns out that several typical sets of basis func-
tions from the (scattered data) literature lead to matrices
B that fit into this framework, yielding a cost-effective ap-
proximation scheme to be illustrated in this talk.
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MS9

Stable Recurrences for Orthogonal Transformation
of Givens-Weight and Block Givens-Weight Repre-
sentations

This talk describes a formal framework for the derivation
and error analysis of algorithms that perform various or-
thogonal transformations of a rank structured matrix rep-
resented using the Givens-weight parameterization of Del-
vaux and Van Barel. The use of swapping in Givens-weight
algorithms can be formalized with a set of swapping recur-
rences that can be specialized to give multiple algorithms
for matrices with quasiseparable structure, including a fast
QR factorization and an associated system solver. A gen-
eral error analysis of the swapping recurrences translates
to a backward stability proof of the class of orthogonal al-
gorithms based on the recurrences. A joint Givens-weight
parameterization can be used to extend the recurrences so
that they can be applied to matrices with rank structured
blocks.
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MS9

Fast Bidirectional Solver for the High-Frequency
Lippmann-Schwinger Equation

In this talk we present a fast iterative solver for Lippmann-
Schwinger equation for high-frequency waves scattered by
a smooth medium with a compactly supported inhomo-
geneity. The solver is based on the sparsifying precondi-
tioner and the method of polarized traces. The iterative
solver has two levels, the outer level in which a sparsify-
ing preconditioner for the Lippmann-Schwinger equation
is constructed, and the inner level, in which the resulting
sparsified system is solved fast using an iterative solver pre-
conditioned with a bi-directional preconditioner. The com-
plexity of the construction and application of the precon-
ditioner is O(N ) and O(N log N ) respectively, where N is
the number of degrees of freedom. Numerical experiments
in 2D indicate that the number of iterations in both lev-
els depends weakly on the frequency resulting in a method
with an overall O(N log N ) complexity.
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MS10

From Inverses to Predictions: End-to-End UQ
With MC Methods

We use a measure-theoretic framework to describe a
full end-to-end quantification of uncertainties by solving
stochastic inverse problems in order to inform predictions
of a computational model. We use Monte Carlo and other
sample based methods to describe the solutions, which are
often complicated non-parametric probability measures.
Furthermore, the ultimate goal for solving these problems
can often be written as an integral over the probability
spaces (e.g., as expected values of certain random vari-
ables on either input or prediction spaces). We then offer
a measure-theoretic perspective for Monte Carlo integra-
tion that can be extended to most numerical integration
schemes. The basic idea is that samples implicitly define
a Voronoi tessellation of a space, and we can use the geo-
metric properties of both the Voronoi tessellation and re-
sponse surfaces to inform solutions to both forward and in-
verse quantification of uncertainty problems. We use addi-
tional Monte Carlo schemes for interrogating these geomet-
ric properties so that explicit construction of Voronoi cells
and almost everywhere evaluation of response surfaces can
be avoided in solving these problems. Examples are given
where Monte Carlo methods are used at every stage of the
formulation and solution of an end-to-end UQ problem in-
cluding (1) the design of experiments leading to inverse
problems, (2) the solution of these inverse problems, and
(3) the propagation of the inverse solution to a prediction
space.
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MS10

A Fast Algorithm to Compute Flow Ensembles

Repeated computations of flow equations with varying pa-
rameters are commonly seen in many engineering and geo-
physical applications as an effort to deal with inherent un-
certainties. These computations are generally treated as
independent tasks. While parallel computing can save com-
putational time in this setting, no savings are realized in
terms of total computational cost. In this talk, we will
describe a new way to perform multiple simulations effi-
ciently, in terms of both storage and computational cost.
The proposed algorithm computes all realizations at one
pass by adopting an ensemble time-stepping scheme, which
results in the same coefficient matrix for all realizations.
This reduces the problem of solving multiple linear sys-
tems to solving one linear system with multiple right-hand
sides, for which many efficient methods, e.g., block CG,
block QMR, block GMRES, have been developed to signif-
icantly save the computation cost.
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Efficient Algorithms for MHD Simulation and En-
semble Calculations

An efficient algorithm is proposed and studied for com-
puting flow ensembles of incompressible magnetohydrody-
namic (MHD) flows under uncertainties in initial or bound-
ary data. The key ideas are the use of Elsasser variable
formulation and adapting a clever idea for ensemble aver-
aging of Jiang et. al to the MHD setting. At each time
step, the exact same linear systems arise for each of the J
system solves. Further, the Elsasser variable formulation
is exploited, following a recent idea of Trenchea et. al to
stably decouplee of each MHD system into two Oseen prob-
lems. We prove stability and convergence of the algorithm,
and test it with numerical experiments.

Leo Rebholz
Clemson University
Department of Mathematical Sciences
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Clemson University
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MS10

Efficient Sampling Strategies for the Consistent
Bayesian Approach for Solving Stochastic Inverse
Problems

Uncertainty is ubiquitous in computational science and en-
gineering. Often, parameters of interest cannot be mea-
sured directly and must be inferred from observable data.
The mapping between these parameters and the measur-
able data is often referred to as the forward model and the
goal is to use the forward model to gain knowledge about
the parameters given the observations on the data. Sta-
tistical Bayesian inference is the most common approach
for incorporating stochastic data into probabilistic descrip-
tions of the input parameters. We have recently developed
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an alternative Bayesian solution to the stochastic inverse
problem. We use measure-theoretic principles to prove that
this approach produces a posterior density that is consis-
tent with the model and the data in the sense that the
push-forward of the posterior through the model will match
the observed density on the data. Our approach requires
approximating the push-forward of the prior through the
computational model, which is fundamentally a forward
propagation of uncertainty. Samples from the posterior can
be selected from the samples used to compute the push-
forward of the prior using a basic rejection strategy. This
does not require MCMC or additional model evaluations
to generate the initial set of samples, but it may not yield
sufficient samples from the posterior. In this presentation,
we explore approaches to generate additional samples from
the posterior using the consistent Bayesian approach.
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MS11

A Unified Approach to Periodization of Fast Algo-
rithms for Laplace and Stokes Problems

We present a spectrally-accurate approach to periodic
boundary conditions built on standard fast algorithms for
the free-space kernels. The basic idea is to split the free-
space image sum into near neighbors summed via the
FMM, plus a far-field remainder which is approximated
by a small number of auxiliary sources whose strengths are
found by dense linear algebra. Physical boundary condi-
tions such as pressure drops are applied directly, avoid-
ing special choices for non-convergent lattice sums. The
scheme is simple, applies to arbitrary unit cells, inherits the
adaptivity of the FMM (no uniform meshes are needed),
is essentially dimension- and PDE-independent, and cou-
ples to existing spectral close-evaluation quadratures. We
showcase applications in large-scale high-accuracy integral
equation simulations of the effective permeability of com-
posite media, microfluidic design, and vesicle dynamics, in
two and three space dimensions and various dimensions of
periodicity.
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MS11

Contact-Aware Simulations of Particulate Stoke-

sian Suspensions

We present an efficient, accurate, and robust method for
the simulation of dense suspensions of deformable and rigid
particles immersed in Stokesian fluid. We use a well-
established boundary integral formulation for the problem
as the foundation of our approach. This type of formula-
tions, with a high-order spatial discretization and an im-
plicit and adaptive time discretization, have been shown
to be able to handle complex interactions between parti-
cles with high accuracy. Yet, for dense suspensions, very
small time-steps or expensive implicit solves as well as a
large number of discretization points are required to avoid
non-physical contact and intersections between particles,
leading to numerical instability. In our framework, the
interference-free configuration is ensured by introducing
contact constraints into the system. Our method main-
tains the accuracy of previous methods at a significantly
lower cost for dense suspensions. While interference-free
constraints are unnecessary in the continuous formulation,
in the discrete form of the problem they make it possible
to eliminate catastrophic loss of accuracy by preventing
contact.

Abtin Rahimian, Libin Lu
Courant Institute of Mathematical Sciences
New York University
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Denis Zorin
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MS11

An Integral Equation Method for 3D Surfactant-
Covered Drops

We consider picoliter sized drops covered with an insolu-
ble surfactant; at these small scales the inertial effects are
negligible and the dynamics are governed by the Stokes
equations. Surface active agents (surfactants) modify the
surfaces tension forces and can be used to stabilize the
system, i.e. preventing the droplets from coalescing. A
boundary integral formulation for Stokes flow is used,
where an accurate representation of each surface is based
on a spherical harmonic expansion. In this context, spe-
cial attention must be given to the numerical integration,
to accurately handle both singular (self-self interaction)
and nearly-singular (multiple drops interaction) integrals.
When simulating drops, a strong deformation of the point
distribution might appear and this can cause aliasing er-
rors and possibly numerical instabilities. For this reason
we propose a new reparametrization method which takes
into account the whole system (drop/surfactant), updating
coherently the point distribution and the surfactant con-
centration taking advantage of the spectral representation
of both.

Chiara Sorgentone
La Sapienza University of Rome
sorgento@kth.se

MS11

A New Boundary Integral Equation Formulation
for Vesicle Electrohydrodynamics

The electrohydrodynamics (EHD) of vesicle suspensions is
characterized by studying their pairwise interactions in ap-
plied DC electric fields in two dimensions. In this talk, a
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boundary integral equation (BIE) based formulation for
vesicle EHD is introduced, followed by a solution scheme
based on Stokes and Laplace potential theory. In the dilute
limit, the rheology of the suspension is shown to vary non-
linearly with the electric conductivity ratio of the interior
and exterior fluids. The prolate-oblate-prolate transition
and other transitionary dynamics observed in experiments
and previously confirmed via numerical simulations is fur-
ther investigated here for smaller reduced areas. When
two vesicles are initially un-aligned with the external elec-
tric field, three different responses are observed when the
key parameters are varied: (i) chain formationthey self-
assemble to form a chain that is aligned along the field
direction, (ii) circulatory motionthey rotate about each
other, (iii) oscillatory motionthey form a chain but oscillate
about each other.
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MS12

Higher-Order Cut Cell Finite Volume Discretiza-
tions: Theory and Applications

Embedded boundary (cut cell) approaches for solving
PDE’s have reduced cost for grid generation and computa-
tion, but introduce additional challenges to achieve high ac-
curacy, numerical stability, and other important discretiza-
tion qualities. We present a quick survey of cut cell tech-
niques and some mathematical and software frameworks,
along with some examples of model problems and science
applications we are developing. The biggest open ques-
tions involve tradeoffs, including stability (theory of ”small
cells”) and reliability (complex geometry, software) issues,
but in some cases these are outweighed by the benefits of
conservation, accuracy, and performance.

Hans Johansen
Lawrence Berkeley National Laboratory
Computational Research Division
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MS12

A Moving Boundary Cut Cell Approach for Incom-
pressible Euler with a Free Surface

We present an adaptive solver for single-phase incompress-
ible flows with free surface motion, which uses an adaptive,
higher-order cut-cell discretization. Our approach evolves
the free surface in a narrow region at the finest resolution
with a gradient-augmented level set method. We recon-
struct the interface from the level set using an extrema-
limited Hermite interpolant, which improves accuracy and
volume preservation. The fluid solver is an adaptive res-
olution projection scheme that uses higher-order cut cells
to represent fluid boundaries. We use an approximate pro-
jection scheme that exactly matches the fluid boundary
conditions but enforces the divergence-free constraint only
to the order of truncation error. Because the fluid is single-
phase, we have introduced a novel algorithm to extend the
velocity field outside the fluid domain. We show results of
validation against idealized non-linear surface waves, and
discuss progress towards using the algorithm for simulat-

ing fluid-structure interactions in wave energy conversion
devices.
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MS12

Inverse LaxWendroff Procedure for Numeri-
cal Boundary Conditions of ConvectionDiffusion
Equations

We consider numerical boundary conditions for high order
finite difference schemes for solving convection-diffusion
equations on arbitrary geometry. The two main difficul-
ties for numerical boundary conditions in such situations
are: (1) the wide stencil of the high order finite difference
operator requires special treatment for a few ghost points
near the boundary; (2) the physical boundary may not
coincide with grid points in a Cartesian mesh and may in-
tersect with the mesh in an arbitrary fashion. For purely
convection equations, the so-called inverse Lax-Wendroff
procedure, in which we convert the normal derivatives into
the time derivatives and tangential derivatives along the
physical boundary by using the equations, have been quite
successful. In this talk, we will discuss our extension of this
methodology to convection-diffusion equations. It turns
out that this extension is non-trivial, because totally dif-
ferent boundary treatments are needed for the diffusion-
dominated and the convection-dominated regimes. We de-
sign a careful combination of the boundary treatments for
the two regimes and obtain a stable and accurate bound-
ary condition for general convection-diffusion equations.
We provide extensive numerical tests for one- and two-
dimensional problems involving both scalar equations and
systems, including the compressible Navier-Stokes equa-
tions, to demonstrate the good performance of our numer-
ical boundary conditions
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MS12

Application of a High-Order Adaptive Cut-Cell
Method to Complex Moving Deformable Bound-
ary Problems

Previously we presented a high-order adaptive Cartesian
cut-cell method for simulation of embedded boundaries in
a compressible viscous flow. The main idea is a high-
order Central Essential Non-Oscillatory (CENO) scheme
with a novel cell clustering algorithm that addresses the
small cell problem common to all cut-cell methods. In this
talk, we examine the applicability of the cut-cell method
to more challenging engineering applications such as flow
past moving deformable boundaries and flow through nar-
row gaps. Numerical analysis of conservation properties,
accuracy, and stability of the scheme in such rigorous con-
ditions will be presented. We also extend the cell clustering
algorithm to when a new fluid cell emerges or an existing
fluid cell turns into a solid cell due to boundary motion. In
particular, this is shown to satisfy the geometric conserva-
tion laws especially during the cell vanishing and emerging
events. Corrections to fluxes to enforce conservation when
an embedded boundary crosses a coarse/fine mesh refine-
ment interface are introduced, and we assess the impact of
this correction on the numerical properties of the scheme.
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MS13

Numerical Method for the Dirac Equation in the
Nonrelativistic Limit Regime

Dirac equation, proposed by Paul Dirac in 1928, is a rela-
tivistic version of the Schroedinger equation for quantum
mechanics. It describes the evolution of spin-1/2 mas-
sive particles, e.g. electrons. Due to its applications in
graphene and 2D materials, Dirac equations has drawn
considerable interests recently. We are concerned with the
numerical methods for solving the Dirac equation in the
non-relativistic limit regime, involving a small parameter
inversely proportional to the speed of light. We begin with
commonly used numerical methods in literature, including
finite difference time domain and time splitting spectral,
which need very small time steps to solve the Dirac equa-
tion in the non-relativistic limit regime. We then propose
and analyze a multi-scale time integrator pseudospectral
method for the Dirac equation, and prove its uniform con-
vergence in the non-relativistic limit regime.

Yongyong Cai
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MS13

Numerical Analysis of Finite Temperature DFT

We study finite dimensional approximations of the
Mermin-Kohn-Sham equation, which is derived from the
finite temperature DFT model. For general numerical dis-
cretization methods, we prove the convergence of the finite
dimensional approximations and derive the optimal a pri-
ori error estimates. We also provide numerical simulations
for several molecular systems that support our theory.

Huajie Chen
Beijing Normal University
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MS13

A Fast Deterministic Solver for the Schrodinger-
Quantum Boltzmann System

We develop a fast deterministic solver for the Schrodinger-
quantum Boltzmann system. This is a coupled system to
describe the kinetics of Bose-Einstein condensate at finite
temperature, in which the dynamics of the condensate is
described by a generalized Gross-Pitaevskii equation, and
the thermal cloud is represented by a generalized quantum
Boltzmann equation. We will demonstrate the efficiency
and accuracy of the solver using a series of examples.

Jingwei Hu
Department of Mathematics, Purdue University
jingweihu@purdue.edu

MS13

Towards a Mathematical Understanding of Surface
Hopping Algorithms

We develop a surface hopping algorithm based on
frozen Gaussian approximation for semiclassical matrix
Schrödinger equations. The algorithm is asymptotically
derived from the Schrödinger equation with rigorous ap-
proximation error analysis. The resulting algorithm can
be viewed as a path integral stochastic representation of
the semiclassical matrix Schrödinger equations. Our re-
sults provide mathematical understanding to and shed new
light on the important class of surface hopping methods in
theoretical and computational chemistry. Also, I would
like to reportour recent progress onthe improved surface
hopping algorithm with various numerical tests.
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Duke University
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MS14

Radiation Hydrodynamics in GenASiS

GenASiS (General Astrophysical Simulation System) is
a code under development initially and primarily for the
core-collapse supernova problem, and as such neutrino ra-
diation transport is a key part of the physics being de-
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veloped within it. Classes representing phase space (po-
sition space plus momentum space) and particle distribu-
tions thereon are key pieces of infrastructure, and are being
developed in a way that will be extensible from energy-
dependent angular moment formalisms in the near term
to full Boltzmann transport in the long term, including
the potential for adaptive mesh refinement in both posi-
tion space and momentum space. The spatial streaming
operator is handled in conservative form in a time-explicit
manner similar to fluid dynamics, while the collision opera-
tor is handled implicitly; these substeps are combined in an
implicit-explicit Runge-Kutta scheme. Both finite-volume
and discontinuous Galerkin versions are contemplated, as
are gradual implementation of relativistic effects and in-
creasingly sophisticated interactions with matter.
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MS14

Positivity Limiters on the Filtered PN Method for
Linear Transport Equations

We analyze and compare the properties and performance
of several positivity limiters on the recently proposed fil-
tered PN (FPN ) method for linear transport equations.
The original FPN method is known to suffer from the oc-
currence of (unphysical) negative particle concentrations,
which origins from the fact that FPN spherical harmonic
approximations are not always positive at the kinetic level.
These limiters enforce positivity of the FPN approxima-
tions on a finite set of pre-selected points. With a proper
PDE solver, this ensures positivity of the particle concen-
tration at each step in the time integration. We give er-
ror estimates for the positive approximations produced by
these limiters, and verify the estimates with numerical con-
sistency tests. We simulate problems of various regularities
using the FPN method with several limiters, and report
the efficiency of these limiters. The numerical results give
a guideline on selecting positivity limiters for solving prob-
lems with different regularities.
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MS14

Multi-Dimensional Boltzmann-Neutrino-
Radiation-Hydrodynamic Simulations in Core
Collapse Supernovae

Core collapse Supernovae (CCSNe) are catastrophic ex-
plosion phenomena in our universe. They are not only
astrophysically interesting events but also important ex-
perimental sites for high energy physics. Unfortunately,
however, astrophysicists have not achieved to comprehend
the explosion mechanism yet since the physics in CCSNe
is quite complex. Numerical modeling of CCSNe would be
strong (and may be unique) tool to determine what physi-
cal ingredient(s) is (are) essential. Therefore, the progress
of CCSNe community is strongly related with developing
computational science. The major impediment to build the
theory of CCSNe is related with the matter of radiation-

hydrodynamics. Neutrinos play a fundamental role for CC-
SNe, and they are, in general, not equilibrium with mat-
ter. Therefore, we have to treat their dynamics as the
7-dimensional phase space problems i.e., we need to solve
Boltzmann equation. It should be noted, however, that
there have been, thus far, many technical and computa-
tional problems. Our group have tackled these issues and
eventually overcame all of them. Indeed, we recently suc-
ceeded to carry out 2D CCSNe simulations by using newly
developed code. In this conference, I will talk about meth-
ods, results of recent simulations and further progress in
our project.
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MS14

Two-Moment Neutrino Transport Coupled to Rel-
ativistic MHD for Stellar Core Collapse

Collapse and explosion of massive stars depend critically
on a wide variety of physics including relativistic gravity
and hydrodynamics, potentially magnetic fields, the nu-
clear equation of state, and the transport of neutrinos and
their interaction with matter. Our simulation code cou-
ples special relativistic magnetohydrodynamics and two-
moment neutrino transport, which is based on the evo-
lution equations for the energy density and fluxes of the
neutrinos that are closed by a local algebraic closure. The
transport equations are written in a frame comoving with
the fluid and include velocity-dependent terms and, addi-
tionally, corrections due to gravity. We will present our
implementation and results of multi-dimensional simula-
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tions of rotating, magnetized high-mass stars for which ex-
plosions of different types are launched, depending on the
importance of neutrino heating and magneto-rotational ef-
fects.
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MS15

Spectral Element Simulations of Turbulence on
ALCF Theta

We present performance results for the spectral-element-
based Navier-Stokes code, Nek5000, on the Argonne Lead-
ership Computing Facility Theta, which features Intel’s
KNL many-core nodes. We describe on- and off-node per-
formance as well as ongoing optimization efforts.
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MS15

H-to-P Efficiently: The Use of Collections with Ac-
celerators Within Nektar++

As the HPC community looks towards the use of many-
core technology to enable the next generation of super-
computers, there is a need to understand how this new
paradigm maps to existing codes and algorithms that can
already effectively utilise current generation HPC facili-
ties. In this presentation, we present the approaches cur-
rently being undertaken inside the Nektar++ spectral/hp
element framework to tackle this challenging issue. Nek-
tar++ provides solver developers with a toolbox of tech-
niques that can be used to employ the use of high-order
spectral elements for various solvers, with application areas
including incompressible and compressible fluid dynamics,
cardiac electrophysiology and advection-diffusion-reaction
problems. Spectral elements provide increased compact-
ness and memory efficiency over the more traditionally-
used lower-order methods, meaning they have far greater
potential to exploit many-core processors. The presenta-
tion will demonstrate our existing techniques for decreasing
runtimes across a range of polynomial orders, by exploit-
ing the mathematical framework of the method to admit
a number of different collective operators that are key to
the method. We will show how this collective nature pro-
vides a route through which we can tackle the challenge of
many-core hardware in our existing codebase.
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MS15

Performance Evaluation of a Very Efficient High-
Order Accurate Imex Solver for Incompressible
Fluid Dynamics on Intel Xeon Phi

Abstract not available
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MS15

PyFR and GiMMiK on Intel KNL: Performance,
Scalability, and Applications

PyFR is a Python based framework for solving the com-
pressible Navier–Stokes equations on mixed unstructured
grids using the high-order flux reconstruction (FR) ap-
proach. Through the use of run-time code generation, en-
abled via the use of a bespoke domain specific language, the
framework is capable of achieving portability across a range
of architectures. Within an FR time step it is possible to
cast many of the operations in the form of block-by-panel
type matrix multiplications. In the case of PyFR these op-
erations are offloaded to the GiMMiK library. In this talk
we will show how PyFR and GiMMiK were adapted to run
on the Intel KNL platform. Performance and scalability
results will be presented and a compared with our existing
results on both the first generation Xeon Phi and tradi-
tional Xeon platforms. Further, we will also outline our
experiences with how best to manage the MCDRAM from
Python and how this can be integrated into the NumPy
ecosystem. Special attention will also be given towards the
issue of the start-up time of PyFR on KNL.
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MS16

Hessian Approximation Using Operator Symbols

In this talk we discuss a method to derive the Hessian
for shape optimization with the help of operator symbols
based on Fourier analysis. The derivation of the symbol is
performed analytically for the Stokes equations and shows
good agreements with the Hessian obtained with finite dif-
ferences for small Reynolds flows. From the resulting sym-
bol one can deduce that the Hessian is a pseudo-differential
operator of order one. As a consequence the symbol can be
used to smooth the search direction, potentially leading to
a faster convergence while preserving a smooth design. To
assure an efficient computation of the resulting precondi-
tioner the pseudo-differential Hessian operator is approx-
imated by an even order differential operator defined on
the shape. To mimic linear scaling behavior for significant
frequencies, we make use of a windowed Fourier transform.
The preconditioner has been applied for drag minimiza-
tion and shows a faster convergence compared to classical
Sobolev smoothing for Reynolds numbers up to 80.
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MS16

Procedurally Generated Shape Hessians and Their
Computation Using Fenics

A novel approach using shape hessian information to solve
optimisation problems governed by the Stokes equations
is considered. The shape hessian is used within the SQP
framework to solve the nonlinear shape optimisation prob-
lem. This is either done by solving a reduced or full size
KKT System to gain a decent direction for the change of
the domain. Standard gradient type line search algorithms
have to face the problem of slow convergence and deter-
mination of a suitable step length. Newton type optimi-
sation approaches in shape optimisation have the ability
to overcome these issues, however they introduce several
challenges which will be addressed within this presentation.
The shape hessian can be divided into a geometric and dy-
namic part, whereas the dynamic part is the dominating
contribution. Computation of the dynamic term implies to
solve a linearized state equation for the local shape deriva-
tive and to evaluate its normal derivative, which leads to a
lack of regularity within practical implementation. The Fi-
nite Element software FEniCS was used to implement the
proposed shape hessian approach. Numerical difficulties in
the mesh update and mesh quality preservation together
with possible measures to address these problems will be
presented. Having a stable algorithm, the gained results
and their superiority over gradient based methods will be
shown.
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MS16

Different Taping Strategies for AD-based Adjoints
Analyzed for SU2

Code generation for adjoints can be automized via tools
for Algorithmic Differentiation (AD). There are two ways
how intermediate values of the initial (primal) simulation
can be stored for the adjoint or reverse sweep for efficient
derivative computation, namely Jacobi taping and primal
value taping. Jacobi taping is easy to apply and implement
but yields an overall higher memory consumption. Primal
value taping is more involved in the implementation and
more things have to be considered when it is used to gen-
erate adjoint code. However, the advantage is that the
memory consumption is lower compared to Jacobi taping.
Both approaches can be supported by different memory
management techniques which result in different ways to
generate adjoints. We compare in total four techniques,
which differ in the required memory, the computational
complexity and the maintenance effort. The analysis of
the different techniques is done for the SU2 suite, which is
an open-source collection of software tools written in C++
for performing Partial Differential Equation (PDE) anal-
ysis and solving PDE-constrained optimization problems.
The toolset is designed with computational fluid dynam-
ics and aerodynamic shape optimization in mind, but has
been extended to treat arbitrary sets of governing equa-
tions. We will show an in-depth analysis of all four adjoint
approaches realized in SU2 by the AD tool CoDiPack, and
finally show their potential for the effective use in aerody-
namic shape optimization.
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Automatic Generation of Shape Derivatives and
Hessians

A fully automatic framework for generating directional
shape derivatives as well as shape Hessians is discussed.
To this end, the mathematical problem is formulated in
the Uniform Form Language (UFL) and then processed by
a semantic analysis, which automatically applies the for-
mal differentiation rules of shape calculus. Based on reg-
ularity assumptions of the problem provided by the user,
the analysis step then, on its own, chooses or omits tan-
gential calculus, such as the divergence theorem in tan-
gent spaces, and generates the surface representation of
the shape derivative if applicable. Otherwise, volume ex-
pressions can also be generated. Repeated application of
the analysis step results in the automatic derivation of the
shape Hessian of the problem. As the directional shape
derivative is generated within the UFL language, the re-
sulting UFL expression can next be seamlessly processed
by the FEniCS environment, thereby automatically gener-
ating the complete optimization loop, including the primal
and dual solver.
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Advances in Generalised Metropolis-Hastings Al-
gorithms

A recent generalization of the Metropolis-Hastings algo-
rithm allows for parallelizing a single chain using exist-
ing MCMC methods (Calderhead, PNAS, 2014). The
construction involves proposing multiple points in paral-
lel, then defining and sampling from a finite-state Markov
chain on the proposed points such that the overall proce-
dure has the correct target density as its stationary distri-
bution. In this talk I’ll discuss this algorithm and some of
the most recent advances employing this approach.

Ben Calderhead
Imperial College London
b.calderhead@imperial.ac.uk

MS17

Estimating Large-Scale Chaotic Dynamics

Obvious likelihood approaches are not available for chaotic
systems, due to the sensitivity of the trajectories to any
perturbations in the calculations. For large systems, such
as used for weather predictions, Ensemble Prediction Sys-
tems (EPS) are used to quantify the uncertainty. Here
we extend EPS, with essentially no additional CPU costs,
to online estimation by perturbing the model parameters
as well. The estimation can be performed both by a co-
variance update process using importance weights, or by
employing evolutionary (DE) optimisation. Here we em-
phasize the use of DE for multiple cost function situations.

Heikki Haario
Lappeenranta University of Technology
Department of Mathematics and Physics
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MS17

Bayesian Inverse Problems with Infinitely-Divisible
Priors

The main modelling step in a Bayesian inverse problem
is the choice of the prior measure that reflects our prior
information about the solution. In this talk we discuss
the well-posedness of Bayesian inverse problems with non-
Gaussian priors on Banach spaces. Given a forward map
and noise model, our goal is to identify the classes of prior
measures that result in a well-posed inverse problem. We
observe that well-posedness depends on a balance between
the growth of the log-likelihood function and the tail be-
havior of the prior measure. Then we apply our well-
posedness theory to special cases such as additive noise
models, linear problems and infinitely-divisible prior mea-
sures. In each case we derive simple conditions that en-
sure the well-posedness of the inverse problem. Finally,
we study some practical aspects of Bayesian inverse prob-
lems such as their consistent approximation and present
concrete examples of well-posed Bayesian inverse problems
with infinitely-divisible prior measures.

Bamdad Hosseini
Department of Mathematics
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MS17

Triple Model Reduction for Efficient Bayesian In-
version

In this work, we present an approach to solve large-scale
Bayesian inverse problems in high dimensional parame-
ter spaces. We combine a goal-oriented model reduction
(using various flavors of empirical interpolation methods)
approach for state, data-informed reduction for parame-
ter, and randomized misfit approach for data reduction.
The method is designed to mitigate the bottlenecks due to
large scale PDEs, high dimensional parameter space, and
an ever-increasing data space.

Vishwas Rao
ICES, UT Austin
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MS18

Practical Algorithms for Large Tensor Computa-
tions

This talk reviews the algorithms contained in libtensor,
a general-purpose library for tensor computations. The
library is not specific to any particular domain of appli-
cations, however its main strength is efficient handling of
tensor symmetry and sparsity found in many-body quan-
tum chemistry theory, which remains its primary applica-
tion to date. The central data structure in libtensor is
the block tensor, a tiled representation of the tensor with
blockwise specification of symmetry and sparsity, i.e. sym-
metry is defined through relations between blocks, which
can be zero or non-zero. This representation is particularly
suitable for handling large tensors (1010 entries and more)
by storing them out-of-core on shared-memory computers
or in-core on distributed architectures. Algorithms that
take advantage of symmetry and sparsity in block tensors
will be discussed in this presentation. Programming of ten-
sor expressions with libtensor is enabled through a C++
internal domain-specific language. Tensor expressions are
converted into an abstract syntax tree, which allows pre-
evaluation analysis, symbolic manipulation, and optimiza-
tion of the computation at runtime. This approach allows
the programmer to focus on the correctness of problem
setup leaving the details of tensor evaluation to runtime.

Evgeny Epifanovsky
Q-Chem, Inc.
Pleasanton, CA 94588
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MS18

Tensors and the Power of Imagination

Tensor contraction (TC) is an important kernel in many
scientific computing applications (SCAs), such as quan-
tum chemistry. Due to the fundamental similarity of TC
to matrix multiplication (MM) and to the availability of
optimized implementations such as the BLAS, tensor op-
erations have traditionally been implemented in terms of
BLAS operations, incurring both a performance and a stor-
age overhead as tensors are converted to matrix form. In-
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stead, we employ our imagination and simply pretend that
the tensors are matrices during the bulk of the MM algo-
rithm. This is possible using the BLIS framework, as im-
plemented in C++, using duck typing and operator over-
loading. When actual tensor elements are required, a novel
matrix-centric tensor layout–the block scatter matrix–is
utilized. We show that this approach yields a TC algo-
rithm with essentially no overhead relative to the equiva-
lent matrix multiplication. We present performance results
for this algorithm and also discuss how such an algorithm
is best leveraged and extended for use in actual quantum
chemistry applications.

Devin Matthews
The University of Texas at Austin
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MS18

Loop Fusion to Optimize Sequences of Tensor Con-
tractions

Integral transformation is a fundamental and computation-
ally demanding calculation used in many computational
chemistry suites such as NWChem. A commonly used
variant transforms a four-dimensional tensor through a se-
quence of four tensor contractions that each contract a
four-dimensional tensor with a two-dimensional transfor-
mation matrix. Differing degrees of permutation symme-
try in the intermediate and final tensors in the sequence of
contractions cause intermediate tensors to be much larger
than the final tensor and can limit the number of electronic
states that can be modeled on a parallel computer system.
Loop fusion, in conjunction with tiling, can be very effec-
tive in reducing the total space requirement, as well as data
movement. However, there are a large number of possible
choices for loop fusion and tiling, and for data/computation
distribution across a parallel system. We develop an ap-
proach to choice of fusion/tiling configuration, using lower
bounds modeling of data movement complexity. We es-
tablish relationships between available aggregate physical
memory in a parallel computer system and ineffective fu-
sion configurations, enabling their pruning and consequent
identification of effective choices and the development of a
more effective fused implementation than the existing ver-
sions in NWChem.
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MS18

TCCG: Tensor Contraction Code Generator

We present “GEMM-like Tensor-Tensor multiplication”
(GETT), a novel approach to tensor contractions that
mirrors the design of a high-performance general matrix-
matrix multiplication (GEMM). The critical insight behind
GETT is the identification of 3 index sets, involved in the
contraction, which enable us to systematically reduce an
arbitrary tensor contraction to loops around a highly tuned
“macro-kernel”. This macro-kernel operates on suitably

prepared (“packed”) sub-tensors that reside in a speci-
fied level of the cache hierarchy. In contrast to previous
approaches to tensor contractions, GETT exhibits desir-
able features such as unit-stride memory accesses, cache-
awareness, as well as full vectorization, without requir-
ing auxiliary memory. To compare our technique with
other approaches, we integrated GETT alongside the so
called Transpose-Transpose-GEMM-Transpose and Loops-
over-GEMM approaches into an open source “Tensor Con-
traction Code Generator” (TCCG). The performance re-
sults suggest that GETT has the potential of becoming
the method of choice: While GETT exhibits excellent per-
formance across the board, its effectiveness for bandwidth-
bound tensor contractions is especially impressive, outper-
forming existing approaches by up to 12.3x. More precisely,
GETT achieves speedups of up to 1.42x over an equivalent-
sized GEMM for bandwidth-bound contractions while at-
taining up to 91.3% of peak floating-point performance for
compute-bound contractions.
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MS19

Sedimentation and Deposition Simulation with
LibMesh

Turbidity currents are particle-laden, gravity-driven under-
flows in which the particles are largely or wholly suspended
by fluid turbulence. The particles can be carried for long
distances and eventually they will settle, being responsi-
ble for sediment deposits generating geological formations
of considerable interest for the oil and gas industry. In
this work, we present a finite element variational multi-
scale formulation applied to the numerical simulation of
particle-laden flows. We employ a Eulerian framework to
describe the flows in which the mathematical model results
from the incompressible NavierStokes equation combined
with an advection-dominated transport equation. Parallel
adaptive mesh refinement and coarsening (AMR) provided
by libMesh is used as an optimal strategies for tackling
large-scale sedimentation simulations. Numerical exper-
iments have shown that the present formulation captures
most of the relevant turbulent flow features with reasonable
accuracy, when compared with highly resolved numerical
simulations and experimental data.
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MS19

Scalable Parallel Implementation of a Coupling
Scheme Using LibMesh

In this article, we will present a framework to solve cou-
pled equation systems, based on the libMesh library. This
framework adds an abstraction layer that allows the user to
couple different models at different scales and with different
meshes. The coupling scheme itself is an implementation
of the Arlequin method. This method couples the models,
defined over different and non-conformal meshes, using a
volumetric term, which is calculated from the intersections
between the meshes. The coupled system is solved using
the LATIN method. Each iteration of this method is di-
vided into a coupled and a decoupled stages, and different
solvers can be used in the former stage for each model. As
an application of this framework, we will present an imple-
mentation of a computational homogenization method ap-
plied to polycrystalline materials, which allows us to iden-
tify the properties of the macro scale model of these mate-
rials knowing those of their heterogeneous and non-linear
micro scale model. This work benefited from French state
funding managed by the National Research Agency under
project number ANR-14-CE07-0007 CouESt.
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MS19

A Monolithic Approach to Numerical Simulation
of Airflow in the Lungs

We present a novel monolithic preconditioner for iterative
solution of the geometric multiscale problem of a finite el-
ement Navier-Stokes model coupled to a reduced dimen-
sional model. Using a monolithic approach as opposed to
the more widely used partitioned approach allows for more
robust simulations with larger timesteps. This monolithic
preconditioner has been developed using a Schur comple-
ment approach that allows for the use of different Navier-
Stokes preconditioners depending on the chosen applica-
tion. We investigate this preconditioner in the context of
airflow in the lungs using code developed using the scal-
able high-performance libraries libMesh and PETSc. We
show that using this preconditioner the number of linear
solver iterations is not mesh dependent and is largely inde-
pendent of the number of coupling boundaries between the
Navier-Stokes model and reduced dimensional model. We
also show that by using a larger timestep we can perform
simulations that are more than twice as fast as competing
methods and are scalable to millions of unknowns.

James P. Mbewu
University of Oxford
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MS19

LibMesh: Past, Present, and Future

An introduction to the design and development process

of the libMesh Finite Element Library. Beginning with
the history of libMesh collaboration, this talk discusses
the software development challenges posed by an ever-
increasing variety of use cases, growing user base, and dis-
tributed collaboration between developers with separate
goals at a variety of institutions. Interactions with the
wider software ecosystem of third party dependencies and
dependent applications and middleware are also explored.
Many of the design decisions in libMesh and their evolu-
tion are discussed, and the talk will conclude with a few
examples of upcoming library development directions and
features.

Roy Stogner
University of Texas at Austin
roystgnr@ices.utexas.edu

MS20

Data Compression for Checkpoint Optimization

Data movement is a major computational bottleneck in
many HPC applications. Future HPC systems are being
designed with limited bandwidth to the parallel file sys-
tem, remaining at about 1 TB/s. Thus, reducing the vol-
ume of data needed for transfer to the parallel file system
could mitigate the stagnate growth in file system band-
width. One approach is through compression; however,
traditional lossless compression techniques do not signifi-
cantly reduce the size of HPC floating-point data. Lossy
compression, on the other hand, is proving to be a viable
tool for effectively reducing the size of checkpoint and vi-
sualization files transferred to the parallel file system by
allowing small controllable amounts of error into the data.
Yet, a critical aspect of utilizing lossy compression in prac-
tice is control of the resulting error. In this talk, selection
of lossy compression error tolerances based on program on
knowledge of the truncation error of the problem is dis-
cussed. The efficacy of this method on model problems
is presented along with two production level HPC codes:
PlasComCM and Nek5000.
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MS20

Using Error Estimates In Resiliency

Data corruption may arise from a wide variety of sources
from aging hardware to ionizing radiation, and the risk of
corruption increases with the computation scale. Corrup-
tions may create failures, when execution crashes; or they
may be silent, when the corruption remains undetected.
We studied solutions to failures and silent data corruptions
for numerical integration solvers, which are particularly
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sensitive to corruptions. Numerical integration solvers are
step-by-step methods that approximate the solution of a
differential equation. Corruptions are not only propagated
all along the resolution, but the solution could even diverge.
In numerical integration solvers, approximation error can
be estimated at a low cost. We use these error estimates for
two applications in fault tolerance. Concerning silent data
corruptions, we demonstrated a new lightweight detector
for solvers. We rigorously showed that all corruptions af-
fecting the accuracy of a simulation are detected by our
method. Concerning failures, the classic checkpointing-
restart mechanism can be a bottleneck because of data
movement costs. Lossy compression constitutes a promis-
ing solution, because it reduces IO bandwidth needs. How-
ever, it is unclear what level of error from lossy compres-
sion is acceptable for a give application. Using the error
estimates determined above from integration solvers is one
possible way to guarantee that the compression loss is no
worse than the error of the solver.
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MS20

Soft Error Resilience in Big Data Kernels: An Al-
gorithmic Approach

The shrinking processor feature and operating voltages of
processor circuits are making them increasingly vulnerable
to soft faults, which calls for fault resilience techniques at
both the software and hardware levels under the big data
context. In this talk, we propose a low cost algorithmic
approach to significantly improve soft error resilience for
Big Data kernels.
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MS20

A Self-Correcting Connected Components Algo-
rithm

We present an algorithmic design principle that we refer to
as self-correction. In this approach, we consider the possi-
ble states of the algorithm and divides them into valid and
invalid states. A valid state is one from which the algo-

rithm will converge to a correct result assuming a fault-free
execution. By contrast, from an invalid state the algorithm
instead produces an incorrect result or diverges. A hard-
ware fault may bring the algorithm to an invalid state.
A self-correcting algorithm detects that it is in an invalid
state, and using the previously known valid state, brings
itself back to some valid state, and thus ensuring even-
tual convergence. To illustrate the principle, we present a
self-correcting algorithm for the problem of computing the
connected components of a graph. Our algorithm derives
from a highly parallel but non-resilient algorithm, which is
based on the technique of label propagation (LP). Our self-
correcting algorithm, Ft-LP, has relatively small storage
and computation overheads: in empirical tests on a vari-
ety of input graphs, we observe execution time overheads
of 10-35% in Ft-LP compared to LP even at high fault
rates, with the computation overhead increasing gracefully
as fault rates increase.

Piyush Sao, Richard Vuduc
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MS21

Challenges in Managing Scientific Workflows in
Heterogeneous Environments

Today, complex scientific computations are often struc-
tured as workflows. To support the execution of these
workflows, new knowledge must be gained in how to deliver
high-performance and distributed computing resources to
the scientists desktop in an accessible, reliable and scal-
able way. This talk will describe the challenges arising
when managing scientific workflows in such distributed en-
vironments. These issues include data management, re-
source provisioning, computation scheduling, and prove-
nance tracking. Additional considerations include perfor-
mance optimization and reliability.
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MS21

Towards Executing Dynamic and Adaptive Appli-
cation Workflows on Heterogeneous Infrastructure
Using Pilot-Abstractions

Scientific application workflows are comprised of hetero-
geneous tasks that are constructed dynamically and vary
in the resources required. In addition to efficient execu-
tion there is also the need to adapt the (tasks of the)
workflows, e.g. because of fluctuating resource availability.
We present an abstraction-based and pilot-based software
stack that enables the efficient execution of workflows on
diverse resources. In choosing the right abstractions for
bi-directional information traversal this also enables appli-
cation workflow adaptivity.
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MS21

The Uintah - VisIt Coupled Workflow

We present recent work with the Uintah framework that is
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part of the developer and application scientist workflow,
which is composed of three layers. The first, the run-
time layer, computer scientists are tasked with develop-
ing and maintaining simulation controllers to paralleliza-
tion schemes and require workflow tools that allow them
to visualize and analyze changes in the memory to the
mpi scheduling. The second, the application layer, domain
scientists are tasked with developing and maintaining the
physics to the meshing schemes and require workflow tools
that allow them to visualize and analyze changes in the
solvers to the mesh elements. Finally, the third, the user
layer, requires workflow tools that allow users to visual-
ize and analyze not only everything previously described
but also parameters changes to the simulation results. To
accomplish this task we have coupled Uintah’s framework
with the VisIt framework to allow in-situ interactive par-
allel visualization and analysis. For the runtime and ap-
plication layers some of this coupling is performed through
a series of lightweight structures giving access to both run
time and application settings not normally available ex-
cept as hard to examine text files. At the same time
Uintahs DataWarehouse and other components are com-
pletely exposed to the user for visualization and analysis.
All together this work forms an interactive runtime simula-
tion dashboard that has been incorporated into the Uintah
workflow.
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MS21

Implementing Multi-Scale Simulation Workflows
with COMPS

COMPSs is a coarse grain, task-based programming model
aiming at the implementation of dynamic computational
workflows. COMPSs supports the execution of workflows
in clusters, private, public and hybrid clouds, including
platforms such as the Chameleon cloud. The talk will
present recent work on the extensions of COMPSs to sup-
port MPI simulations as tasks and the features to deal with
efficient multi-scale simulations, which have been designed
having in mind the Human Brain Project requirements.
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MS22

Model Error in CO2 Retrieval from Satellite Mea-
surements

NASA’s OCO-2 mission collects space based measurements
of atmospheric CO2. Data are collected with high spa-
tial and temporal resolution and the data product includes
both an estimate of column averaged CO2 dry air mole
fraction (XCO2) and an estimate of uncertainty. The OCO-
2 instrument measures reflected sunlight and uses a physi-
cal model and Bayes Theorem to estimate XCO2. However,
computational shortcuts are taken to obtain an estimate of

the posterior mode (X̂) and posterior variance (Ŝ). Even
thought the forward model is not linear, users usually treat
the posterior distribution as Gaussian with mean X̂ and

variance Ŝ. Also, uncertainty due to several uncertain pa-
rameter inputs and model discrepancy is not taken into
account. A UQ group within the OCO-2 mission has de-
veloped a testbed, where a surrogate model (simplified, but
physically realistic) can be used to study various aspects
of the retrieval. In this talk we will discuss a few testbed
experiments, such as full exploration of the posterior via
MCMC, effects of model discrepancy and parameter uncer-
tainty.
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MS22

Bayesian Calibration of Simulators with Structured
Discretization Uncertainty

When computational constraints prohibit model evalua-
tion at all but a small ensemble of parameter settings,
a dimension-reduced emulator of the system can be con-
structed and interrogated at arbitrary parameter regimes.
The choice of the emulator model is a critical aspect
of calibration. Existing approaches treat the mathemat-
ical model as an unknown, deterministic response sur-
face. However, in many cases the underlying mathemat-
ical model, or the simulator approximating the mathemat-
ical model, are stochastic. In this paper, we propose a
Bayesian statistical calibration model for stochastic simu-
lators. The approach is motivated by two applied prob-
lems: a deterministic mathematical model of intra-cellular
signaling whose implementation on computer nonetheless
has discretization uncertainty, and a stochastic model of
river water temperature commonly used in hydrology.
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MS22

Model Error and Statistical Calibration of Physical
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Models

The predictive fidelity of computations of physical systems
is often limited due to structural errors in model specifica-
tion. Increasingly, there is interest in, and ongoing work
on, the modeling of model error, and its estimation in the
process of model calibration. This talk will address the
statistical representation of model error in computational
models, and its estimation in a Bayesian inference frame-
work. The context of physical system modeling motivates
a particular strategy of embedding model error within the
model, where key approximations are present. We will il-
lustrate the construction in both homogeneous chemical
ignition and large eddy simulation of turbulent flow.

Habib N. Najm
Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

Khachik Sargsyan, Xun Huan
Sandia National Laboratories
ksargsy@sandia.gov, xhuan@sandia.gov

MS22

Model Discrepancy and Influenza Forecasting: A
Bayesian Hierarchical Modeling Approach

Reduced order (i.e., simplified or approximate) models
(ROMs) can permit a useful description of a process when
complete knowledge of the system is unavailable. In some
regimes, the lack of system knowledge will introduce sys-
tematic discrepancies between fitted ROM output and ob-
servations of the process. Discrepancy functions and mea-
surement error are often introduced to explain these dif-
ferences, where the ROM/observation residuals are par-
titioned into systematic (discrepancy) and random (mea-
surement error) components. From a probabilistic model-
ing standpoint, specifying a joint distribution for the ROM,
discrepancy function, and measurement error is challenging
due to complex dependencies between various model com-
ponents. We propose a Bayesian hierarchical model, where
complex dependencies are specified through tractable con-
ditional distributions. Information about the discrepancy
conditioned on the ROM can readily be incorporated into
the Bayesian hierarchical modeling framework. We illus-
trate these ideas in the context of flu forecasting in the
United States.
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MS23

Measures of Residual Risk with Connections to
Regression, Risk Tracking, Surrogate Models, and
Ambiguity

Standard deviation, mean-squared error, and regression are
integral parts of even the most rudimentary data analy-
sis. Decision making based on utility theory and risk, in
the Markowitzian sense of mean-plus-standard deviation, is
equally widely adopted. In this presentation, we describe
far-reaching extensions of these concepts that enable alter-
native approaches to risk mitigation and preference-driven
data analysis. We give fundamental connections between
regression and decision making, which lead to the construc-
tion of measures of residual risk. These measures quan-
tify the improved situation faced by a hedging investor

compared to that of a single-asset investor, but the no-
tion reaches further with relations to forecasting, learning,
and regression. Relying on convex analysis, we establish
properties of broad classes of measures of error, deviation,
regret, risk, and residual risk. These measures can play
central roles in the development of risk-tuned approxima-
tions of random variables, in tracking of statistics, and in
estimation of the risk of conditional random variables. We
illustrate the framework by develop a risk-based sparsity-
inducing approach to surrogate models in high-dimensional
dynamical systems as well as by learning of computation-
ally costly simulation output from inexpensive simulations
in the context of an ultra-high speed navy vessel.

Johannes O. Royset
Operations Research Department
Naval Postgraduate School
joroyset@nps.edu

MS23

Time Consistency of Multistage Stochastic Pro-
grams

In this talk we discuss time consistency of multistage
stochastic programs with relation to the modern theory
of risk measures. Basically two main approaches were con-
sidered in the recent literature. In one approach optimality
at every stage is defined by an objective function given by
a conditional risk measure satisfying some basic assump-
tions. The other approach deals with optimal policies in
a direct way and is closely related to Bellman’s principle
of optimality. One of the goals of this talk is to clarify a
relation between these two approaches to time consistency.
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MS23

Risk-Averse PDE-Constrained Optimization

The modelling of uncertainty or ambiguity in practical ap-
plications leads to models in engineering and the natural
sciences that involve partial differential equations (PDEs)
with uncertain parameters. Passing from modelling and
simulation to optimization, we are forced to consider PDE-
constrained optimization problems under uncertainty. This
then requires us to employ and extend ideas from stochastic
programming and risk management to handle optimization
problems with distributed parameters and decision vari-
ables. In particular, we employ risk measures to handle
the stochasticity of the objective functional and control-
to-state mapping. This leads to non-smooth, stochastic
PDE-constrained optimization problems. After establish-
ing reasonable conditions that allow us prove the existence
of a solution and derive first-order optimality conditions,
we discuss smoothing techniques (including their asymp-
totic behavior). We then demonstrate the effects of various
risk measures on the overall cost and design of the decision
via numerical examples.
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Surrogate Models For Characterizing Tail Statis-
tics Of Systems Governed By PDEs

Performance of physical and engineering systems is often
described by statistics of distribution tails such as quan-
tile and probability of exceedance. However, these func-
tions have poor mathematical properties for distributions
described by sample statistics. Therefore, it is very dif-
ficult to optimize such quantities and build systems with
the optimal characteristics. The recent trend is to use al-
ternative characteristics, serving similar purposes: Condi-
tional Value-at-Risk (CVaR) and Buffered Probability of
Exceedance (bPOE). CVaR and bPOE can be optimized
with convex and liner programming algorithms. We build
surrogates for CVaR and bPOE of systems described by
Partial Differential Equations (PDEs) with stochastic pa-
rameters. The surrogates are estimated with linear regres-
sion algorithms.

Stan Uryasev, Giorgi Pertaia
University of Florida
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MS24

Derivative-Free Constrained Stochastic Optimiza-
tion of a Scramjet, Using SNOWPAC

We present the derivative-free optimization tool
(S)NOWPAC for derivative-free nonlinearly constrained
stochastic optimization. Our target applications are com-
putationally expensive robust optimization tasks where
sample approximations for risk and deviation measures
define the objective function as well as the constraints.
Our proposed optimization procedure combines fully linear
local surrogate models with global Gaussian processes,
to mitigate the noise, within a trust region framework.
Using the CUTEst optimization benchmark problem set,
we demonstrate that (S)NOWPAC exhibits both fast
pre-asymptotic descent and highly accurate results as the
number of optimization steps increases. The fast initial
descent and the noise reduction due to the Gaussian
process models allow for an efficient optimization of oth-
erwise computationally expensive supersonic propulsion
system simulations. We close the talk with results on the
optimization of air-fuel mixing within a scramjet under
uncertain inflow conditions and nonlinear constraints on
scalar dissipation to achieve uniform combustion.

Friedrich Menhorn
Department of Informatics, Technische Universität
München
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MS24

Numerical Simulation of Stochastic Navier-Stokes
Equations Under High-Dimensional Random Forc-
ing

In this numerical study the effect of high-dimensional
stochastic forcing in time-dependent flows is investigated.

To efficiently quantify the evolution of stochasticity in such
a system, the dynamically orthogonal method is used. In
this methodology, the solution is approximated by a gen-
eralized Karhunen-Loeve (KL) expansion in the form of

u(x, t;ω) = u(x, t)+
∑N

i=1 yi(t;ω)ui(x, t), in which u(x, t)
is the stochastic mean, the set of ui(x, t)’s is a determin-
istic orthogonal basis and yi(t;ω)’s are the stochastic co-
efficients. Explicit evolution equations for u, ui and yi

are formulated. The elements of the basis ui(x, t)’s re-
main orthogonal for all times and they evolve according
to the system dynamics to capture the energetically dom-
inant stochastic subspace. We consider two classical fluid
dynamics problems: (1) flow over a cylinder, and (2) flow
over an airfoil under up to one-hundred dimensional ran-
dom forcing. We explore the interaction of intrinsic with
extrinsic stochasticity in these flows. The energy cascades
and correlation between stochastic energy levels in the sta-
tistical sense are also analyzed.

Hessam Babaee
MIT
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MS24

From Data to Optimization Under Uncertainty: A
Scalable Framework for Bayesian Inversion and Op-
timal Control of Random PDEs with Application
to Turbulent Flows

We develop a framework for quantifying uncertainties
across the pipeline of modeling—from observational data,
to Bayesian inversion, to optimal control—for forward
models given by PDEs augmented with inadequacy mod-
els. We instantiate this framework in the context of mod-
eling incompressible turbulent flow via an algebraic tur-
bulence model. Inadequacy of the turbulence model is
represented by an inadequacy field within the turbulent
viscosity term that is governed by an advection-diffusion-
reaction PDE with random diffusion field. The inverse
problem is to infer parameters in the turbulence model (in-
cluding mean and variance of the random diffusion field)
by calibrating the turbulence model with DNS data. The
optimal control problem is to determine values of control
variables that minimize the expected value of a quantity
of interest, for random parameters and random diffusion
field with uncertainty given by Bayesian calibration. Ex-
ecuting this pipeline with conventional UQ methods is in-
tractable due to the infinite dimensional (large scale after
discretization) random field that characterizes the inade-
quacy model, and the expense of solving the (highly non-
linear) forward turbulence model. To make the pipeline
tractable, we invoke quadratic approximations of the dif-
fusion field-to-observable and diffusion field-to-control ob-
jective maps, in conjunction with fast randomized linear
algebra methods. We present results for a turbulent jet
problem.

Peng Chen
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MS24

Model Error Quantification in Turbulent Combus-
tion Computations

Quantification of model error, i.e. uncertainty associated
with modeling assumptions, remains one of the most chal-
lenging aspects of uncertainty quantification and predic-
tive simulation. We develop a novel strategy for model
error quantification by directly embedding a discrepancy
representation into the parameters of the model-to-be-
calibrated. The embedded structure is particularly advan-
tageous for predictive science and engineering applications:
it enables physically meaningful predictions of quantities of
interest (QoIs) by automatically inheriting physical laws
and constraints imposed from the model, and provides an
intuitive platform for “extrapolating” the model error for
predicting QoIs outside those used for calibration. We
characterize and propagate the model error and parameter
uncertainties under a Bayesian framework. The calibra-
tion problem is solved using approximate likelihood con-
structions, adaptive Markov chain Monte Carlo, and poly-
nomial chaos expansions. The overall method is demon-
strated on large eddy simulation (LES) computations of
turbulent flow in a Scramjet engine.

Khachik Sargsyan, Xun Huan, Zachary Vane, Guilhem
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MS25

Using Data Assimilation to Reconstruct Cardiac
Electrical Dynamics

Numerical techniques have predicted that reentrant elec-
trical scroll waves underlie many cardiac arrhythmias, but
experimental limitations have hampered a detailed under-
standing of the specific mechanisms responsible for reen-
trant wave formation and breakup. To further this effort,
we recently have begun to apply the technique of data as-
similation, widely used in weather forecasting, to recon-
struct time series in cardiac tissue. Here we use model-
generated surrogate observations from a numerical experi-
ment to evaluate the performance of the ensemble Kalman
filter in reconstructing such time series for a discordant al-
ternans state in one spatial dimension and for scroll waves
in three dimensions. We show that our approach is able to
recover time series of both observed and unobserved vari-
ables that match the truth. Where nearby observations are

available, the error is reduced below the synthetic observa-
tion error, with a smaller reduction with increased distance
from observations. Using one-dimensional cases, we pro-
vide a deeper analysis showing that limitations in model
formulation, including incorrect parameter values and un-
described spatial heterogeneity, can be managed appropri-
ately and that some parameter values can be estimated
directly as part of the data assimilation process. Our find-
ings demonstrate that state reconstruction for spatiotem-
porally complex cardiac electrical dynamics is possible and
has the potential for successful application to real experi-
mental data.
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MS25

GPU Simulations of Heart Dynamics Close to Real
Time and Over the Internet

Modeling cardiac dynamics and arrhythmias is a chal-
lenging problem. In particular simulations of complex
mathematical models in 2 and 3 dimensions required un-
til now, supercomputing power. However recent advances
in graphic cards and its programming, allows for the first
time to study the dynamics of complex models not only in
2D tissues but in realistic 3D heart structures at close to
real time and using a single desktop computer. In this talk
we show how electrical heart dynamics can be simulated
and visualized using graphic cards, via a web-browser in
2 and 3D heart structures, with out the need of compila-
tion and independent of the machine and operating system.
This opens the door to the possibility of high performance
computing of patient specific cardiac modeling without the
need of big computer clusters. We will demonstrate real
time simulations of the two most recent and complex cell
models (TenTusscher et al and Ohara et al) in tissue and
simulations on 3D ventricles and atria structures from a
laptop computer.

Flavio H. Fenton, Abouzar Kaboudian
Georgia Institute of Technology
flavio.fenton@physics.gatech.edu,
abouzar.kaboudian@gmail.com

MS25

Cardiac Electrophysiology: The Clinical Perspec-
tive (The Greatest Gaps in Heart Rhythm Anal-
ysis: A Clinical Cardiac Electrophysiologists Per-
spective on Atrial Fibrillation

Since the application of Hodgkin and Huxleys model to
heart rhythm conduction, invasive treatment of arrhyth-
mias has grown dramatically. Atrial fibrillation (AF), the
irregular contraction of the top chambers of the heart, is
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the best example in our field of a treatment for an arrhyth-
mia being designed and employed long before its mecha-
nism is understood. Unfortunately, this treatment is with
limited efficacy and poor efficiency. Our presentation will
develop the following three areas of greatest need for clin-
icians to treat AF: 1. A large gap exists between mathe-
matical models of AF and customized models for each pa-
tient. Several easily obtainable clinical variables, including
anatomy, dominant frequency, and refractory periods may
be used to help individualize these models and enhance
their utility. 2. Better ways of interpreting frequency and
power spectra in hopes of prognosticating ablative success
are needed for AF. 3. Generating reliable mathematical
models of AF that would allow for feedback control al-
gorithms to design pace-termination or minimal lesion set
strategies. Ablation of AF involves destruction of atrial
tissue in hopes of creating lines of electrical block to elim-
inate propagation of fibrillatory wave fronts. As a result,
lengthy procedures that destroy large areas of cardiac tis-
sue are used to eliminate the arrhythmia. These three areas
of need will aid clinicians in refining the treatment of this
most common arrhythmia.

Michael Lloyd
Emory University Hospital
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MS25

An Approach to Estimating the Probability of
Calcium-Induced Arrhythmias in Cardiac Cells and
Tissues and Their Dependence on System Param-
eters

Abstract not available

Raimond Winslow
Johns Hopkins University
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MS26

Fast and Adaptive Partitioned Methods for Un-
steady Thermal Fluid Structure Interaction

We consider unsteady interaction between compressible flu-
ids and structures, where heat is exchanged across a non-
moving interface. Our prime examples are gas quenching
in steel forging and the launch phase in a rocket nozzle. For
these, we describe the models needed and challenges put
on numerical methods. As a basic paradigm, partitioned
methods are employed that reuse existing solvers and let
these exchange boundary data at the coupling interface. In
this framework, we present a fast partitioned time adap-
tive second order diagonally implicit Runge-Kutta method.
We use a Dirichlet-Neumann method for the coupling and
a linear extrapolation in time to get good starting values.
This method is able to solve real life problems for engi-
neering accuracies using only dozens of coupling iterations.
This is possible due to the time adaptive method needing
only few time steps, as well as the extremely fast conver-
gence speed of the Dirichlet-Neumann iteration. There-
fore, we present an analysis of the convergence speed of the
Dirichlet-Neumann iteration for a fully discretized model
problem, namely two coupled linear heat equations. As
discretizations, we consider combinations of Finite Element

and Finite Volume methods for the subproblems. In 1D,
we obtain exact formulas for the convergence rates and in
2D, good approximations.
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MS26

Coupling Requirements for Multi-Physics Prob-
lems

The first requirement for obtaining a reliable solution to
multi-physics problems is well-posedness. We will inves-
tigate well-posedness of the coupling of an incompletely
parabolic system with a hyperbolic system with different
size in one spatial dimension. The number and type of
coupling conditions will be determined by using the so
called energy-method, where one multiply the governing
partial differential equations by the solution and integrate
by parts. Once the coupling conditions are known for the
continuous problem, we will discretize using high order fi-
nite differences on summation-by-parts form and include
the coupling conditions weakly. Next, the adjoint prob-
lem will be derived using the energy-method. By using the
same technique as in the primal problem, the adjoint prob-
lem will be discretized, which will lead to superconvergent
functionals. Finally, by considering a physical example, it
will be shown that the mathematical interface conditions
contain the physically correct interface conditions. Numer-
ical experiments corroborate the theoretical analysis.
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Linköping University
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MS26

Added-Mass Partitioned (AMP) Algorithm for the
Deforming Beam and Fluid Interaction

A new partitioned algorithm for coupling incompressible
flows with elastic beams is described that overcomes the
added-mass instability for light solids. The algorithm re-
quires no expensive sub-iterations and is fully second-order
accurate. The new scheme is shown to be stable, even for
very light beams, through the analysis of a model problem.
The approach is then applied to the simulation of FSI prob-
lems involving beams undergoing large deformations using
deforming composite grids.

Longfei Li
Department of Mathematical Sciences
Rensselaer Polytechnic Institute
lil19@rpi.edu

MS26

A High-Resolution Method for a Multi-Scale
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Model of Heterogeneous Explosives

In heterogeneous explosives, sites of high temperature and
pressure, called hot spots, play a significant role in det-
onation initiation. This study seeks to model hot spots
generated by the compaction of a granular explosive. Two
scales are considered, a macro scale modeled as compress-
ible reactive flow with compaction coupled to a grain scale
represented by a reaction-diffusion system. A numerical
method and well-resolved results are presented for initia-
tion and propagation of detonation waves.
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MS27

Modeling Leader and Follower in Cancer Invasion

As a solid tumor grows, growth conditions deteriorate in-
side the main cell mass. Pioneer cells then spread out from
the tumor, into tissue or via the vascular and lymphatic
systems, to other places in the body. These pioneer cells
form the basis for new cancer cell colonies, which grow into
tumors over time. Recent experiments suggest that two
cellular phenotypes enhance tissue invasion through a sym-
biotic relationship: the highly migratory, non-proliferative,
leader cells lead the invasion dragging follower cells in a cel-
lular stream; the follower cells, non-migratory and highly
proliferative, benefit from richer nutrients outside the cell
pack, while the leader cells benefit by supportive chemi-
cals secreted by the follower. We developed a mathemat-
ical model of tumor invasion based on the cellular Potts
model. We discovered that a surprisingly small number
of features, including biased migration, adhesion, and pro-
liferation, must be present to generate the leader/follower
stream invasion from a tumor. We showed that, agreeing
with empirical observations: leader cell migration outward
from the tumor leading a stream of follower cells; each
stream has one leader; each leader would lead a stream; if
the leader is disconnected, the stream would retract.
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MS27

Stochastic Dynamics of 3D Vesicles in Viscous
Flows

We study the nonlinear, nonlocal dynamics of 3D vesicles
in a time-dependent, incompressible viscous flow at finite
temperature by using a 3D stochastic immersed boundary
method. We first validate our model by comparing with the
quasi-spherical theory of a fluctuating vesicle. We then in-
vestigate a transient instability that can be observed when
the direction of applied flow is suddenly reversed, which
induces compressive forces on the vesicle interface, and the
development of small-scale interface perturbations known
as wrinkles. Our 3D numerical results can present many

more details of the vesicle dynamics, which can not be re-
alized in 2D simulations, or even by the experiments.
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MS27

Multi-Scale Modeling and Simulation of the
Growth of Bacterial Colony with Cell-Cell Mechan-
ical Interactions

The growth of bacterial colony exhibits striking patterns
that are determined by the interactions among individual,
growing and dividing bacterial cells, and that between cells
and the surrounding nutrient and waste. Understanding
the principles that underlie such growth has far-reaching
consequences in biological and health sciences. In this
work, we construct a multi-scale model of the growth of E.
coli cells on agar surface. Our model consists of detailed,
microscopic descriptions of the cell growth, cell division
with fluctuations, and cell movement due to the cell-cell
and cell-environment mechanical interactions, and macro-
scopic diffusion equations for the nutrient and waste. Our
large-scale simulations reproduce experimentally observed
growth scaling laws, strip patterns, and many other fea-
tures of an E. coli colony. This work is the first step to-
ward detailed multi-scale computational modeling of three-
dimensional bacterial growth with mechanical and chemi-
cal interactions. This is joint work with Dr. Mya Warren,
Ms. Yue Yan, Dr. Bo Li, and Dr. Terry Hwa.
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Crawling and Turning of Cells in a Minimal
Reaction-Diffusion Model

We study a minimal model of a crawling eukaryotic cell
with a chemical polarity controlled by a reaction-diffusion
mechanism. The size, shape, and speed of the cell emerge
from the combination of the chemical polarity, which con-
trols the locations where actin polymerization occurs, and
the physical properties of the cell, including its membrane
tension. While our model primarily describes a cell that
crawls in a straight trajectory, we show that the cell may
also turn, and transition to a circular trajectory. We dis-
cuss the controlling variables for this turning instability.
We argue that the turning arises from a coupling between
the reaction-diffusion mechanism and a shape of the cell,
and discuss the possible generality of this mechanism.
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MS28

Tree-Structured Grids Approaches for Storage,
Data Access, and Discretization

The potential of tree-structured grids has been shown long
ago for cheap sorting algorithms, efficient geometry rep-
resentation/computer graphics, and fast summation meth-
ods for N-body problems. In the last decade, also more and
more partial differential equation solvers used this type of
grids due to its advantages in terms of the inherent multi-
level hierarchy and the low memory requirements compared
to unstructured grids. This talk gives a short overview on
sophisticated approaches for data storage, data access, and
discretization, in particular

1. the connection between tree-structured grids and
space-filling curves,

2. basic requirements of standard finite-element meth-
ods, discontinuous Galerkin and N-body prob-
lems/fast multipole in terms of data storage, data ac-
cess, and communication,

3. stream and stack concepts for finite-element dis-
cretizations of partial differential equations,

4. flexible data structures with random access to parts
of the grid such as ghost layers or cell neighbors,

5. realization choices for dynamical grid adaptivity in
terms of data structures (re-allocation versus scat-
tered storage),

6. approaches for the efficient representation of com-
plex geometries in the Cartesian structure of a tree-
structured mesh.
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MS28

Parallel Forest-of-Trees Algorithms for Tetrahedral
and Hexahedral AMR

One motivation of adaptive mesh refinement (AMR) is to
increase the accuracy of a numerical solver, while retain-
ing or even decreasing the overall runtime, compared to
uniform-mesh simulations. Especially for adaptive meshes
that are refined and coarsened frequently during a single

simulation, i.e. every few time steps, partitioning accord-
ing to space-filling curves (SFC) has been established as
a fast and reliable method. Its favorable properties result
from an efficient implicit encoding of curve indices and low
memory requirements of shared metadata. Recently, SFC
have been used most prominently for hexahedral meshes.
We introduce a SFC for adaptive triangular and tetrahe-
dral meshes that can be computed using bitwise interleav-
ing operations similar to the well-known Morton curve for
cubical meshes. Using this space-filling curve we have es-
tablished constant-time algorithms (i.e., independent of the
refinement level) to compute the parent, children and face-
neighbors of a given mesh element, as well as predecessor
and successor elements with respect to the SFC. Presently
we are working on the AMR library t8code using a forest of
octrees approach, implementing parallel algorithms for the
efficient handling of the coarse mesh of trees, adaptation,
and partitioning. We present our latest results, demon-
strating parallel scalability with several hundred thousand
MPI ranks.

Johannes Holke, Carsten Burstedde
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MS28

Fast Integral Equation Solver for Elliptic PDEs in
Complex Geometries

We present a new HPC framework for solving variable co-
efficient elliptic PDEs such as Poisson, Stokes and low-
frequency Helmholtz problems on non-regular domains in
three-dimensions. This framework is built on top of our
Parallel Volume Fast Multipole Method (PVFMM) library.
The library implements one of the fastest methods for solv-
ing constant coefficient elliptic PDEs on cubic geometries.
We will present new numerical algorithms to extend this
scheme to variable coefficient problems on complex geome-
tries. Our method uses high-order piecewise polynomial
representation on adaptive octrees to discretize the prob-
lem. We use Morton ordering to achieve efficient load
balancing and scalable performance on several thousand
MPI processes. We will discuss applications of our method
to acoustic scattering problems and simulation of complex
fluids. In particular, we will discuss the simulation of de-
formable vesicles in a Stokesian fluid. Our method allows
us to compute flows in complex geometries, such as those
found in microfluidic devices and blood capillaries.
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MS28

Using Voxel Meshes on Octrees for High-Fidelity
Simulations with Complex Geometries

Meshing complex geometries is a critical challenge for
detailed simulations. Instead of employing unstructured
meshes with polyhedra, we look at octree meshes with vox-
els to represent computational domains. Voxelization of-
fers a robust and efficient method to discretize arbitrary
geometries. However, voxels only yield a first order repre-
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sentation of the surfaces. This is not sufficient for higher
order simulations, but with appropriate methods, it is pos-
sible to detach the boundary description from the element
shape. Obviously, any construction of additional informa-
tion should maintain the robustness of the voxelization. We
look into two numerical methods that fit the voxel mesh
approach. The Lattice-Boltzmann method utilizes discrete
velocity directions and boundary conditions only in the
considered directions. The required line-surface intersec-
tions can be computed robustly. As a second method we
consider a penalized high-order DG scheme. Here, the ge-
ometry is not prescribed as a surface but represented by an
embedded object. This embedded boundary information
can also be generated accurately by an octree refinement
towards the surfaces, combined with a projection. A repre-
sentation of the geometry within elements, suitable for the
numerical method, can then be derived from that voxeliza-
tion. Thus, the robustness in the mesh generation relying
on voxels is maintained even for high-order methods.

Sabine P. Roller, Harald Klimach
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MS29

Flow Transport for Bayesian Inference

In this work, we consider the construction of transport
maps between two probability measures using flows. In the
Bayesian formalism, this ODE approach is natural when
one introduces a curve of probability measures that con-
nects the prior to posterior by tempering the likelihood.
We present a novel approximation of the resulting PDE
which yields an ODE whose drift is a function of the full
conditional distributions of the posterior.
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MS29

Warp Bridge Sampling for Faster MCMC and for
Multi-Modal Distributions

Warping bridge sampling (Meng and Schilling, 2002, Jour-
nal of Computational and Graphical Statistics) applies de-
terministic or stochastic transformations to multiple sets
of Monte Carlo draws from different distributions in such
a way that the transformed draws have similar distribu-
tional shapes between the sets, yet the transformations do
not alter the normalizing constants of the original unnor-
malized densities. This permits more efficient Monte Carlo
estimates of the ratios of normalizing constants than the
original bridge sampling (Meng and Wong, 1996, Statistics
Sinica). Our most recent work (Wang and Meng, 2016)
proposed a class of Warp-U transformations intended to
warp multi-modal distributions into unimodal ones, and
we found that this warping strategy can also be effective
for generating Monte Carlo draws themselves. This strat-
egy creates effective paths among modes by first applying
a stochastic transformation to move multiple modes into
a common location and then stochastically re-creates the
modes with their intended masses via its inverse transfor-
mation. We provide preliminary theoretical and empirical
results to demonstrate this new potential of warp bridge
sampling. (This is joint work with Lazhi Wang.)

XiaoLi Meng
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Discrete Monge-Kantorovich Approach for Large-
Scale PDE-Constrained Bayesian Inverse Problems

We present an ensemble-based method for mapping prior
samples to posterior ones. This method avoids Markov
chain simulation and hence discards expensive work when
a sample is rejected. The underlying concept is to cast the
problem of finding posterior samples into a large-scale lin-
ear programming problem for which efficient and scalable
solver can be developed. Large-scale numerical results will
be presented to demonstrate the capability of the method
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University of Texas at Austin - ICES
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MS29

Bayesian Filtering and Smoothing Via Measure
Transport

A recent approach to non-Gaussian Bayesian inference
seeks a deterministic transport map that pushes forward a
reference density to the posterior. In this talk, we present
an approach to nonlinear Bayesian filtering and smooth-
ing that leverages the typical Markov structure of the
data assimilation problem to compute transport maps in
high-dimensions. In particular, we show how the relevant
transport maps admit low-dimensional parameterizations
in terms of sparsity and decomposability. We consider ap-
plications to chaotic dynamical systems.

Alessio Spantini, Daniele Bigoni, Youssef M. Marzouk
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MS31

Faster Kernel Ridge Regression Using Sketching
and Preconditioning

Random feature maps, such as random Fourier features,
have recently emerged as a powerful technique for speeding
up and scaling the training of kernel-based methods such
as kernel ridge regression. However, random feature maps
only provide crude approximations to the kernel function,
so delivering state-of-the-art results requires the number
of random features to be very large. Nevertheless, in some
cases, even when the number of random features is driven
to be as large as the training size, full recovery of the perfor-
mance of the exact kernel method is not attained. In order
to address this issue, we propose to use random feature
maps to form preconditioners to be used in solving kernel
ridge regression to high accuracy. We provide theoretical
conditions on when this yields an effective preconditioner,
and empirically evaluate our method and show it is highly
effective for datasets of up to one million training examples.
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MS31

Generalized Hybrid Iterative Methods for Large-
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Scale Bayesian Inverse Problems

We develop a generalized hybrid iterative approach for
computing solutions to large-scale Bayesian inverse prob-
lems. We consider a hybrid algorithm based on the
generalized Golub-Kahan bidiagonalization for computing
Tikhonov regularized solutions to problems where explicit
computation of the square root and inverse of the covari-
ance kernel for the prior covariance matrix is not feasible.
This is useful for large-scale problems where covariance ker-
nels are defined on irregular grids or are only available via
matrix-vector multiplication, e.g., those from the Matérn
class. We show that iterates are equivalent to LSQR it-
erates applied to a directly regularized Tikhonov problem,
after a transformation of variables, and we provide connec-
tions to a generalized singular value decomposition filtered
solution. Our approach shares many benefits of standard
hybrid methods such as avoiding semi-convergence and au-
tomatically estimating the regularization parameter. Nu-
merical examples from image processing demonstrate the
effectiveness of the described approaches.
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MS31

Randomized Matrix-Free Trace and Log-
Determinant Estimators

We present randomized algorithms for estimating the trace
and determinant of Hermitian positive semi-definite matri-
ces. The algorithms are based on subspace iteration, and
access the matrix only through matrix vector products. We
analyse the error due to randomization, for starting guesses
whose elements are Gaussian or Rademacher random vari-
ables. The analysis is cleanly separated into a structural
(deterministic) part followed by a probabilistic part. Our
absolute bounds for the expectation and concentration of
the estimators are non-asymptotic and informative even for
matrices of low dimension. For the trace estimators, we
also present asymptotic bounds on the number of samples
(columns of the starting guess) required to achieve a user-
specified relative error. Numerical experiments illustrate
the performance of the estimators and the tightness of the
bounds on low-dimensional matrices; and on a challeng-
ing application in uncertainty quantification arising from
Bayesian optimal experimental design.
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MS31

Subspace Driven Data Reduction Strategies for

Linear Bayesian Inverse Problems

Many inverse problems involve a very large number of ob-
servations. These data often are not equally informative,
however, and solving the inverse problem with all of the
data can be computationally prohibitive. We introduce
strategies for selecting subsets of the data that yield accu-
rate approximations of the inverse solution, i.e., the pos-
terior distribution. Our strategies exploit the structure of
inverse problems in the Bayesian setting, and are inspired
by related work on optimal low-rank approximations to
the posterior distribution–extended now to the observation
space and coupled with heuristics derived from rigorous er-
ror estimates.

Jayanth Jagalur Mohan, Youssef M. Marzouk
Massachusetts Institute of Technology
jagalur@mit.edu, ymarz@mit.edu

MS32

Ensemble Grouping Strategies for Embedded
Stochastic Collocation Methods

In this work we propose an efficient method for the so-
lution of a stochastic elliptic partial differential equation
(PDE) with an uncertain diffusion parameter featuring
high anisotropy and irregular behavior. In the context of
stochastic collocation finite element methods we use a local
hierarchical polynomial approximation with respect to the
uncertain parameters in a high-dimensional sample space.
The deterministic PDEs are solved by using a recently de-
veloped technique that allows us to solve groups (ensem-
bles) of samples very efficiently in an embedded fashion.
Since the grouping strongly affects the spectral properties
of the ensemble finite element matrices and may compro-
mise the efficiency of the algorithm, we explore different
sample-grouping techniques, based on properties of the un-
certain parameter and on a surrogate model for the number
of linear solver iterations. We compare their performance
on a 3-dimensional anisotropic diffusion problem for differ-
ent dimensions of the parameter space.

Marta D’Elia, Mohamed S. Ebeida
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MS32

Techniques for Reducing Computational Complex-
ity of Sparse Grid Stochastic Collocation Methods

Sparse grid stochastic collocation (SC) methods are a valu-
able tool for solving problems in uncertainty quantification,
yet they suffer from a dramatic increase in costs in high-
dimensions. In this talk, we apply SC methods to solve
partial differential equations (PDEs) with random coeffi-
cients, and exploit multilevel and hierarchical structure in
the spatial and stochastic approximation schemes to dras-
tically improve the computation efficiency of the method.
We provide a thorough analysis of the savings, and present
numerical examples of our methods for both linear and



CS17 Abstracts 69

non-linear random PDEs.

Peter Jantsch
University of Tennessee
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MS32

Computing Gradients in Local, Adaptive Voronoi
Piecewise Surrogates

The Voronoi Piecewise Surrogates (VPS) approach is a
powerful method for building surrogate models in uncer-
tainty quantification calculations. It naturally incorporates
derivative information supplied by the forward simulation
within the surrogate construction, allowing accurate surro-
gate models to be computed using fewer samples. In this
talk we discuss computing gradient information in large-
scale models for use within VPS. We show how to compute
these derivatives efficiently using techniques based on au-
tomatic differentiation. In particular, we focus on deriva-
tive evaluation in PDE codes implemented on emerging
manycore architectures. We then compare the VPS ap-
proach with gradients to other sampling-based approaches
on representative PDE problems implemented on emerging
computational architectures.

Eric Phipps
Sandia National Laboratories
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MS32

An Ensemble Grouping Framework Based on
Voronoi Piecewise Surrogate Models

Quantifying uncertainties in computational simulations is
often done in ensembles (groups) of samples in order to
reduce the overall computational cost. However, group-
ing samples is not trivial and can be assisted by predic-
tive global surrogate models. In this work, we introduce
an adaptive ensemble grouping framework that uses differ-
ent surrogate models to guide its adaptation. We employ
Voronoi Piecewise Surrogates (VPS) models which does not
dictate where to sample, adding a few design degrees of
freedom. To complement accuracy and efficiency, we con-
struct three surrogate models at each iteration: two for the
quantity of interest (QoI) and one for the number of iter-
ations needed by the PDE solver. Our adaptive sampling
strategies aim to improve accuracy, maintain efficiency, and
guarantee space filling when possible. In specific, we MC
sample the two QoI surrogates to identify islands with the
largest differences, select some samples within these islands
that are close in their predicted number of solver iterations
using the surrogate of iterations, and finally pick from an
ensemble that is well-spaced while satisfying the accuracy
improvement and iterations consistency requirements. We

demonstrate the application of our algorithm to different
analytic smooth and discontinuous functions as well as real
PDE problems.
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MS33

Preconditioning Linear Least-Squares Problems by
Identifying a Basis Matrix

We show how to identify a good basis matrix of the rect-
angular matrix A from the linear least-squares problem

‖b − Ax‖2

by using an LU factorization of A followed by an iterative
procedure to improve the basis. We use a separate LU fac-
torization of this basis matrix to precondition an iterative
scheme for the solution of the augmented system

I A
AT 0

. We also discuss the case when the matrix A does not
have full column rank.

Mario Arioli
University of Toulouse
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MS33

Using LU Factorization to Accelerate Convergence
of Iterative Least Squares Solvers

We study how to use an LU factorization as a right-
preconditioner of standard iterative methods (e.g., lsqr or
lsmr) for solving overdetermined sparse least squares prob-
lems. Usually L is much better conditioned than A so iter-
ating with lower trapezoidal L instead of A gives a faster
convergence. In previous work, we showed that when L
is not sufficiently well-conditioned, we could use a partial
orthogonalization of L to accelerate convergence. In this
talk, we illustrate that, alternatively to partial orthogo-
nalization, convergence can be improved by iterating with
LL−1

1 where L1 is the square upper triangular part of L, re-
sulting in a cheaper algorithm. Mixed precision techniques
can reduce execution time and required storage.

Gary W. Howell
North Carolina State University
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MS33

Inner-Iteration Preconditioning for the Minimum-
Norm Solutions to Least Squares Problem

Consider solving linear least squares problems for the
minimum-norm solution (pseudoinverse solution). Stan-
dard iterative solutions of the problems are the CGLS,
LSQR, and LSMR methods with no preconditioning. If
combined with preconditioning, these methods may deter-
mine a wrong solution, i.e., the minimum-norm solution
weighted with the preconditioning matrix. This can be
overcome by using a two-step procedure: the first step
is to solve a least squares problem; the second step is
to solve a linear system of equations. For the solution
of the first and second steps, we propose using the left-
preconditioned and right-preconditioned generalized mini-
mal residual (GMRES) method for least squares problems
(AB- and BA-GMRES). They are combined with inner-
iteration preconditioning. We give convergence conditions
for proposed methods. Numerical experiments on bench-
mark problems show that the proposed method is more
robust than previous methods.

Keiichi Morikuni
Department of Computer Science
University of Tsukuba
morikuni@cs.tsukuba.ac.jp

MS33

LU Preconditioning for Singular Sparse Least
Squares

For overdetermined systems Ax ≈ b with full column rank,
LU factors of A with L well-conditioned give U as a reason-
able right-preconditioner, as implied by Peters and Wilkin-
son. When A has low column rank, U is singular. We show
that it still provides a helpful preconditioner for comput-
ing the minimum-length solution x for the original system.
We experiment with LUSOL on a range of sparse singular
problems.
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MS34

A New Iterative Scheme Based on DG Methods for
(Parallel) Time Integration

We present a new class of iterative methods for solving ini-
tial value problems (IVP) based on discontinuous Galerkin
(DG) methods. We start from the weak DG formulation
arising from non-linear equations and derive the new iter-
ative methods by using different iterative schemes. Based

on our new approach, we can systematically construct ex-
plicit, implicit and semi-implicit schemes with arbitrary or-
der of accuracy. We also show that the same schemes can
be constructed by solving a series of correction equations
based on the DG weak formulation. The accuracy of the
schemes is proven to be min{2p+ 1, K} with p the degree
of the DG polynomial basis and K the number of itera-
tions. The stability has been explored numerically, show-
ing that the implicit schemes are A-stable and the explicit
schemes are competitive with existing methods. Further-
more, we combine this technique with a multi-level strategy
to accelerate its convergence speed. Also, the new multi-
level scheme is intended to provide a flexible framework
for high order space-time discretizations and to be coupled
with space-time multi-grid techniques for solving partial
differential equations (PDEs). Besides its standard appli-
cations as time integrator, the newly proposed method, due
to its structure, is a competitive and promising candidate
for parallel in time algorithms such as Parareal, PFASST,
multigrid in time, etc.

Xiaozhou Li
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MS34

Nonlinear Domain Decomposition Methods for
Large Scale Problems

Abstract not available
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Exascale Solvers in UG - Multigrid for HPC

Abstract not available
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MS35

How Do Electrons Move in Space? Flux Discretiza-
tions for Non-Boltzmann Statistics

When modelling semiconductor devices via the van Roos-
broeck system one often uses statistical functions to de-
scribe the correspondence between carrier densities and
chemical potentials. For 3D bulk semiconductors the most
general choice is given by the Fermi-Dirac integral of order
1/2. However, how to numerically solve the van Roosbrock
in this general (non-Boltzmann) case is still an open prob-
lem. We will present and compare several flux discretiza-
tion schemes which generalize the well-known Scharfetter-
Gummel scheme. Our main goal is to discretely preserve
important properties from the continuous system such as
existence and uniqueness of the solution, consistency with
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the thermodynamical equilibrium as well as unconditional
stability. We also show how these new numerical schemes
can be efficiently implemented for 2D and 3D applications.

Patricio Farrell, Thomas Koprucki, J Fuhrmann
Weierstrass Institute for Applied Analysis and Stochastics
farrell@wias-berlin.de, koprucki@wias-berlin.de,
fuhrmann@wias-berlin.de

MS35

NEMO5: A Parallelized Multi-Scale and Multi-
Physics Nanodevices Simulation Software

NEMO5 is a multi-scale and multi-physics nanodevice sim-
ulation software developed in the group of Prof. Klimeck
and used by more than 400 groups in academia and indus-
tries, including Intel, TSMC, Samsung, etc. It successfully
bridges both challenges discussed in this minisymposium.
Quantum transport simulations are essential for the de-
sign of state-of-the-art nanodevices. The non-equilibrium
Greens function (NEGF) method is among the most widely
employed methods to describe carrier dynamics in open
quantum systems. Unfortunately, the basic NEGF equa-
tions are complex, mathematically cumbersome, and their
numerical solution is extremely computationally demand-
ing. A well-known method to ease the numerical burden
is the recursive Greens function method (RGF) that al-
lows to limit the calculation and storage of the retarded
Greens function to specific matrix blocks. NEMO5 uses
PETSc to solve linear and non-linear systems of equations
in parallel. Moreover, NEMO5 includes a general paral-
lelization class that handles the setup of multilevel paral-
lelization hierarchies and the distribution of problems onto
the available processes. The energy E and momentum k
parameters of the quantum transport equations are paral-
lelized with MPI. NEMO5 includes both blocking and non-
blocking communication methods to optimize non-trivial
MPI communication in quantum transport, thus to ensure
NEMO5s scalability to hundreds of thousands CPU cores.
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MS35

Numerical Algorithms Based on Galerkin Methods
for the Modeling of Reactive Interfaces in Photo-
electrochemical Solar Cells

This work concerns the numerical solution of a coupled sys-
tem of self-consistent reaction-drift-diffusion-Poisson equa-
tions that describes the macroscopic dynamics of charge
transport in photoelectrochemical (PEC) solar cells with
reactive semiconductor and electrolyte interfaces. We

present numerical algorithms, mainly based on a mixed fi-
nite element and a local discontinuous Galerkin method for
spatial discretization and three implicit-explicit time step-
ping techniques, for solving the time-dependent nonlinear
systems of partial differential equations. We perform com-
putational simulations under various model parameters to
demonstrate the performance of the proposed numerical al-
gorithms as well as the impact of these parameters on the
solution to the model.
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MS35

Modeling and Simulations Using Time-Dependent
Density Functional Theory

Time-dependent density functional theory can be used to
model electron dynamics in molecules and nanostructures
from first principles. We discuss our work developing a
highly parallel all-electron finite element code for perform-
ing real-time electronic spectroscopy simulations without
the use of a pseudopotential. Parallelism is introduced
through domain-decomposition techniques and interfacing
with a distributed-memory version of the FEAST eigen-
value solver and a custom Schur complement solver. Re-
sults will be presented for carbon nanotubes molecules
comprised of a few hundred atoms.

James Kestyn
ECE Department
University of Massachusetts, Amherst, USA
jkestyn@umass.edu

Eric Polizzi
University of Massachusetts, Amherst, USA
polizzi@ecs.umass.edu

MS36

Abnormal Synchrony in Evolving Brain Networks

This talk addresses a fundamental question of how patho-
logical synchronized rhythms, associated with epileptic
seizures and Parkinsons tremors, appear in brain networks
as a result of complex spatial and temporal dynamics of
the brain network. There is experimental evidence show-
ing that evolving brain networks change their functional
structure during epileptic seizures from a more regular to
a more random structure. In this talk, we will discuss the
role of evolving network structure and the switching be-
tween healthy and abnormal rhythms that is accompanied
by a change in intrinsic dynamics of neurons.
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MS36

Real-Time In-Situ Seismic Imaging with Sensor
Networks

The seismic imaging process today involves massive seis-
mic data collection from hundreds and thousands of seismic
sensors to a central place for post computing. The whole
process is expensive and often takes days even months to
complete. There is great demand for real-time as it would
reduce the costs and risks of E&P and mitigate the envi-
ronment concerns. This talk presents an innovative Real-
time In-situ Seismic Imaging (RISI) system that computes
and visualizes the 3D subsurface imaging in seconds. The
RISI system is a mesh network that sense and process seis-
mic signals, and compute 3D subsurface image in-situ in
real-time. Instead of data collection then post processing,
the mesh network performs the distributed data process-
ing and inversion computing under the severe bandwidth
and resource constraints, and generates an evolving 3D
subsurface image as more events arrive. Several innova-
tive distributed seismic imaging algorithms have been suc-
cessfully developed and validated using both synthetic and
real-world seismic data set. The hardware prototype sys-
tem has also been implemented and can be extended as a
general field instrumentation platform, to incorporate new
geophysical data processing and computing algorithms, be-
yond seismic.

WenZhan Song
University of Georgia, USA
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MS36

Enhanced Community Detection in Multilayer and
Temporal Networks through Layer Aggregation

Inspired by real-world networks consisting of layers that
encode different types of connections, such as a social net-
work at different instances in time, we study community
structure in multilayer networks. We analyze fundamental
limitations on the detectability of communities by devel-
oping random matrix theory for the dominant eigenvectors
of modularity matrices that encode an aggregation of net-
work layers. Aggregation is often beneficial when the layers
are correlated, and it represents a crucial step for the dis-
cretization of time-varying network data, whereby layers
are binned into time windows. We explore two methods
for aggregation: summing the layers adjacency matrices as
well as thresholding this summation at some value. We
analyze detectability phase transitions that are onset by
varying either the density of within-community edges or
community size. We identify layer-aggregation strategies
that are optimal in that they minimize the detectability
limit. Our results indicate good practices in the context
of community detection for how to aggregate network lay-
ers, threshold pairwise-interaction data matrices, and dis-
cretize time-varying network data. We apply these results
to synthetic and empirical networks, including a study of
anomaly detection for the Enron email corpus.
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MS37

Non-Smoothness in Space and Time Within Model
Reduction

It is well-known that model reduction techniques for pa-
rameterized systems perform particularly well for problems
whose solution depends smoothly on the involved parame-
ters. In this talk, we consider the Reduced Basis Method
(RBM) for instationary problems involving various sources
of non-smoothness in space, time and parameter. In partic-
ular, we are concerned with the Hamilton Jacobi Bellman
(HJB) equation, the wave equation and time-dependent
obstacle problems. In all these cases, non-smooth effects
may vary (travel) in space over time and the evolution is
typically unknown, but of great importance. For the cor-
responding analysis, we use the space-time variational for-
mulation, in which time is treated as an additional variable
within the variational formulation of the problem. In spe-
cial cases, certain discretizations of such space-time prob-
lems yield time-stepping schemes. Otherwise, recent tensor
product solvers may be used. We discuss recent results in
this framework concerning stability, approximation and re-
duced basis methods including efficient and reliable a pos-
teriori error estimates.
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About Empirical Interpolation Methods and Ap-
plications

Abstract not available
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MS37

Error Control As a Key Ingredient Towards Opti-
mal Numerical Methods

A mathematical key ingredient to achieve ”optimal” nu-
merical methods is error control via rigorous a posteriori er-
ror estimates. Such error estimates can not only be used to
certify approximate solutions, but rather are the essential
building block in the construction of problem adapted op-
timal solution spaces and related adaptive numerical meth-
ods. Examples of such optimal methods are e.g. particu-
larly tuned mesh-adaptive finite element schemes for the
approximation of PDEs or reduced basis methods (week
greedy algorithms) for the approximation of parameterized
PDEs. In this talk we will address true error control for
localized reduced basis methods [Ohlberger, M., Schindler,
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F.: Error control for the localized reduced basis multiscale
method with adaptive on-line enrichment. SIAM Jour-
nal on Scientific Computing 37(6), A2865–A2895 (2015).
,Ohlberger, M., Rave, S., Schindler, F.: True error con-
trol for the localized reduced basis method for parabolic
problems. Submitted to: Proceedings of MoRePaS III
(2015)] and its usage for the construction of efficient nu-
merical schemes for parameterized single and multiscale
PDEs. Thereby we overcome the classical paradigm of
offline-online splitting by allowing for local basis enrich-
ment in the so called online-phase. Several numerical ex-
amples and applications will be shown to demonstrate the
efficiency of the resulting adaptive approaches.
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MS37

Certified Reduced Basis Methods for 4D-Var Data
Assimilation

In this talk, we present a certified reduced basis (RB) ap-
proach to four dimensional variational data assimilation
(4D-VAR). We consider the particular case in which the
behaviour of the system is modelled by a parametrised
parabolic partial differential equation where the initial con-
dition and model parameters (e.g., material or geomet-
ric properties) are unknown, and where the model itself
may be imperfect. We consider (i) the standard strong-
constraint 4D-Var approach, which uses the given obser-
vational data to estimate the unknown initial condition of
the model, and (ii) the weak-constraint 4D-Var formula-
tion, which additionally provides an estimate for the model
error, and thus can deal with imperfect models. Since the
model error is a distributed function in both space and
time, the 4D-Var formulation leads to a large-scale opti-
mization problem that must be solved for every given pa-
rameter instance. We introduce reduced basis spaces for
the state, adjoint, initial condition, and model error. We
then build upon recent results on RB methods for opti-
mal control problems in order to derive a posteriori error
estimates for RB approximations to solutions of the 4D-
VAR problem. Numerical tests are conducted to verify the
validity of the proposed approach.
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MS38

Fast Low-Rank Approximation of a Matrix and Ex-

tensions

Low-rank approximations is among most fundamental sub-
jects of numerical linear algebra, with a wide range of ap-
plications to a variety of highly important areas of modern
computing, which range from the machine learning theory
and neural networks to data mining and analysis. We first
dramatically accelerate computation of such approxima-
tions for the average input matrix, then show some narrow
classes of hard inputs for our algorithms, and finally narrow
such classes further by means of non-costly preprocessing
with structured quasi Gaussian multipliers. Our extensive
numerical tests with benchmark input matrices represent-
ing discretized PDEs consistently produce reasonably close
low-rank approximations at a low computational cost. We
conclude with novel extension of our acceleration to the
Conjugate Gradient Algorithms.
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MS38

Effective and Robust Preconditioning of General
SPD Matrices with Rank Structures

We show how to use rank structured matrices to precon-
dition general symmetric positive definite matrices with
guaranteed effectiveness and robustness. A fundamental
idea on the construction of the preconditioner is given. We
show how to properly drop certain off-diagonal singular
values to yield superior effectiveness. This is then gener-
alized to a practical multilevel scheme. The accuracy and
condition number control are given.
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MS38

A Fast Contour-Integral Eigensolver and the Ap-
proximation Accuracy

We discuss fast eigenvalue solutions of rank structured
matrices via an accelerated contour-integral method. We
justify the feasibility of fast eigenvalue count via low-
accuracy matrix approximations. Linear systems with mul-
tiple shifts and multiple right-hand sides are solved quickly
with a shifted factorization update strategy. We then study
how to approximate the eigenvalues of some structured ma-
trices as well as more general cases. The approximation
accuracy is closely related to the rank structured com-
pression, which gives us flexibility to control the efficiency
and effectiveness. In particular, we also show that a low-
accuracy structured approximation can already give satis-
factory estimation of the eigenvalues.
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MS38

Compute-Memory Tradeoff in Hierarchical Low-
Rank Approximation Methods

Hierarchical low-rank approximation methods consist of
a wide range of methods, from the purely algebraic
H/H2/HSS/HODLR matrices to the purely analytical fast
multipole methods. Between these two extremes there ex-
ist a variety of methods that trade off computation with
memory by taking semi-analytical forms, exploiting trans-
lational/rotational symmetry, using sampling and random-
ization. The analytical kernels have high arithmetic in-
tensity and can extract the full potential of GPUs and
Xeon Phis. Since the cost of data movement is increas-
ing faster than arithmetic operations on future architec-
tures, the methods that compute more to store/move less
will become advantageous. Therefore, it is important to
consider the whole spectrum of hierarchical low-rank ap-
proximation methods, and choose the appropriate method
for a given pair of application and architecture. In this
study, we take a performance oriented view of hierarchical
low-rank approximation methods, and quantify the trade-
offs between the algebraic and analytical variants on the
latest hardware.
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MS39

The Multi-Level Monte Carlo Method for Simula-
tions of Turbulent Flows

In this paper the application of the multi-level Monte Carlo
(MLMC) method on numerical simulations of turbulent
flows with uncertain parameters is investigated. Several
strategies for setting up the MLMC method are presented,
and the advantages and disadvantages of each strategy are
also discussed. A numerical experiment is carried out us-
ing the Antarctic Circumpolar Current (ACC) with uncer-
tain, small-scale bottom topographic features. It is demon-
strated that, unlike the pointwise solutions, the averaged
volume transports are correlated across grid resolutions,
and the MLMC method could increase simulation efficiency
without losing accuracy in uncertainty assessment.
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MS39

Multifidelity Monte Carlo Methods with
Optimally-Adapted Surrogate Models

The multifidelity Monte Carlo method combines a high-
fidelity model with multiple cheap surrogate models to ac-
celerate the estimation of statistics of the outputs of the

high-fidelity model. The core of the multifidelity Monte
Carlo method is an optimal model management that de-
termines how often each of the models has to be evaluated
to minimize the mean-squared error of the estimator for
a given computational budget. Whereas the multifidelity
Monte Carlo method considers the surrogate models as
given, which cannot be changed, we allow here the adapta-
tion of the surrogate models. We present a model manage-
ment that optimally distributes the computational budget
among adapting the surrogate models and evaluating the
surrogate and the high-fidelity models, such that the mean-
squared error of the estimator is minimized. Numerical
results confirm that our approach with adaptive surrogate
models leads to estimators with lower mean-squared errors
than the multifidelity Monte Carlo method with static sur-
rogate models.
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MS39

Acceleration of the Multilevel Monte Carlo
Method for Certain Classes of Differential Systems

Multilevel Monte Carlo (MLMC) method is a variance re-
duction technique for the efficient estimation of expected
values. It combines ideas of multigrid discretization and
Monte Carlo sampling to achieve the optimal complexity
of the estimator. We elaborate on this idea and study
acceleration of the MLMC method in application to two
classes of differential systems. Firstly, we consider sys-
tems of stiff jump-diffusion stochastic differential equations
(SDEs). For a given combination of pathwise solvers, we
present the a posteriori technique for the optimal selection
of discretization levels with the optimal assignment of the
solvers to each level. We also present the family of im-
plicit two-stage split-step methods which allows exploiting
all the levels of the MLMC method without the need to
explicitly resolve the fastest scale of the system. Secondly,
we study linear partial differential equations in domains
with boundaries comprised of both deterministic and ran-
dom parts and apply the method of modified potentials
with kernels given by the Greens functions defined on the
deterministic part of the domain. Within this approach,
the size of the original differential problem is reduced by
reformulating it as the boundary integral equation posed
on the random part of the boundary only. MLMC method
is then applied to this modified integral equation. We per-
form complexity analysis of the proposed acceleration tech-
niques and supplement the obtained results with numerical
examples.
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MS39

Reduced Basis Methods and Their Application to
EnsembleMethods for the Navier Stokes Equations

The definition of partial differential equation (PDE) mod-
els usually involves a set of parameters whose values may
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vary over a wide range. The solution of even a single set of
parameter values may be quite expensive. In many cases,
e.g., optimization, control, uncertainty quantification, and
other settings, solutions are needed for many sets of param-
eter values. We consider the case of the time-dependent
Navier-Stokes equations for which a recently developed
ensemble-based method allows for the efficient determina-
tion of the multiple solutions corresponding to many pa-
rameter sets. The method uses the average of the multiple
solutions at any time step to define a linear set of equations
that determines the solutions at the next time step. To sig-
nificantly further reduce the costs of determining multiple
solutions of the Navier-Stokes equations, we incorporate
a proper orthogonal decomposition (POD) reduced-order
model into the ensemble-based method.
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MS40

Global Stability of Fully Coupled Capsule Flow
Systems

We develop a formulation to assess the stability of regu-
lar capsule-trains advecting steadily in confined environ-
ments, such as red blood cells flowing in small capillaries.
Empirical evidence shows that when less confined, this reg-
ular state breaks down into a more complex and irregular
flow. This break-up is studied directly for a model system
that includes full coupling between the viscous fluid flow
and elastic capsule membranes. It is constructed via an
orthogonal set of small disturbances to the system based
on a boundary integral formulation. A set of linearly am-
plifying disturbances are identified and analyzed, includ-
ing transient and asymptotic long-time behaviors. These
include shape distortions and rigid-body-like translations
and tilts of the capsules for the set of characteristic base
states considered. Further, it is shown that transient dis-
turbances can precipitate a nonlinear mechanism and by-
pass slower asymptotic growth. The observed apparent
stability of highly confined flows is shown to arise from
nonlinear interactions. Direct numerical simulations are
used to verify the construction of the governing linear sys-
tem and track the transition into an apparently chaotic
nonlinear regime.
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MS40

Calculation of Apparent Viscosity Using Boundary
Integral Equations

The rheological properties of particle suspension are of in-
terest in a wide range of fields, from biology to material
science. Boundary integral equations (BIE) are considered
an efficient means of modelling the movement of particles
in a Stokesian fluid. In this talk we present a technique to
predict the apparent viscosity of a planar suspension using
BIE. This method results in a well conditioned linear sys-
tem and lends itself nicely to simple preconditioners. We
will present results from a simulation of a Couette appara-
tus and provide sensitivity studies on the particle size and

volume fraction.
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MS40

Hydrodynamic and Macromolecules Induced Clus-
ters of Red Blood Cells in Microcapillary Flow

Abstract not available
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MS40

A Second-Kind Traction Integral Equation for
Wall-Bounded Viscous Flows, with Applications to
Sedimentation and Viscous Erosion

Motivated by problems in sedimentation and erosion, we
derive a new boundary integral formulation for comput-
ing surface tractions in several Stokes flow problems, in
particular for problems with a non-trivial background flow
and/or a no-slip plane wall. The integral operator enjoys
the conditioning advantages of second kind integral equa-
tions while avoiding the traditional obstacles of hypersin-
gularity and rank deficiency. The formulation is used to
illuminate the fine details of particle-wall interactions in
sedimentation which lead either to glancing or to revers-
ing trajectories, and to explore viscous erosion of bodies
in a selection of fundamental background flows, where we
observe the emergence of distinct limiting body shapes in-
volving sharp corners and ridges.
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MS41

A Bi-Fidelity, Low-Rank Approximation Technique
for Uncertainty Quantification

The use of model reduction has become widespread as a
means to reduce computational cost for uncertainty quan-
tification of PDE systems. In this work we present a model
reduction technique that exploits the low-rank structure of
the solution of interest, when it exists, for fast propagation
of high-dimensional uncertainties. To construct this low-
rank approximation, the proposed method utilizes models
with lower fidelities (hence cheaper to simulate) than the
intended high-fidelity model. After obtaining realizations
to the lower fidelity models, a reduced basis and an inter-
polation rule are identified and applied to a small set of
high-fidelity realizations to obtain this low-rank, bi-fidelity
approximation. In addition to the construction of this
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bi-fidelity approximation, we present convergence analysis
and numerical results.
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MS41

Prediction Based on the Kennedy-OHagan Cali-
bration Model: Asymptotic Consistency and Other
Properties

Kennedy and OHagan (2001) propose a model for calibrat-
ing some unknown parameters in a computer model and
estimating the discrepancy between the computer output
and physical response. This model is known to have certain
identifiability issue. Tuo and Wu (2016) shows that there
are examples for which the Kennedy-OHagans method ren-
ders unreasonable results in calibration. In spite of its un-
stable performance in calibration, the Kennedy-OHagans
approach has a more robust behavior in predicting the
physical response. In this work, we present some theo-
retical analysis to show the consistency of predictor based
on the Kennedy-OHagans calibration model in the context
of radial basis functions context.
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MS41

MultifidelityMonte Carlo Methods for Uncertainty
Quantification

Multifidelity uncertainty quantification methods leverage
low-fidelity models to obtain computational speedups in
solving uncertainty quantification tasks. We use a control
variate formulation to create the multifidelity Monte Carlo
(MFMC) method. We consider general low-fidelity models
with properties that cannot necessarily be well described by
a priori rates. The MFMC method has an optimal strategy
for allocating evaluations among multiple models, so as to
minimize the variance of the control variate estimator.
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Stochastic Collocation with Multi-Fidelity Models

We shall discuss a numerical approach for the stochas-
tic collocation method with multifidelity simulation mod-
els. The method combines the computational efficiency
of low-fidelity models with the high accuracy of high- fi-
delity models. We shall illustrate the advantages of the
method via a set of more comprehensive benchmark ex-
amples including several two-dimensional stochastic PDEs
with high-dimensional random parameters. Finally, We
suggest that tri-fidelity simulations with a low-fidelity, a
medium-fidelity, and a high-fidelity model would be suffi-
cient for most practical problems.
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MS42

Accelerated Gradient Methods for Computing the
Stationary States of Gross-Pitaevskii Equations

The aim of this talk is to propose new fast converging al-
gorithms based on preconditioned nonlinear conjugate gra-
dient methods discretized by pseudo-spectral approxima-
tion schemes for computing the stationary states of Gross-
Pitaevskii equations. Compared with standard methods,
the proposed one is faster and is easy to implement. Af-
ter presenting the scheme, we will discuss its links with
some other standard methods. A thorough numerical study
will be given to illustrate the behaviour of the method for
1D, 2D and 3D problems involving the rotating Gross-
Pitaevskii equation with large nonlinearities and fast ro-
tations, for strongly confining potentials.
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MS42

High-Order Numerical Schemes for Computing the
Dynamics of Nonlinear Schrödinger Equation

The aim of this talk is to present high-order numerical
schemes to simulate the dynamics of systems of nonlinear
Schrödinger/Gross-Pitaevskii equations. The usual high
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order numerical schemes based on time splitting technique
can not be adapted for the computation of solutions to
such equations in some situations. We introduce Runge-
Kutta type schemes to obtain high order numerical schemes
which can be used both for scalar and system of equa-
tions. We will consider exponential integrators such as
exponential Runge–Kutta methods and Lawson methods,
and high-order IMplicit-EXplicit (IMEX). We will show
the properties of theses numerical schemes and develop a
complete numerical study to investigate the properties of
the schemes.
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MS42

Efficient Spectral Methods for Electronic
Schrodinger Equation

Two efficient spectral-element methods, based on Legendre
and Laguerre polynomials respectively, are derived for di-
rect approximation of the electronic Schrödinger equation
in one spatial dimension. Compared to existing literatures,
a spectral-element approach is used to treat the singularity
in nucleus-electron Coulomb potential, and with the help of
Slater determinant, special basis functions are constructed
to obey the antisymmetric property of the fermionic wave-
functions. Numerical tests are presented to show the effi-
ciency and accuracy of the proposed methods.
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MS42

Accurate and Efficient Computation of Nonlocal
Potentials Based on Gaussian-Sum Approximation

We introduce an accurate and efficient method for a class
of nonlocal potential evaluations with free boundary con-
dition, including the 3D/2D Coulomb, 2D Poisson and 3D
dipolar potentials. Our method is based on a Gaussian-sum
approximation of the singular convolution kernel and Tay-
lor expansion of the density. Starting from the convolution
formulation, for smooth and fast decaying densities, we
make a full use of the Fourier pseudospectral (plane wave)
approximation of the density and a separable Gaussian-
sum approximation of the kernel in an interval where the
singularity (the origin) is excluded. Hence, the potential
is separated into a regular integral and a near-field singu-
lar correction integral, where the first integral is computed
with the Fourier pseudospectral method and the latter sin-
gular one can be well resolved utilizing a low-order Taylor
expansion of the density. Both evaluations can be acceler-
ated by fast Fourier transforms (FFT). The new method is
accurate (14-16 digits), efficient (O(N log N ) complexity),
low in storage, easily adaptable to other different kernels,

applicable for anisotropic densities and highly parallelable.
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MS43

Discontinuous Galerkin Methods for Neutrino
Radiation-Hydrodynamics

Neutrino transport is an essential ingredient in models of
core-collapse supernovae — the explosive evolutionary end
stage of massive stars. Most of the gravitational energy
liberated during iron core collapse is balanced by neutrino
radiation, and neutrinos play a major role in driving the
explosion through neutrino-matter coupling. As neutrinos
are semi-transparent to the stellar fluid, neutrino-matter
interactions occur under non-equilibrium conditions, and
a description rooted in kinetic theory is warranted. Here
we discuss our ongoing work to develop neutrino trans-
port methods based on angular moments of the Boltzmann
equation. To this end we consider the use of the Discontin-
uous Galerkin (DG) method, which offers some distinct ad-
vantages over more traditional finite-difference and finite-
volume methods: (i) high order accuracy on a compact
stencil; (ii) correct asymptotic behavior in the diffusion
limit; and (iii) provide a natural framework for consis-
tent lepton and four-momentum exchange with the stellar
fluid. In this talk, we discuss a semi-implicit DG method
for neutrino radiation-hydrodynamics which treats phase-
space advection and neutrino-matter interactions with ex-
plicit and implicit time stepping methods, respectively.

Eirik Endeve
Oak Ridge National Laboratory
endevee@ornl.gov

Anthony Mezzacappa
University of Tennessee
mezz@utk.edu

MS43

Neutrino Transport in Neutron Star Merger Sim-
ulations

The recent detection by the LIGO collaboration of gravita-
tional waves emitted by merging black holes opened a new
way to observe the universe. In the coming years, gravita-
tional wave detectors are expected to also observe the first
binary neutron star and black hole-neutron star mergers.
In the presence of at least one neutron star, bright electro-
magnetic signals can provide additional information about
the properties and environment of the mergers. Neutron
star mergers can also help us understand nuclear interac-
tions, and may be the main production site of many heavy
elements. The result of nucleosynthesis in neutron star
mergers and the properties of the associated electromag-
netic transients are strongly affected by neutrino emission
and absorption. In this talk, I will review recent efforts
to implement approximate neutrino transport algorithms
in the general relativistic hydrodynamics simulations used
to model these merger events. I will then discuss in more
detail the use of an energy-integrated two-moment scheme
in neutron star merger simulations, and show the impact
of the choice of neutrino transport algorithm on the ob-
servable signals powered by the merger.
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Lawrence Berkeley National Laboratory



78 CS17 Abstracts

francois.foucart@gmail.com

MS43

Neutrino Radiation-Hydrodynamics Simulations of
Neutron Star Mergers

Neutron star mergers result in the dynamical ejection of up
to a few percent of a solar mass of neutron rich material,
because of tidal interactions and relativistic shocks. As
these outflows expand and cool, they realize the conditions
necessary for the activation of the so-called rapid neutron
capture process, or r-process, by which heavy nuclei are
synthesized. The radioactive decay of by-products of the r-
process also powers emissions in the optical or near-infrared
bands that could be detected in coincidence with the grav-
itational waves emitted by the binary. However, predicting
nucleosynthetic yields and electromagnetic emission prop-
erties requires accurate models of the outflows. In partic-
ular their composition, which is set by complex neutrino
radiation-hydrodynamic processes, is a crucial quantity to
study. In this talk I will review the current state of the art
in the modeling of the dynamical ejection of matter during
neutron star mergers. I will show the results from prelim-
inary studies, with simplified neutrino-transport models,
which show the importance of neutrino irradiation of the
outflows. Finally, I will describe our work in progress to-
wards the first spectral (multi-group, multi-flavor) general-
relativistic neutrino radiation-hydrodynamics simulations
of neutron star mergers.
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MS43

Neutrino Transport in Core Collapse Supernovae

The neutrino mechanism for powering core collapse su-
pernovae (CCSN), where neutrinos emitted from deep
in the core of the collapsed star deposit a fraction of
their energy behind the stalled CCSN accretion shock,
is thought to be the most likely means of producing ob-
served Type II supernovae. Still, there is significant uncer-
tainty whether this mechanism can actually reinvigorate
the shock and if it can explain the energetics of observed
CCSNe. These events appear to be marginal phenomena,
where differences in hydrodynamics, radiation transport
methods, initial conditions, resolution, and imposed sym-
metries can be the difference between a successful and a
failed (simulated) explosion. With this in mind, I will dis-
cuss general relativistic moment based methods for radia-
tive transport and their application to neutrino transport
in supernovae. I will then report on a set of long-term
general-relativistic three-dimensional multi-group (energy-
dependent) neutrino-radiation hydrodynamics simulations
of CCSNe
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MS44

Performance of the Non-Hydrostatic Unified
Model of the Atmosphere on the Intel Knights
Landing

We present the progress of porting the Non-hydrostatic

Unified Model of the Atmosphere (NUMA) on the newly
released Knights Landing (KNL) architecture. NUMA uses
high-order continuous and discontinuous Galerkin spatial
discretization with high arithmetic intensity per-degree of
freedom that makes them suitable for porting to accelera-
tors. We use a new programming language OCCA to get
best performance on several many-core accelerators of dif-
ferent architecture. In our previous work, we have shown
that NUMA achieves of upto 15x speedup on a K20X GPU
relative to a 16-core AMD CPU; using the same code com-
piled in OpenMP mode we are targeting to achieve similar
level performance on the KNL as well. Our goals for the
Knights Landing architecture are: a) allowing NUMA to
use OpenMP in addition to MPI b) exploit vectorization
through judicious use of vector classes ( double4 and dou-
ble8) throughout the code. Using intrinsics for this vector
class on the 512-bit wide SIMD units on the KNL we hope
to get further speedup. c) take advantage of the high-
bandwidth RAM on the Xeon Phi. So far we have good
results on the first two aspects, while work is in progress
to see benefit from the MCDRAM. In this talk we shall
report our findings on the work done and results obtained
so far.
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MS44

Performance Optimizations for the SU2 Higher-
Order DG-FEM Fluid Solver on the Intel Xeon Phi

In this presentation we will describe a community effort to
develop a new higher-order solver for the SU2 framework
using a Discontinuous Galerkin Finite Element Method ap-
proach (DG-FEM). The solver is generic and enables a va-
riety of discretizations and the solution of different PDEs,
but we focus our efforts on a DG-FEM formulation for the
solution of the compressible Navier-Stokes Equations (with
several variants including the Euler, Reynolds-Averaged
NS, Large-Eddy Simulation equations, etc.) on arbitrary
unstructured meshes that result in a capability to resolve
complex geometries and tackle industrial-strength prob-
lems. We also describe our efforts to optimize the perfor-
mance of this new solver on the Intel Xeon Phi architecture
including efforts for element and face loops, time stepping
via ADER-style methods, and memory layout, optimiza-
tion, and communication. The result is a high-performance
solver that is ready for use by the open-source community.
Our intent is to leverage this new capability for shape op-
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timization problems prevalent in the aerospace industry.
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MS44

Vectorization and Locality Optimizations for Seis-
mic Imagining Methods Through Automated Code
Generation

The Full Waveform Inversion (FWI) is nowadays the most
powerful numerical method for 3D subsurface image recon-
struction. Petabytes of seismic data collected by suitable
receivers is inverted to create an accurate, high-resolution
representation of the subsurface. This technique has pri-
mary applications in geophysics, particularly for oil and
gas exploration. One of the major problems of FWI is its
computational cost, which grows rapidly with the complex-
ity of the physical model. Because of the strict time win-
dows that often characterize subsurface exploration, ad-
vancements in inversion algorithms, numerical methods,
software and computer architectures are fundamental. In
this talk, I will discuss our approach to the portable opti-
mization of finite difference computations, with particular
emphasis on FWI. Our framework consists of a stack of
domain specific languages and optimising compilers. The
mathematical specification of a finite difference method is
translated by a compiler, Devito, into C code, applying a
sophisticated sequence of transformations. These include
standard loop transformations, such as blocking and vec-
torization, as well as the composition of rewrite operators
to reduce the arithmetic intensity of the complex expres-
sions produced by FWI. I will show the impact of these
transformations on standard Intel Xeon architectures and
the new Intel Knights Landing. I will conclude discussing
future challenges and goals of our work.
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MS44

Large-Scale Dynamic Rupture Simulations with
SeisSol on KNL Platforms

SeisSol is a software package for simulating earthquakes,
supporting wave propagation simulations in heterogeneous

media as well as kinematic and dynamic rupture source
models. We use a code generation approach for tuning
the software for different hardware architectures; specifi-
cally, we use libxsmm as a back-end in order to generate
high performance dense and sparse matrix multiplication
kernels. Libxsmm was recently tuned for KNL, but also
other changes were necessary such as prefetching and care-
ful data-placement (in order to overcome the 16GB size
limitation of MCDRAM). We are going to present node-
level performance of SeisSol on KNL in elastic and vis-
coelastic media as well as the results of scalability studies.

Carsten Uphoff
Technische Universität München
uphoff@in.tum.de

Sebastian Rettenberger
Technische Universität München
Department of Informatics, Scientific Computing
rettenbs@in.tum.de

Michael Bader
Technical University of Munich
bader@in.tum.de

Alice Gabriel
Ludwig-Maximilians-Universität München
alice-agnes.gabriel@geophysik.uni-muenchen.de

MS45

Automatic Adjoints of Multimesh Finite Element
Discretisations

Many interesting physics-driven optimisation problems in-
clude dynamic domains (i.e. domains that change in time).
One can think of the fluid-fluid interaction in a mixing
process or the fluid-structure interaction of a rotating tur-
bine or propeller. In this talk, we present an approach
for solving such dynamic optimisation problems based on
a multi-mesh idea: we allow the computational domain to
consist of multiple meshes which can independently move.
These meshes are then coupled in the variational formu-
lation, typically through Nitsche terms. This approach is
particularly promising in a PDE-constrained optimisation
setting, since it allows even large movements of the domain
without non-differentiable and computationally expensive
remeshing steps. We implemented this approach within the
FEniCS and dolfin-adjoint projects and demonstrate that
it can be combined with a high-degree of automation and
code generation. The user specifies the variational formu-
lation including the coupling terms in the domain-specific
language UFL, from which assembly code is automatically
generated via the FEniCS form compiler. The associated
adjoint equations are derived automatically from the UFL
description, and solved for a specific forward state and
mesh-movements. We give examples of PDE-constrained
optimisation problems with dynamic domains that can now
be solved in a few dozen lines of Python code.
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MS45

Automating Optimal Code Generation for High
Order Finite Element Methods

Code generation has emerged in the last decade as a key
technology in enabling the productive exploitation of ad-
vanced numerical methods for complex systems of equa-
tions. However, no existing high level code generation sys-
tems facilitate the generation of optimal implementations
of high order finite element methods. The optimal algo-
rithms for high level finite elements rely on the exploita-
tion of the tensor product structure of the elements to re-
order the assembly loop nests and avoid redundant com-
putations. This reordering is known as sum factorisation.
Here we present the extension of the Firedrake automated
code generation system with the FInAT element evalua-
tion tool to enable the automatic generation of efficient
sum factored algorithms.
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Exporting ADOL-C API for Scripting Languages
Using SWIG

Scripting languages are gaining acceptance in the scientific
community for purposes of prototyping and due to ease
of use. In the context of algorithmic differentiation, the
development effort continues to be concentrated on tradi-
tional compiled languages like Fortran and C/C++, be it
source transformation or operator overloading. Although
scripting languages may not be quite suited for high perfor-
mance computing, providing ways to compute derivatives
efficiently in these languages is a worthwhile goal. ADOL-C
is an operator overloading based C++ library that provides
accurate first and higher order derivatives for applications
in C++. In recent years an automatic interface genera-
tor called SWIG has been developed that uses the C/C++
header files to wrap the API of a library into various script-
ing languages like Python, R, C-sharp, Perl, Javascript,
Go, Octave etc. Although every language has its caveats,
the overall process of making the C/C++ API available
via SWIG is the same for all scripting languages. After
the initial effort required per language, the effort required
to maintain the scripting interface in sync with upstream
developments in the C/C++ library is minimal. Initial
studies using python and R have shown great promise en-
couraging us to work further and on more language in-
terfaces, e.g. Octave. This talk will give an overview of
the interface generation process, the caveats we encoun-
tered for various scripting languages, and some numerical
results.
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MS45

Algorithmic Differentiation of a CAD System for

Shape Optimization

For the gradient-based optimization of a parametric CAD
model, shape sensitivities, i.e. the derivatives of surface
points with respect to the design parameters, are required.
In this talk we present and analyse the algorithmic differ-
entiation of the CAD kernel within OpenCASCADE Tech-
nology using the AD tool ADOL-C. First numerical results
for the optimization of a U-bend pipe are shown including
also a verification of the computed derivatives.
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Marginal then Conditional Sampling for Hierarchi-
cal Models

Independent sampling in the linear-Gaussian inverse prob-
lem may be performed for less computational cost than
regularized inversion, when selection of the regularizing pa-
rameter is considered. We demonstrate a sequence of in-
creasingly efficient sampling algorithms: block Gibbs, one-
block, and the ‘marginal-then-conditional’ sampler with a
fancy method for evaluating the ratio of determinants re-
quired for MCMC. This last method scales well with prob-
lem and data size, allowing inference over function space
models with no approximation (!).
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MS46

A Gaussian Process Prior Approach to Estimat-
ing Parameters in Multi-level Stochastic Differen-
tial Equations

We study the problem of estimating functional param-
eters describing multivariate stochastic differential equa-
tions (drift and diffusion coefficients). In our Bayesian ap-
proach we focus on a general class of Gaussian Process
(GP) prior models for functional unknowns, as such priors
appear naturally in certain cases. The work is motivated
by the need for improved statistical inference tools for such
models, that avoid (to the extent possible) discretizations.
We illustrate our method with applications from oceanog-
raphy.

Peter Craigmile
The Ohio State University
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MS46

Fast Experimental Designs for LARGE Linear Pro-
cesses: How to Image Biofilms Using a 3-D Confo-
cal Scanning Laser Microscope

Much progress has been made in recent years to apply ma-
ture results from numerical analysis in order to acceler-
ate iterative samplers that solve common Bayesian linear
inverse problems. Explicit sampling algorithms are now
available that efficiently solve LARGE problems that have
Gaussian noise by utilizing Lanzcos, the method of pre-
conditioned conjugate gradients, and Chebyshev polynomi-
als. A combination of these approaches has recently been
used to estimate the location and abundances of pathogenic
biofilm bacteria attached to surfaces (e.g., medical de-
vices), before and after antimicrobial treatments, from the
3-D movies generated by a confocol scanning laser micro-
scope (CSLM). Because increased spatial resolution in each
image of the movie (set by the microscopist) decreases tem-
poral resolution (i.e., it takes the CSLM more time to cap-
ture more pixel data), microscopists want to know: How
many pixels should be used in each planar xy-dimension?
How many z-slices of planar images should be collected in
the vertical dimension? How many different fields of view
should be considered? How many biofilm samples from
the same experiment should be imaged? How many exper-
iments should be run? These questions regarding CSLM
experimental design are addressed via accelerated iterative
samplers.

Albert E. Parker
Montana State University
Center for Biofilm Engineering
parker@math.montana.edu

MS46

Regularized Estimation of Likelihood-Informed
Subspaces from Samples

A large scale Bayesian inverse problem has a low effective
dimension when the data are informative only over a low-
dimensional subspace of the input parameter space. This
subspace, called the likelihood-informed subspace (LIS), is
an essential ingredient for reducing the complexity of the
problem. The efficient detection of the LIS remains com-
putationally challenging since it requires expensive evalu-
ations of the gradient of the forward model. In this talk,
we propose a sample-based (black-box) algorithm for the
LIS detection which relies on a regularized estimate of the
posterior covariance matrix. Numerical examples on linear-
Gaussian and non-linear/non-Gaussian problems show the
performance of the method.

Olivier Zahm
MIT
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MS47

Accelerating Tensor Contractions by Runtime
Code Generation of Small Matrix Multiplications

on Intel Architecture

Tensor contractions can be boiled down to small matrix
multiplications as their main computational engine. Math
libraries or compilers are unlikely to provide the best pos-
sible kernel performance for these kernels. To address this
issue, we present a library which provides high performance
small matrix multiplications targeting all recent x86 vector
instruction set extensions up to Intel AVX-512. Our evalu-
ation proves that large speed-ups are possible depending on
the CPU and application. These speed-ups are achieved by
a combination of several novel technologies. We use a code
generator which has a built-in architectural model to cre-
ate code which runs well without requiring an auto-tuning
phase. Since such code is very specialized we leverage just-
in-time compilation to only build the required kernel vari-
ant at runtime. Besides pure matrix multiplication perfor-
mance we will also discuss performance impacts if matrix
operands should be implicitly transposed.

Alexander Heinecke
Parallel Computing Laboratory
Intel Corporation, Santa Clara, CA, USA
alexander.heinecke@intel.com

Greg Henry, Hans Pabst
Intel Corporation
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MS47

A Distributed Memory Library for Sparse Tensor
Functions and Contractions

Cyclops Tensor Framework (CTF) provides a high-level ab-
straction for algebra with distributed sparse multidimen-
sional arrays. CTF enables summation and contraction
of tensors with user-defined element types and algebraic
structures. Tensors may be sparse and/or contain sym-
metries. The library is general, supporting applications
ranging from computational quantum chemistry to graph
analysis. CTF automatically parallelizes the tensor data
distribution and computation. A cyclic data layout pre-
serves load balance in the presence of symmetry and spar-
sity. The contraction algorithms are selected dynamically
from a large space of variants, including ones that tradeoff
memory usage to minimize communication cost. The talk
will focus on recent developments in CTF, including sparse
matrix multiplication algorithms that use asymptotically
less communication than previous approaches.

Edgar Solomonik
ETH Zurich
solomon2@illinois.edu

MS47

Accelerating Tensor Contractions in High-Order
FEM with MAGMA Batched

High-order finite element methods (FEM), among many
other computational methods and applications, can use
tensor contractions as a fundamental tool to easily ex-
press their computations. Consequently, it is possible to
standardize and implement what is needed in numerical li-
braries. Currently, high-performance is difficult to obtain
for tensor contractions using existing libraries. However,
using that the contractions are many, small, and indepen-
dent, along with some application specifics, we developed
a MAGMA framework to group (batch) the computations
and to obtain close to peak performance results. In par-
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ticular, we represent contractions as tensor index reorder-
ing plus batched matrix-matrix multiplications (GEMMs).
This is a key factor to achieve algorithmically many-fold
acceleration (vs. not using it) due to possible reuse of data
loaded in fast memory. We will present the results and
the techniques leading to obtaining high-performance on
multicore, GPUs, and Xeon Phi architectures.
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MS47

Strongly-Scalable Block and Rank-Sparse Tensor
Algebra

The emerging reduced-scaling quantum mechanical meth-
ods replace high dimensional tensors with their data-
compressed counterparts to reduce storage and computa-
tional costs from high-order polynomial to low-order or
even linear. Such data compressed representations take
many forms, from simple (element or block) sparsity to
global rank compressed forms (HOSVD) to some combi-
nations thereof. Here we will highlight our use of com-
pressed tensor representations suitable for large-scale elec-
tronic structure computations on molecules with hundreds
of atoms, and will discuss the TiledArray software frame-
work that makes scalable computations with such data
structures possible.

Edward F. Valeev
Virginia Tech
efv@vt.edu

MS48

An Overview of the GRINS Multiphysics Frame-
work

In this talk, we describe the GRINS multiphysics frame-
work. GRINS is built on the libMesh finite element li-
brary, particularly the FEMSystem framework. The goal
of GRINS is to provide reusable kernels, selectable at run-
time, for various aspects of modeling and simulation of

complex multiphysics systems while at the same time pro-
viding user extensibility to the problem at hand. One of
the salient features of GRINS is the ability to handle auto-
matically the solution of the discrete adjoint problem. We
describe the overall structure of the framework and show
several examples of the classes of problems currently being
studied using GRINS. Finally, we highlight planned devel-
opments in facilitating runtime selection of parameters for
the use in bayesian inference and uncertainty quantifica-
tion.

Paul Bauman
Mechanical and Aerospace Engineering
University at Buffalo, State University of New York
pbauman@buffalo.edu

MS48

In Situ Data Steering with Provenance Data

libMesh-sedimentation is an application built upon
libMesh to simulate turbidity currents typically found in
geological processes. In large-scale scenarios, users com-
monly need to track the dataflow generation and to ana-
lyze strategic simulation data, such as residuals and errors
estimates, to monitor and steer simulation runs as much
as possible. Considering existing solutions, such as Fast-
Bit and SDS framework, they only perform tracking af-
ter the execution of the computer simulation. This work
presents DfAnalyzer, an instantiation of ARMFUL frame-
work, which enables the Analysis of Raw data from Mul-
tiple Files. DfAnalyzer is a solution based on provenance
data to extract and relate strategic simulation data for on-
line queries. Moreover, we integrate libMesh-sedimentation
and ParaView Catalyst to perform in situ data analysis
and visualization. Our experiment used 1,040 cores, where
users monitor the sediments appearance at runtime and
steer simulation based on the solver convergence (i.e., resid-
uals and errors) and visual information on the deposits.
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COPPE/Federal University of Rio de Janeiro
vitor.silva.sousa@gmail.com
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MS48

An Overview of the Moose Framework and Physics
Modules

The Multiphysics Object Oriented Simulation Environ-
ment (MOOSE) framework is Idaho National Laboratory’s
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(INL) premier open source modeling and simulation tool.
Under development since 2008, and available on GitHub
since 2014, the framework provides a flexible, powerful, and
analyst-friendly computational environment for the numer-
ical solution of partial differential equations via the finite
element method. The MOOSE framework makes exten-
sive use of the facilities provided by the libMesh finite el-
ement library, including mesh management, partitioning,
and generation, 1, 2, and 3D geometric element types, fi-
nite element basis functions, assembly routines, and nu-
merical linear algebra interfaces. While there are no spe-
cific physics equations present in the base framework, the
MOOSE repository also includes a diverse set of “modules’
for various applications, including tensor mechanics, me-
chanical contact, heat transfer, chemical reactions, phase
field, fluid dynamics, porous media flow, and XFEM. These
modules, whose development is driven by both INL and the
open science community’s simulation requirements, pro-
vide a set of valuable building blocks to researchers devel-
oping new analysis tools and conducting original research.
This talk will briefly summarize and describe the physics
modules which are currently available and under develop-
ment, the basic equations they are designed to solve, and
some of the larger-scale applications where they are cur-
rently employed.
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MS48

Rattlesnake: A Moose/libmesh-Based Multiscale
Neutronics Application

Radiation transport studies the motion of neutrons and
photons in a stationary medium by solving the linear Boltz-
man transport equation (BTE). The BTE differs from stan-
dard PDEs by the number of independent variables: three
spatial variables, three radiation momentum variables (two
angular directions and energy), and time, leading to a
large number of DOFs. Rattlesnake is the radiation trans-
port application built on Moose designed for solving mul-
tiphysics radiation transport problems. As a Moose appli-
cation Rattlesnake inherits many of its features from the
libmesh FEM library making it markedly different from
other transport codes and facilitating its application in
multiphysics environments. Rattlesnake features a num-
ber of different angular discretization options: SN (colloca-
tion), PN (spectral expansion), and diffusion, and uses ei-
ther continuous (CFEM) or discontinuous FEM (DGFEM)

for the discretization of the spatial variable. For efficient
solution of the SN equations, the nonlinear diffusion accel-
eration (NDA) method is used. NDA uses a modified low
order problem, typically diffusion, to accelerate the SN so-
lution. This talk will focus on three features of Rattlesnake
show-casing its unique design and capabilities: (1) nonlin-
ear diffusion acceleration of CFEM and DGFEM transport
schemes, (2) an inexact transport sweeper on second order
meshes, (3) a model refinement study of the C5G7 problem
featuring in excess of 40 billion DoF.

Sebastian Schunert
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MS49

Soft Error in PCG: Sensitivity, Numerical Detec-
tions and Possible Recoveries

Abstract not available
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MS49

Integrating Algorithm Based Fault Tolerance into
a Parallel Mulitigrid Library

The vast size of forthcoming HPC systems, coupled with
potential technology changes have increased concern about
silent data corruption and have led to a corresponding in-
terest in methods to provide resilience to these errors. To
demonstrate the feasibity and performance of algorithm-
based fault tolerance (ABFT) for complex applications,
we have developed a fault-tolerant parallel multi-grid al-
gorithm. We used the Containment Domains runtime to
provide a recovery mechanism for our fault-tolerant paral-
lel sparse matrix-matrix and matrix-vector multiplication
routines. The intefaces for these routines were designed
to integrate easily with the HYPRE and MFEM libraries
so that resulting FT variants of these libraries could add
resiliance to the Smoothed Aggregation Spectral Element
AMG (SAAMGE) program with minimal changes to the
parent code. Our FT-AMG code requires roughly twice as
much memory capacity as the non-resilient code and incurs
only small increases in runtime.
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NERSC
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MS49

Resilient Dense/Sparse Linear Algebra

Abstract not available
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MS49

Programming Constructs for Transparent Silent-
Error Mitigation in PDE Solvers

We discuss practical techniques for implementing parallel
PDE solvers that can detect and correct silent data cor-
ruption while keeping the solver code understandable and
maintainable. Silent data corruption is expected to be an
increasing concern at large computational scales. Our focus
is on previously developed mitigation approaches that use
spatial interpolation to replace outlier values resulting from
memory bit flips. These approaches can provide resilience
to orders of magnitude higher bit-flip rates than standard
solvers, with modest runtime overhead. However, it is also
important to minimize the additional programmer effort
needed to implement and maintain such a robust solver
versus a non-robust one, particularly for solver-specific op-
erations such as stencils. We present example implementa-
tions that remain as close as possible to the implementation
of a standard solver but support swapping-in reusable com-
ponents that incorporate robustness in memory accesses.
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MS50

Engineering Sciences Workflows for V&V Applica-
tions

The Sandia Analysis Workbench (SAW) is a family of desk-
top applications that was developed to provide an inte-
grated interface to many of these codes, and to improve
their ease of use by providing contextual information and
tools that simplify and streamline common operations. Us-
ing the Workbench, users build models, submit and man-
age HPC jobs, visualize results, share and store models and
results in context with versioning and dependency tracking,
and more. Because a diverse array of in-house and commer-
cial tools must be integrated using limited resources, we use
a component-based, data-driven approach in which tools
are treated generically and customization is handled as
much as possible by configuration files. While many of the
codes integrated into the Workbench have scripting capa-
bilities, overall workflow has until now been handled manu-
ally. Recently, we have recast our architectural components
as nodes in an explicit workflow graph. The addition of a
robust, configurable workflow engine supports V&V/UQ
activities by allowing combinations of Workbench compo-
nents to be used for repeatable, automated executions of
parameterized models, enabling sensitivity analysis, opti-

mization, and other compound operations with minimal
user effort. In this talk, we will discuss the SAW architec-
ture and the data-driven, component-based strategies we
use for integrating tools, and the challenges we are facing
as we scale the system up for exascale problems.
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MS50

Workflow Modernization Efforts at Lawrence Liv-
ermore National Laboratory

I will describe the Workflow project at LLNL, which is
broadly focused on bringing workflow technologies and
tools to four areas: problem setup, data management,
simulation/run management, and post-processing & analy-
sis. Our environment presents several challenges, including
multiple authentication realms, a variety of security and
access control requirements, and a wide variety of existing
workflows based on command line tools and scripts with
manual data and run management.

Daniel Laney
Lawrence Livremore National Laboratory
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MS50

HPC Workflow Taxonomies: A New Methodology
for Hardware/Software CoDesign

The exascale target has introduced transitional stages
across the High Performance Computing (HPC) ecosystem.
Understanding workflows support this transition. Differing
perspectives of a workflow led us to toward developing a
Workflow Taxonomy that could be the basis for charac-
terization. The approach taken was to focus on the logic
flow of simulation studies and pipeline runs, the applica-
tions with their internal computational flow, and related
dataflows and develop use cases as currently deployed. A
resulting study done at LANL helped in the development
of a workflow white paper used as part of the procurement
effort for the planned Crossroads machine for 2020. In this
talk we will describe our initial efforts and present exam-
ples of our HPC Workflow Taxonomy. Its target uses span
a wide range, including: Providing computational and data
use workflows to industry partners working toward devel-
oping exascale architecture plans; providing a taxonomy
for code development teams. In addition, we will discuss
the challenges in capturing data continuously to both vali-
date the workflow characterization and support application
transition and simulation efforts.

David Montoya
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MS50

Swift: Implicitly Parallel Workflow for Science and
Engineering Applications

Swift (http://swift-lang.org) is a little language for com-
posing parallel scripts of applications or functions. Swift is
implicitly and pervasively parallel, driven by dataflow. It
can run parallel or sequential tasks, orchestrating the ex-
ecution of functions passing in-memory or file-based data.
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Swift is extremely fast and portable. It can run a mil-
lion programs, thousands at a time, hundreds per second,
and execute the same script on multi-core nodes, clusters,
clouds, and supercomputers.
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MS51

Model Discrepancy Formulations in Dakota

Discrepancies between experimental data and model pre-
dictions are formally attributed to measurement error and
so-called model form error, in which the model is consid-
ered to be inherently inadequate. New tools in Dakota
which address the long-standing issue of characterizing and
mitigating model form error are presented in the context
of Bayesian model calibration. Potential representations
of model form error, along with estimation procedures, are
considered.
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MS51

Bayesian Calibration of Engineering Hydraulic
Fracturing Models in the Presence of Parametric
Uncertainties and Model Errors

The exploitation of oil and gas can be stimulated through
hydraulic fractures (HF) which are discontinuities in the
rock formation induced by the injection of high pressur-
ized viscous fluids. This enhancement methods mimic
natural phenomena and are highly complex to be repro-
duced through laboratory experiments. Therefore, numer-
ical simulation provides viable and effective tools for de-
signing and optimizing the process. As there exists great
variability in geologic formations, the computational mod-
els, and consequently the predictions drawn from simula-
tions, might lead to misleading conclusions, despite the use
of efficient and robust numerical schemes. A crucial aspect
is taking into consideration the unavoidable uncertainties
in those computational models. On one side, one has lim-
itations on obtaining accurate information about the rock
physics, which are included in the modeling through con-
sidering parametric uncertainties. Very often, simplified
engineering models are used for planning and optimizing
field processes, what generates another source of uncer-
tainties. In that case, one deals with model errors. Here,
within a Bayesian framework, we explore different ways of
introducing model discrepancy terms regarding well estab-
lished engineering models for hydraulic fracturing trying
to assess the final impact of model errors and enhancing
the predictive capabilities of those models trhough calibra-
tion based upon more sophisticated ones, form the physical

point of view.
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MS51

Bayesian Selection of Model-Model Connections in
Multiscale Hierarchies with Uncertainty in Cali-
bration

Scientific models and simulations generally have structure
that is bound to hypotheses. The degree to which these
hypotheses are testable is an important concern in the en-
deavor to improve upon existing models. A description of
the testability of model structure is approached by exam-
ining the process of model calibration. A Crystal Plasticity
model is used to simulate the temperature dependent sin-
gle crystal yielding of bcc Fe. The model is calibrated with
experimental data incrementally. Separately, the model is
calibrated with pseudodata generated from one calibration
of the same model. In both calibrations, the model form
uncertainty is described using surrogate models of likeli-
hood functions across calibration parameter space. The
likelihood functions are used to inform decisions on the
data requirements of the model. Applications to hierarchi-
cal multiscale model to model connections are discussed.
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MS52

Optimal Control of Fractional Power of Elliptic Op-
erators

In this talk we will study the existence, regularity, and ap-
proximation of solution to optimal control problems with
fractional elliptic PDEs as constraints. We realize the frac-
tional operator as a Dirichlet-to-Neumann map via the
Caffarelli-Silvestre extension. We introduce a first-degree
tensor product finite element space to approximate the
truncated problem and derive a priori and a posteriori er-
ror estimates. We conclude by incorporating uncertainty
in the PDE models.

Harbir Antil
George Mason University
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MS52

An Adaptive Approach for Solving Stochastic Par-
tial Differential Equations using Reduced Local
Bases

We present in this work an adaptive approach for solving
partial differential equations (PDE) with random inputs
based on local, reduced bases approximations. The main
goal of this research is to develop an accurate and scalable
approach to solve SPDEs. To this end, we have developed a
strategy based on two building blocks: 1) constructing effi-
cient and accurate local approximations over Voronoi cells,
and 2) an adaptive strategy for constructing the Voronoi
partitioning of the sample space. The first pillar of our ap-
proach is a local basis defined over each Voronoi-cell con-
structed from local solutions at a fixed number of the clos-
est samples to the center of the cell as well as the gradient
at the center of the cell. The second ingredient of our ap-
proach is an adaptive approach to sequentially select the
Voronoi-cell centers. To this end, we adopt a greedy sam-
pling using a rigorous a-posteriori error estimator, which
in turn is based on an efficient approximation of the sta-
bility constant of the discrete operator. We demonstrate
the performance of our proposed approach through several
numerical examples with up to thirty (30) stochastic di-
mensions. When compared to existing methods such as
Monte Carlo and Adaptive Sparse Grid, our results indi-
cate that our proposed approach can significantly reduce
computational cost for the same accuracy.
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MS52

Low-Rank Tensor Methods for Constrained Opti-
mization Problems with PDEs under Uncertainty

We develop low-rank tensor methods for solving problems
that arise from discretizations of inequality-constrained op-
timization problems with PDEs involving uncertain pa-
rameters. Especially, we consider the optimal control of
PDEs under uncertainty and variational inequalities (VIs)
of obstacle type with uncertainties. The proposed second-
order methods perform all computations within the low-
rank tensor format (Hierarchical Tucker or Tensor Train)
and by this can overcome the curse of dimensionality. If
time permits, we also plan to touch on some aspects of
adaptive inexactness control and of possible extensions to-
wards coherent risk measures (especially CVaR) and state
constraints.
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MS52

Risk Averse Optimization for Material Science

Additive manufacturing (AM) is capable of creating com-
pelling designs at a much faster rate than standard meth-
ods. However, achieving consistent material properties at
various length scales remains a challenge. In this work,
we present risk-averse optimization to produce robust de-
signs by tightly controlling certain features of the dynamics
while addressing underlying uncertainties. Aspects of the
AM process are emulated with PDEs to mimic the behavior
of the material during the processing. The goal is to con-
trol different aspects of the dynamics, such as source terms
and boundary conditions, to achieve design targets and si-
multaneously accomodate uncertainties in different parts of
the underlying dynamics. PDE-constrained optimization
methods serve as the foundation for this work with finite
element discretizations, adjoint-based sensitivities, trust-
region methods, and Newton-Krylov solvers. Our final AM
produced parts must achieve tight tolerances for a range of
different material properties. Accordingly, a range of risk
measures are considered with a specific emphasis on relia-
bility. A numerical example demonstrates that the use of
risk measures as part of the objective function results in
optimal solutions and ensures that worse case scenarios are
avoided.
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MS53

Adaptive Sampling for Risk-Averse PDE-
Constrained Optimization

Uncertainty is ubiquitous in virtually all engineering appli-
cations and, for such problems, it is inadequate to simulate
the underlying physics without quantifying the uncertainty
in unknown model inputs, boundary and initial conditions,
and modeling assumptions. Moreover, when certifying re-
liability of an engineered system, it is often not sufficient
to solely approximate moments of the target quantity of
interest, but rather one must accurately evaluate the risk
associated with, for example, tail distribution statistics.
In this presentation, we introduce an adaptive approach
for approximating a certain class of risk functionals. Our
target class includes many popular risk measures such as
the conditional value-at-risk. To guide adaptivity, we de-
velop local error indicators based on Voronoi tessellation
and the mathematical properties of this class of risk func-
tionals. We conclude our presentation with numerical ex-
amples demonstrating the efficiency of our approximation
scheme.
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MS53

Universal Scalable Robust Solvers from Computa-
tional Information Games

Can we design a universal solver? Can we, via a
game/decision theoretic approach to numerical analysis
and algorithm design, find a scalable algorithm that could
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be applied to nearly all linear operators? One motivation
for asking this question is the observation that there are
(nearly) as many linear solvers as linear systems. One mo-
tivation for not asking this question is Sard’s affirmation
“Of course no one method of approximation of a ‘linear
operator’ can be universal.’ We have asked this question
anyway and obtained a positive answer via a game theo-
retic approach under two minor conditions: the continuity
of the linear operator and the existence of a compact em-
bedding on its image space.
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MS53

Scalable Methods for Rare Event Simulation in Ro-
tocraft Systems

We focus on the problem of predicting rare events in rotor-
craft systems. Helicopter rotors are typically designed for
efficient performance in cruise conditions and in hover. At
the same time, structural components and blades are sized
based on desired capabilities such as maximum thrust,
maximum speed, and maneuverability. At the limits of
these capabilities, the rotor begins to stall, which results in
loss of lift and increased power and vibratory loads. These
circumstances reduce the life of the rotorcraft and may
lead to accidents. For autonomous rotorcraft, one aims
to predict such events in real time to prevent accidents.
We compute the probabilities of extreme events in a sim-
ple rotorcraft model. We focus on dynamic importance
sampling algorithms based on Hamilton-Jacobi equations.
Accelerating these methods using transport maps will also
be discussed.
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MS53

UQ Prediction Under Limited Resources

One of the primary goals of uncertainty quantification
(UQ) is to understand and predict system behavior in the
presence of uncertainty parameters. This introduces an-
other layer of complexity to the underlying problem. When
the baseline deterministic system is already of high com-
plexity and requires large amount of resources to sample,
UQ becomes exceedingly difficult. In this talk, we will
review of the newest development in UQ algorithm re-
search. In particular, we focus on the algorithms that de-
liver mathematically optimal prediction results using lim-
ited and fixed number of deterministic simulation samples.
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MS54

A Luenberger Observer for Reaction-Diffusion
Models with Front Position Data

Cardiac electrophysiology describes and models chemical
and electrical phenomena taking place in the cardiac tis-
sue. Given the large number of related pathologies, there
is an important need for understanding these phenomena.
The electric wave propagating in the cardiac tissue can be
represented by a nonlinear reaction-diffusion partial differ-
ential equation called the bidomain model. The complex
bidomain model must be adapted to each individual case
in order to produce predictive simulations for a given pa-
tient. In this context, we can use the abundant available
medical data, especially the patient electrical activation
maps - which correspond to the location of the front over
time. In this talk, we present a Luenberger observer for
reaction-diffusion models with propagating front features,
and for data associated with the location of the front over
time. We start by proposing an observer for the eikonal
equation that can be derived from the reaction-diffusion
model by an asymptotic expansion, drawing our inspira-
tion from image processing methods. We then carry over
this observer to the underlying reaction-diffusion equation
by an ”inverse asymptotic analysis”. We also discuss the
extension to joint state-parameter estimation by using the
earlier-proposed ROUKF strategy. We then illustrate and
assess our proposed observer strategy with test problems
and also with atrial real data. Our numerical trials show
that joint state-parameter estimation is directly very effec-
tive.
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MS54

A Computational Model for Endocardiac Radiofre-
quency Ablation (RFA) with Open-Irrigated Elec-
trodes

Radiofrequency ablation (RFA) is a common technique in
cardiac catheterization for the treatment of arrhythmias.
Although globally a pretty safe procedure, it may present
some risk. Thrombus formation can occur during RFA
at the electrode-tissue interface when the temperature ex-
ceeds 80◦C. Open-irrigated electrodes have been developed
to reduce the risk of thrombus formation by cooling the
electrode-tissue interface, allowing higher RF power deliv-
ery and the creation of larger lesions. On the other hand,
higher RF power delivery increases the risk of steam pops
occurrence, a rather serious complication. Steam pops are
caused by tissue overheating above 89◦C, and may trig-
ger explosive rupture of myocardium. If the steam pop
occurs sufficiently deep in the tissue, or if the RFA is per-
formed on atria, whose walls are thinner that the ones of
the ventricles, such explosive rupture may actually result
in a perforation of the cardiac chamber wall, and in dra-
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matic hemorrhagic events. As of today, it is still very com-
plicated to predict the occurrence and location of steam
pops into the tissue during RFA. We present here a three-
dimensional model for catheter RFA with open-irrigated
electrode, its validation against in vitro experiments, and
show its potential for accurate spatio-temporal prediction
of steam pop occurrence.
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MS54

Influence of Cardiac Mechano-Electric Feedback on
Reentry Dynamics: A Simulation Study

In this work, we investigate the influence of the cardiac tis-
sue deformation on re-entrant wave dynamics, using a 3D
strongly coupled electro-mechanical Bidomain model posed
on an ideal monoventricular geometry, including fiber di-
rection anisotropy and stretch-activated currents. The 3D
electromechanical model considered consists of four cou-
pled components (see Colli Franzone et al., Math. Mod.
Meth. Appl. Sci., 26: 27 -57, 2016 and Math. Biosci. 280:
71 - 86, 2016): a) the quasi-static transversely isotropic fi-
nite elasticity equations for the deformation of the cardiac
tissue; b) the active tension model for the intracellular cal-
cium dynamics and cross-bridge binding; c) the anisotropic
Bidomain model for the electrical current flow through
the deforming cardiac tissue; d) the membrane model of
ventricular myocytes, including stretch-activated channels.
The numerical simulations are based on our finite element
parallel solver, which employs Multilevel Additive Schwarz
preconditioners for the solution of the discretized Bidomain
equations and Newton-Krylov methods for the solution of
the discretized non-linear finite elasticity equations. We
present the results of several parallel simulations of re-
entrant waves in presence of different mechano-electrical
feedbacks, showing that scroll wave stability seems to be
more influenced by stretch-activated currents than by the
geometric influence of the deformation gradient on the elec-
trical diffusion coefficients.
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MS54

Numerical Modeling of the Electrical Activity in
the Ventricles in Presence of Detailed Purkinje
Fibers

In this talk we aim at describing the electrical propaga-
tion in the human ventricle. To this aim, we consider a
detailed Purkinje network, which is known to provide the
source term for the myocardial activation. However, in
some pathological cases, two electrical fronts propagate,
one coming from the network as in the normal case, and
one coming from the myocardium. Thus, suitable coupling
methods between the network and the myocardium should
be ad-dressed. We discuss the coupling between Purkinje
network and myocardium where Monodomain and Eikonal
subproblems are considered. In particu-lar, we discuss the
well-posedness of the coupled problems and we compare
for an idealized geometry the results. We also consider
the Wolff-Parkinson-White syndrome, characterized by an
anomalous myo-cardial source of activation which requires
the solution of an implicit coupling. Our results were able
to recover two important features of the electrical activa-
tion in the ventricle: the so called push-and-pull effect char-
acterizing the propagation through the Purkinje-Muscle
junctions (PMJ), and the PMJ delay when passing from
the network to the myocardium and viceversa. Finally, we
consider an application to a realistic case of a human ven-
tricle and we address preliminary results about the cardiac
resynchronization therapy, by searching for optimal loca-
tions of the stimulation points.
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MS55

A Stable and Efficient Partitioned Algorithm for
Conjugate Heat Transfer

We describe a new partitioned approach for solving con-
jugate heat transfer (CHT)problems where the governing
temperature equations in different material domains are
time-stepped in a implicit manner, but where the interface
coupling is explicit. The new approach, called the CHAMP
scheme (Conjugate Heat transfer Advanced Multi-domain
Partitioned), is based on a discretization of the inter-
face coupling conditions using a generalized Robin (mixed)
condition with weights determined using detailed analy-
sis of the coupling scheme. The interface treatment com-
bines ideas from optimized-Schwartz methods for domain-
decomposition problems together with the interface jump
conditions and additional compatibility jump conditions
derived from the governing equations. For many prob-
lems (i.e. for a wide range of material properties, grid-
spacings and time-steps) the CHAMP algorithm is stable
and second-order accurate using no sub-time-step itera-
tions. In extreme cases (e.g. very fine grids with very
large time-steps) it may be necessary to perform one or
more sub-iterations. A comparison is made to the classical
Dirichlet-Neumann (DN) method and, where applicable,
to the optimized-Schwatrz (OS) domain-decomposition
method and outperforms both schemes. The CHAMP
scheme is also developed for general curvilinear grids and
CHT examples are presented using composite overset grids
that confirm the theory and demonstrate the effectiveness
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of the approach.
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MS55

Multi-Implicit Discontinuous Galerkin Method for
Low Mach Number Combustion

We present an arbitrarily high-order (in space and time)
multi-implicit dicontinuous Galerkin (DG) method for low
Mach number combustion with complex chemsitry. We
discretize in space by means of the compact DG method.
We use the iterative spectral deferred correction method
to discretize in time with arbitrarily high formal order of
accuracy. We solve the advection-diffusion-reaction equa-
tions by iterating on the weakly coupled system of equa-
tions, treating advection explicitly, and diffusion and reac-
tion implicitly. Using this method, we are able to simu-
late flames with complex chemistry and a large number of
chemical species, and accurately resolve the stiff transients
that arise.
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MS55

A Stable Algorithm for Incompressible Flows and
Rigid Bodies Based on Potentials

A stable FSI algorithm is developed for the problems in-
volving interaction between viscous incompressible flow
and rigid bodies. The new algorithm is developed based
on added-mass potentials and added-damping potentials.
The underlying dependence between the incompressible
flows and rigid bodies are exposed through this approach.
The resulting scheme will be compared with our previous
added-mass/added-damping partitioned algorithm, in both
heavy and light rigid bodies cases.
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MS55

A Numerical Study for the Arterial Intimal Thick-
ening Based on the Reference Map Technique

Intimal thickening (IT) is a common condition in humans
which might cause atherosclerotic lesions. In [Fok, Pak-
Wing, and Rebecca Sanft. ”A biochemical and mechanical
model of injury-induced intimal thickening.” Mathemati-
cal Medicine and Biology (2015): dqv040], a theoretical
1D model is proposed, to describe the growth of the ar-

terial intima due to cell proliferation. This model couples
the intima growth rate with both the local stress imposed
by the blood flow and the local concentration of the re-
lease of a cytokine such as Platelet-Derived Growth Factor
(PDGF). However, because of the 1D assumption, this the-
oretical model fails to simulate the uneven distribution of
the buildup on the cross section of the vessel. In this work,
we numerically investigate a generalized 2D model for the
arterial intimal thickening, employing the reference map
technique which leads to a second-order finite-difference
method for solids undergoing finite deformations. Exam-
ple simulations on rabbit and rat models of atherosclerosis
are presented, and the prediction results are compared with
experiments.
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MS56

Boundary Integral Methods for Computing Forces
on Particles in Unsteady Stokes and Linear Vis-
coelastic Fluids

Accurately characterizing the forces acting on particles in
fluids is of fundamental importance for understanding par-
ticle dynamics and binding kinetics. Conventional asymp-
totic solutions may lead to poor accuracy for neighbor-
ing particles. We present an accurate boundary integral
method to calculate forces exerted on particles for a given
velocity field. The idea is to exploit a correspondence prin-
ciple between the unsteady Stokes and linear viscoelastic-
ity in the Fourier domain such that a unifying boundary
integral formulation can be established for the resulting
Brinkman equation. Comparison with known analytic so-
lutions and existing asymptotic solutions confirms the ac-
curacy in space of our numerical scheme.
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MS56

Thermodynamically Consistent Sharp Interface
Model and Fictitious Domain Method for Interac-
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tion between Fluid and Interface with Mass

Abstract not available
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MS56

Krylov Integration Factor Method on Sparse Grids
for High Spatial Dimension Convection-Diffusion-
Reaction Equations

Krylov implicit integration factor (IIF) methods were
developed in [Chen and Zhang, Journal of Computa-
tional Physics, 230 (2011) 4336-4352] for solving stiff
reaction-diffusion equations on high dimensional unstruc-
tured meshes. The methods were further extended to solve
stiff advection-diffusion-reaction equations in [Jiang and
Zhang, Journal of Computational Physics, 253 (2013) 368-
388]. Recently we studied the computational power of
Krylov subspace approximations on dealing with high di-
mensional problems. It was shown that the Krylov integra-
tion factor methods have linear computational complexity
and are especially efficient for high dimensional convection-
diffusion-reaction problems with anisotropic diffusions. In
this paper, we combine the Krylov integration factor meth-
ods with sparse grid combination techniques and solve high
spatial dimension convection-diffusion equations such as
Fokker-Planck equations on sparse grids. Numerical exam-
ples are presented to show that significant computational
times are saved by applying the Krylov integration factor
methods on sparse grids.
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An Efficient Adaptive Rescaling Scheme for Inter-
face Problems

We present an efficient rescaling scheme for computing the
long-time dynamics of expanding interfaces. The idea is
to design an adaptive time-space mapping such that in the
new time scale, the interfaces evolve logarithmically fast
at early growth stage and exponentially fast at later times.
Compared with the original rescaling method in [J. Com-
put. Phys. 225(1) (2007) 554–567], the adaptive scheme
dramatically speed up the evolution when the size of the
interface is small.
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MS57

CFD Applications Using Adaptive Mesh and
Space-Filling Curves on a GPU Supercomputer

The mesh adaptation suitable for flow profiles locally re-
fined by tree-data algorithms improves the computational
efficiency drastically. Instead of unstructured grids with
inefficient memory access, we study Cartesian-grid based
and particle based CFD (Computational Fluid Dynamics)
applications with adaptive mesh refinement. Space-filling
curves are used to measure the computational load of inho-
mogeneous particle distributions and mesh structures and
divides the computational domain to keep an equal load
balance. For GPU implementations, efficient access to the
devise memory should be taken into consideration and the
leaf size and the neighbor leaf access are optimized. Two
kinds of practical CFD applications of SPH (Smoothed
Particle Hydrodynamics) method and Lattice Boltzmann
method are shown. The scalabilities on a GPU supercom-
puter will be also discussed.
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Minimally-Invasive Integration of P4est in
Espresso for Adaptive Lattice-Boltzmann

Dynamically-adaptive, tree-structured grids are a well-
known way of solving partial differential equations with
less computational effort than regular Cartesian grids. We
focus on a minimally-invasive integration of such grids in
existing applications. We base our work on p4est, a well-
known octree mesh framework, which we integrated as
a new mesh in ESPResSo, a large MD-simulation pack-
age. ESPResSo uses a thermalized D3Q19-version of
the lattice-Boltzmann method (LBM) for simulating back-
ground flows. For realizing spatial adaptivity, we chose a
volumetric formulation of the LBM which relies on subcy-
cling to synchronize the evolution of time on coarse and fine
grid cells, because this leads to a straight-forward general-
ization of the LBM to tree-structured grids. We integrated
virtual quadrants at refinement boundaries into p4est while
preserving p4est’s good scalability and most of the existing
LBM implementation in ESPResSo. To preserve most of
the code, we realized random-access to neighboring cells
and a grid-traversal based on p4est-mesh (a set of lookup
tables encoding several properties of process-local quad-
rants). On top of that, we added an iterator for traversing
subsets of the grid, e.g. cells of a specific level, without
skipping cells explicitly. We present implementational de-
tails and performance data for various background flow sce-
narios using different refinement criteria, including porting
of ESPResSo’s GPU implementation for regular grids to
p4est.
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Daino: A High-level Framework for Parallel and
Efficient AMR on GPUs

Adaptive Mesh Refinement methods reduce computational
requirements of problems by increasing resolution for only
areas of interest. However, in practice, efficient AMR im-
plementations are difficult considering that the mesh hi-
erarchy management must be optimized for the underly-
ing hardware. Architecture complexity of GPUs can ren-
der efficient AMR to be particularity challenging in GPU-
accelerated supercomputers. This talk presents a compiler-
based high-level framework that can automatically trans-
form serial uniform mesh code annotated by the user into
parallel adaptive mesh code optimized for GPU-accelerated
supercomputers. We show experimental results on three
production applications. The speedups of code generated
by our framework are comparable to hand-written AMR
code while achieving good strong and weak scaling up to
4000 GPUs.
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Transport Maps for Efficient Conditional Sampling

We present a class of nonlinear random variable transfor-
mations, in the form of block-triangular transport maps,
that can be used to efficiently characterize non-Gaussian
conditional probability distributions. Given two jointly
distributed random variables θ and d, our interest is in
sampling the conditional distribution π(θ|d). To do this
however, our map-based approach only requires samples
of the joint distribution π(d, θ), which can be obtained
through either model-generated data or real experimen-
tal data. Using only joint samples allows the map to be
constructed offline so that π(θ|d) can be efficiently sam-
pled for any value of d. We discuss the details of param-
eterizing and constructing transport maps from samples,
with a special emphasis on the use of offline computation
to support near real-time applications. We also outline
interesting relationships between our method and other
approaches like variational autoencoders and Riemannian
manifold Markov chain Monte Carlo. Several examples will
be provided with a focus on Bayesian inference and the
construction of non-Gaussian Markov random fields.
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Dimensionality Reduction in the Wasserstein Space

When the space of probability measures P (X) is equipped
with a ground metric on the ground space X, distances

based on Optimal Transport, a.k.a Wasserstein distances,
provide a powerful metric on P (X) which have been shown
to be efficient at comparing probability measures in numer-
ous concrete applications appearing in such fields as Ma-
chine Learning. When the ground space X is furthermore a
Hilbert space, P (X) also carries the additional structure of
an infinite dimensional Riemannian manifold. Relying on
the concepts of geodesics and tangent vectors, we show how
this structure allows us to generalize popular dimensional-
ity reduction algorithms such as PCA or Dictionary Learn-
ing. We present a convenient parametrization of geodesics
to formulate the problem of Principal Geodesic Analysis,
and propose an algorithm to minimize the resulting objec-
tive function through a maximization-minimization proce-
dure. Experiments on toy and real data highlight the rel-
evance and usefulness of our approach.
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Warp-Bridge Sampling to Improve Efficiency of
Free Energy Calculations in Physical Chemistry
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Explanation of Variability Through Optimal Trans-
port

A methodology based on the theory of optimal transport
is developed to attribute variability in data sets to known
and unknown factors and to remove such attributable com-
ponents of the variability from the data. Denoting by x
the quantities of interest and by z the explanatory fac-
tors, the procedure transforms x into filtered variables y
through a z-dependent map, so that the conditional prob-
ability distributions ρ(x|z) are pushed forward into a target
distribution μ(y), independent of z. Among all maps and
target distributions that achieve this goal, the procedure
selects the one that minimally distorts the original data:
the barycenter of the ρ(x|z). Connections are found to
unsupervised learning –particularly simple instances of the
methodology are shown to be equivalent to k-means and
principal component analysis– and to fundamental prob-
lems in statistics such as conditional density estimation
and sampling. An applications is shown to a time-series of
ground temperature hourly data across the United States.
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MS60

Inversion Strategies for Large Scale Data and Large
Scale Models

in this talk we discuss the problem of estimating a pa-
rameter function from a differential equation with multiple
right hand sides. A key concept in our approach is mesh
decoupling in which the forward mesh is different from the
inversion mesh. While this concept allow us to deal with
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millions of right hand sides in parallel it rises an impor-
tant question. How should we interpolate the parameter
between meshes? We show that a natural approach to this
question involves multiscale techniques. We also show how
to compute derivatives of the multiscaled approximation
and solve the problem.
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Computational Approaches for Multi-Frame Blind
Deconvolution

In this talk we consider multi-frame blind deconvolution
(MFBD). There are many optimization approaches that
can be applied to these problems, but they are generally
limited in the number of frames that can be processed. In
this talk we consider efficient computational approaches to
reduce a massive number of data frames to a computation-
ally manageable set, while still preserving all information
for MFBD algorithms.
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MS60

High Performance Solvers for Linear Systems in
Graph Laplacians

Over the past two decades there has been much theoreti-
cal progress on efficient solvers for Symmetric Diagonally
Dominant matrices, which are equivalent to Laplacian ma-
trices of undirected graphs. This talk will overview re-
cent efforts at fast and robust implementations geared to-
wards systems with sizes that are a factor of 100 to 1000
times larger than whats now possible. Of particular impor-
tance to this project are application-oriented benchmarks
that fully test the robustness of solvers in the presence of
widely varying edge weights. Resolving this issue is cru-
cial for bridging the theory and practice of incorporating
these solvers in optimization algorithms such as iterative
least squares, mirror descent, and interior point methods.
Works in this direction have motivated the study of a vari-
ety of theoretical algorithmic tools from the perspective of
high performance computing. Crucial components in the
solver algorithms include tree data structures, parallel tree
contraction, and recursive invocations of iterative methods,
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MS60

Efficient MCMC Samplers for Bayesian Inverse
Problems with Many Measurements

Markov Chain Monte Carlo (MCMC) methods are the
prevalent approaches for sampling posterior distributions
corresponding to a large-dimensional parameter space. For
Bayesian inverse problems with many measurements, the
likelihood evaluations become prohibitively expensive be-
cause several large-scale systems need to be solved. Our
approach is to use randomized matrix methods to reduce
computational costs corresponding to the likelihood evalu-
ations. We demonstrate the performance of our algorithms
on 2D model problems from Diffuse Optical Tomography.
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MS61

Global Reconstruction of Solutions to Parametric
PDEs Via Compressed Sensing

We present a novel theoretical framework for solving para-
metric PDEs via compressed sensing over tensor-products
of Hilbert spaces. This work builds on the existing the-
ory for the recovery of compressible solutions via �1-
minimization, and guarantees convergence in terms of the
errors of the best s-term approximation and the residual
in a given polynomial subspace. Compared to other ap-
proaches that only recover a functional of the solution, e.g.
evaluation at a single point, our approach recovers the solu-
tion globally over the physical domain. We also provide ex-
tensions to the fixed point continuation algorithms and the
Bregman iterations for solving the basis pursuit problem in
this context. We conclude with numerical results demon-
strating the efficacy of our approach in high-dimensions
and comparisons with sparse grids and stochastic Galerkin
approximations.
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A Resilient Solver for 2D Uncertain Elliptic PDEs
Via Fault-Tolerant MPI Server-Client-Based Im-
plementation

We discuss an approach to solve 2D elliptic PDEs with
uncertain coefficients that incorporates resiliency to silent
data corruption (SDC) and failing MPI ranks. Resiliency
to SDC is obtained at the algorithm level by recasting the
PDE as a sampling problem followed by a resilient manip-
ulation of the data to obtain a new solution. Resiliency
to MPI rank failures is achieved at the implementation
level by leveraging a fault-tolerant MPI implementation
(ULFM-MPI) within a task-based server-client model.
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Highly Scalable Hierarchical Sampling Algorithms
for Spatially Correlated Random Fields

The ability to generate samples of random fields with pre-
scribed statistical properties is a key ingredient for many
uncertainty quantification algorithms. In this talk, we will
present a highly scalable multilevel hierarchical sampling
technique based on solving a stochastic partial differen-
tial equation that has linear complexity. Numerical exper-
iments demonstrate the scalability of the sampling method
applied to multilevel Monte Carlo simulations for a subsur-
face porous media flow application.
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MS61

Tackling UQ in Darma, a New Task-Based Pro-
gramming Model for Extreme-Scale Computing

This talk focuses on the advantages of task-based im-
plementations of UQ problems. Specifically, we demon-
strate how to tackle UQ using DARMA (Distributed Asyn-
chronous Resilient Models and Applications), a co-design
research vehicle for asynchronous many-task (AMT) pro-
gramming models. Two main features are highlighted: (a)
the ability to express concurrency and parallelism among
independent UQ tasks, and (b) an analysis of the bene-
fits of reusing, within a pool of samples, tasks results to
accelerate the execution time of other independent tasks.
We demonstrate first a simple set of basic UQ examples
written in the DARMA, and then focus on a Multi-Level
Monte Carlo test case.

Francesco Rizzi
Sandia National Laboratories
fnrizzi@sandia.gov

Eric Phipps
Sandia National Laboratories
Optimization and Uncertainty Quantification Department
etphipp@sandia.gov

David Hollman
Sandia National Labs
dshollm@sandia.gov

Jeremiah Wilke
Sandia National Laboratories
jjwilke@sandia.gov

Jonathan Lifflander
Sandia National Labs
jliffla@sandia.gov

Hemanth Kolla
Sandia National Laboratories
hnkolla@sandia.gov

Nicole Slattengren
Sandia National Labs
nlslatt@sandia.gov

Keita Teranishi, Janine C. Bennett
Sandia National Laboratories
knteran@sandia.gov, jcbenne@sandia.gov

MS62

Immersed Boundary Peridynamics Method
(IB/PD) for Modeling Aortic Dissection

Abstract not available
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MS62

Grain Growth Modeling and Novel Data Analytics
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for Weld Process

In this talk, a model which simulates grain growth during
welding will be presented; following that, the focus of the
talk will be on novel data analytics for analysis of mate-
rial microstructures predicted by the grain growth model.
The approach uses calculation of two-point statistics for
many model generated microstructure realizations followed
by principal component analysis for construction of a surro-
gate model using important weld process parameters such
as weld speed, weld pool geometry, and temperature gra-
dients. The weld model is a novel variation on the Potts
model for grain growth and is part of the SPPARKS kinetic
Monte Carlo simulation framework.

John A. Mitchell
Sandia National Laboratories
jamitch@sandia.gov

MS62

Concurrent Multiscale Coupling Methods for the
Discretized Peridynamic Theory and the Finite El-
ement Method

We consider the peridynamic and the classical elastic the-
ories in the concurrent multiscale simulation of engineer-
ing problems. In the region where material failure is ex-
pected to initiate, a discretized particle solver based on
the peridynamic theory is employed. In the rest of the
problem domain, the material is modeled by the classical
elastic theory, and numerically discretized with the finite
element method. For quasi-static problems, we employ it-
erations for each step in the concurrent coupling scheme,
and investigate different coupling strategies as well as in-
terface boundary conditions. The numerical experiments
suggest the Robin boundary condition together with the
Aitken algorithm for its robustness and efficiency. Finally,
we consider a two-dimensional plane stress problem in a
plate with a hole, and show that the strain concentration
creates a small region where high strains cause cracks to
initiate, and grow toward the outer free edges.
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MS63

Tensor Completion with Applications to Multidi-
mensional Inverse Problems

We study the problem of reconstructing an approximately

low rank tensor from a small number of noisy measure-
ments. New recovery guarantees, numerical algorithms,
non-uniform sampling strategies, and parameter selection
algorithms are developed. We derive a fixed point continu-
ation algorithm for tensor completion and prove its conver-
gence. Recovery guarantees are obtained for sub-Gaussian
measurement operators and for measurements obtained by
non-uniform sampling from a Parseval tight frame. We
show how tensor completion can be used to solve multidi-
mensional inverse problems arising, e.g., in the context of
NMR relaxometry. Presented methods are validated on,
both, simulated and experimental data. This is a joint
work with Ariel Hafftka and Richard Spencer.

Wojciech Czaja
University of Maryland, College Park
czaja@umd.edu

MS63

An Efficient Method for Statistical Learning by
Means of Tensor Format Representations

Abstract not available
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MS63

Tensor Completion in Bayesian Inverse Problems

We solve PDEs with uncertain parameters. The Bayesian
update method is used to compute posterior probability
density functions for these uncertain parameters. After
applying the stochastic Galerkin approach, after KL and
PC Expansions, we obtain a linear system, where all in-
gredients are represented as high-order tensors. Typically
we are able to measure not the solution U itself, but some
functional F(U) or U just in very few locations. The solu-
tion U (and possibly the functional F(U)) of our model is
a high-order tensor, where few dimensions come from the
spatial part and may be many hundreds from the stochas-
tic part. Available measurements of F(U) are only a small
part of total data, therefore, we have a lot of missing values
in the tensor F(U) and it is hard to use it straightforward
in the Bayesian update framework. Our idea is to use ten-
sor completion techniques to recover the missing values in
F(U) (this is a preprocessing step). After that we can com-
pute the new likelihood function (which, as we hope, will
be more informative than the old one constructed just by
few data) and the Bayesian update formula. We are also
interested to learn from tensor completion theory, which
entries of F(U) are ”mostly important”. This is similar to
choosing indices in the famous adaptive cross approxima-
tion algorithm.
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Optimization Methods on Low-Rank Manifolds
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and their Efficient Implementation

Abstract not available
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MS64

Batch Linear Algebra for GPU-Accelerated High
Performance Computing Environments

There is an increasing interest, driven by many scientific
applications, in solving a large number of relatively small-
size problems that are independent from each other. Ap-
plications include astrophysics, quantum chemistry, sparse
direct solvers, CFD, and others. Most of these problems
perform dense matrix operations, and may vary in size. As
the size of an individual problem does not provide sufficient
parallelism for modern hardware, especially accelerators,
these problems must be solved concurrently as a batch in
order to saturate the hardware with enough work, hence
the name batched computation. This talk presents high
performance batched computation using Graphics Process-
ing Units (GPUs), with emphasis on computational kernels
that perform BLAS and LAPACK functions. The kernels
discussed are part of the MAGMA library. We discuss fixed
and variable size problems, and highlight the user interface,
kernel design, and, optimization techniques. We show that
performance gains are obtained against non-batched ker-
nels, as well as other designs that represent state-of-the-art.

Ahmad Abdelfattah
University of Tennessee, Knoxville
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MS64

Extending Batched GEMM for Tensor Contrac-
tions on GPU

Tensor contractions constitute a key computational ingre-
dient of numerical multi-linear algebra. However, as the or-
der and dimension of tensors grow, the time and space com-
plexities of tensor-based computations grow quickly. Exist-
ing approaches for tensor contractions spend large amounts
of time restructuring the data which typically involves ex-
plicit copy and transpose operations. In this work, we
summarize existing approaches and present library-based
solutions that avoid memory movement. We propose and
evaluate new BLAS-like primitives that are capable of per-
forming a wide range of tensor contractions on CPU and
GPU efficiently. Through systematic benchmarking, we
demonstrate that our approach can achieve, for small and
moderate tensor sizes, 10x speedup on a K40c GPU and 2x
speedup on dual-socket Haswell-EP CPUs against existing
CUBLAS and MKL solutions respectively. Concretely, we
implement a Tucker decomposition and show that using
our kernels yields at least an order of magnitude speedup
as compared to state-of-the-art libraries. The Strided-
BatchedGEMM solution is not capable of evaluating some
tensor contractions efficiently. We classify these problems
and present ongoing research in modified interfaces and im-
plementations that are capable of computing these excep-
tional cases with performance on par with Level-3 BLAS.

Cris Cecka
NVIDIA Corporation

ccecka@nvidia.com

MS64

Optimizing Batched Linear Algebra on Intel(R)
Xeon Phi(TM) Processors

Various numerical algorithms including sparse solvers and
finite element methods require a large number of matrix-
matrix multiplication operations that can be performed
independently. As these multiplications are often per-
formed on relatively small matrices, batching the opera-
tions allows exploiting the parallelism available on today’s
multi- and many-core systems, such as the IntelR© Xeon
PhiTMx200 processors. First an overview of the IntelR©

Xeon PhiTMarchitecture is given, with emphasis on its
floating-point capabilities. We then present implementa-
tion details of the batched matrix-matrix multiplication
routines in the IntelR© Math Kernel Library, focusing on
techniques for the IntelR© Xeon PhiTMprocessors.

Sarah Knepper, Murat E. Guney, Kazushige Goto, Shane
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Huot
Intel Corporation
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MS64

Recent Advances in Batched Linear Algebra Com-
putation

Batched linear algebra, the simultaneous solution of many
small BLAS problems, is becoming increasingly important
within the scientific computing community. From machine
learning to the solution of sparse linear systems, there are
a number of applications where we require the solution
of multiple small linear algebra problems, as opposed to
one large problem. Currently there is no standard API for
batched linear algebra operations, with a range of different
ideas being proposed. In this talk we discuss the current
state-of-the-art software available, before analysing the ef-
fects that different API design choices might have on per-
formance. We find that the layout of matrices in memory
significantly impacts both the API design and the perfor-
mance obtained on multicore systems, GPUs, and the Xeon
Phi.
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MS65

Reduced Order Modeling for Time-Dependent Op-
timization Problems with Initial Value Controls

We present a new reduced order model (ROM) Hessian ap-
proximation for linear-quadratic optimal control problems
where the optimization variable is the initial value. Such
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problems arise in parameter identification and also as sub-
problems in multiple shooting formulations of more general
optimal control problems. Our ROM Hessian approxima-
tion substantially reduces the computing time needed to
solve such problems. The computation of Hessian-vector
products requires the solution of the linearized state equa-
tion with initial value given by the vector to which the
Hessian is applied to, followed by the solution of the sec-
ond order adjoint equation. We generate projection based
ROMs of these two linear differential equations to generate
our Hessian approximation. The challenge is that in gen-
eral no fixed ROM well-approximates the application of the
Hessian to all possible vectors of initial data. Our approach
first selects a fixed ROM and then for each given vector of
initial data augments this fixed ROM by adding one basis
vector. The resulting ROM is of fixed size, but is nonlin-
ear in the vector of initial data. Our augmented ROM can
produce substantially better approximations than a fixed
ROM. We show how to use our nonlinear ROMs in a con-
jugate gradient (CG) method to compute optimal controls.
In important special cases, the structures of the problem
and of the CG method only require us to augment the orig-
inal fixed ROM once, rather than in each CG iteration.
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MS65

Inexact Parallel-in-Time Solvers and SQP Methods
for PDE-Constrained Optimization

State-of-the-art methods for optimization with transient
partial differential equation (PDE) constraints require re-
peated executions of the PDE simulator’s forward and
backward (adjoint) time integration schemes. Due to the
arrow of time this results in a major sequential bottleneck
that is difficult to overcome by additional parallelization
within each time step. We study parallel-in-time solvers for
optimality systems arising in nonlinear PDE-constrained
optimization. The solvers are based on a fully decoupled,
concurrent solution of smaller optimality systems in each
time subdomain. The coupling in time is recovered grad-
ually over optimization iterations, through an inexact it-
erative scheme combined with a matrix-free trust-region
sequential quadratic programming (SQP) algorithm. The
SQP algorithm controls the degree of inexactness based
on feasibility and optimality criteria, and guarantees full
time continuity at the optimal solution. We present results
for diffusion-dominated and advection-dominated nonlin-
ear optimal control problems.

Denis Ridzal
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MS65

Parallel in Time Solutions of Variational PDE-
Based Inference

This talk discusses a scalable parallel-in-time algorithm
based on augmented Lagrangian approach to perform
PDE-constrained optimization. The focus application is

variational inference, also called four dimensional varia-
tional data assimilation. The simulation time window is
divided into multiple subintervals to facilitate parallel cost
function and gradient computations. The scalability of the
method is tested by performing data assimilation with in-
creasing problem sizes (i.e. the assimilation window). The
data assimilation is performed for Lorenz-96 and the shal-
low water model. We also explore the feasibility of using
a hybrid-method (a combination of serial and parallel 4D-
Vars) to perform the variational data assimilation.
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MS65

Preconditioners for Time-Dependent PDE-
Constrained Optimization Based on Parareal
Time-Domain Decomposition

We consider optimization problems governed by time-
dependent parabolic PDEs and discuss the construction
of parallel preconditioners based on the parareal time do-
main decomposition method for the solution of quadratic
subproblems which arise within SQP methods. In the case
without control constraints, the optimality system of the
subproblem is directly reduced to a symmetric PDE sys-
tem, for which we propose a preconditioner that decouples
into a forward and backward PDE solve. In the case of
control constraints we apply a semismooth Newton method
(equivalent to a primal dual active set method) and apply
the preconditioner to the semismooth Newton system. We
prove bounds on the condition number of the precondi-
tioned system which shows no or only a weak dependence
on the size of regularization parameters for the control. We
propose to use the parareal time domain decomposition
method for the forward and backward PDE solves within
the PDE preconditioner to construct an efficient parallel
preconditioner. Numerical results are presented.
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MS66

Random Sketching for Projection Based Model Or-
der Reduction

In this work we show how the cost of the offline stage of the
standard projection based Model Order Reduction algo-
rithms can be reduced by random sketching – a well-known
technique for handling massive data. Random sketching
can be extremely helpful for the reduction of both compu-
tational and storage costs. In particular, it can be exploited
for the efficient evaluation of inner products and affine de-
compositions. Moreover, building the reduced model with
random sketching consumes just one pass over the data,
which allows to avoid possible storage burden for large-
scale problems. Given a parameter-dependent precondi-
tioner, we notice that its random sketch can be used as
a preconditioner itself. The sketch preserves the quality
of the preconditioner with high probability. Last but not
least, we discuss how random sketching can help to build
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an effective parameter-dependent preconditioner by inter-
polation of the operator’s inverse. Such preconditioner can
be used to improve the quasi-optimality constants and/or
to provide cheap error estimators. All our results are sup-
ported by numerical experiments.
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MS66

Low-Rank Structure in Measure Transport for
Bayesian Inference

Measure transport is a valuable tool for characterizing,
sampling and manipulating multivariate non-Gaussian tar-
get distributions [Moselhy, Marzouk. Bayesian inference
with optimal maps. 2012] [Parno, Marzouk. Transport
map accelerated Markov chain Monte Carlo. 2015] [Mar-
zouk, Moselhy, Parno, Spantini. An introduction to sam-
pling via measure transport. 2016]. This method has a
broad range of applications – e.g., the solution of Bayesian
inverse problems, as well as filtering and smoothing of dy-
namical systems. The transport maps framework seeks
a deterministic parametric map that pushes forward a
tractable reference distribution to a potentially complex
target distribution of interest [Bigoni, Spantini, Marzouk.
Numerical methods for monotone measure transport.]. The
construction of high-dimensional maps may be challeng-
ing due to the curse of dimensionality [Spantini, Bigoni,
Marzouk. Measure transport, variational inference, and
low-dimensional maps.]. To tackle this, we will explore
the characterization of transports with low-rank structure,
which can be efficiently represented using the spectral
tensor-train decomposition [Bigoni, Engsig-Karup, Mar-
zouk. Spectral tensor-train decomposition. 2016]. This
allows the representation of maps using a number of pa-
rameters which grows only linearly in the dimension of the
problem. This approach will be demonstrated on Bayesian
inference problems arising in spatial statistics and differ-
ential equations.
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Compressed Sensing Methods for Sparse Approxi-
mations of High-Dimensional Parametric PDEs

In this talk we review some recent results in the approxi-
mation of solutions to high-dimensional parametric PDEs
by considering sparse approximations of their generalized
polynomial chaos expansions. We further develop numeri-
cal approximations schemes which are proven to converge
pointwise for any parameter vector, under some mild el-
lipticity conditions. We show that the convergence can be
made efficient by using tools from compressed sensing and
its weighted extension. The resulting numerical approxi-
mation delivers a solution which is accurate up to a pre-
scribed discretization grid and is asymptotically optimal
for a given regularity of the solution and compressibility of
its GPC. The approach yields accurate solutions for any in-
puts at the targeted discretization grid, while keeping the
computation costs in the order of one solve at the finest

level. This is joint work with Benjamin Bykowski, Holger
Rauhut, and Christoph Schwab.
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Improving Sparse Recovery Guarantee for Legen-
dre Expansions Using Envelope Bound

The sample complexity of polynomial approximation us-
ing l1 minimization has usually been derived via the uni-
form bound of the underlying basis. In this work, we prove
a sufficient condition for sparse Legendre expansion with-
out using this uniform boundedness condition. Our sample
complexity, independent of maximum polynomial degree,
is established using the restricted eigenvalue property and
the unbounded envelope of all Legendre polynomials. Our
analysis also reveals some easy-to-test criteria for random
sample sets under which the reconstruction error can be
slightly improved.
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MS67

Learning Dominant Wave Directions For Plane
Wave Methods For High-Frequency Helmholtz
Equations

We present a ray-based finite element method (ray-FEM)
by learning basis adaptive to the underlying high-frequency
Helmholtz equation in smooth media. Based on the geo-
metric optics ansatz of the wave field, we learn local dom-
inant ray directions by probing the medium using low-
frequency waves with the same source. Once local ray
directions are extracted, they are incorporated into the fi-
nite element basis to solve the high-frequency Helmholtz
equation. This process can be continued to further im-
prove approximations for both local ray directions and the
high frequency wave field iteratively. The method requires
a fixed number of grid points per wavelength to represent
the wave field and achieves an asymptotic convergence as
the frequency ω → ∞ without the pollution effect. A fast
solver is developed for the resulting linear system with an
empirical complexity O(ωd) up to a poly-logarithmic fac-
tor. Numerical examples in 2D are presented to corrobo-
rate the claims.
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An Efficient High Accuracy Direct Solution Tech-
nique for High Frequency Helmholtz Problems

In this talk, we present a high-order accurate discretization
technique designed for variable coefficient partial differen-
tial equations. The method is based on local spectral collo-
cation with a hierarchical merge procedure which “glues”
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the local problems together. For problems with highly os-
cillatory solutions such as high frequency Helmholtz prob-
lems, the complexity of constructing the direct solver is
O(N3/2) while the cost of a solve scales O(N log(N)) with
a small constant. Numerical results will illustrate the per-
formance of the proposed method to free-scattering prob-
lems with local deviations from constant coefficient, inverse
scattering applications, and the performance of the adap-
tive algorithm.
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A Fast and High-Order Hybridizable Discontinuous
Galerkin Solver for the High-frequency Helmholtz
Equation

Solving the high-frequency Helmholtz equation in hetero-
geneous media is an important problem. Nevertheless, in
the context of numerical analysis, it is still open in view of
both accuracy and complexity. The first documented algo-
rithm with truly scalable complexity (i.e. with a runtime
sub-linear in the number of volume unknowns in a parallel
environment) for the high-frequency Helmholtz equation
is the method of polarized traces. However, previous ver-
sions of this method were either restricted to low order dis-
cretizations, or suffered from computationally unfavorable
complexity in the p-th order case. In this talk, we rec-
tify this issue by proposing a high-order method of polar-
ized traces based on a Hybridizable Discontinuous Galerkin
(HDG) discretization. Each stage of our algorithm either
can be performed in an embarrassingly parallel fashion or
has a linear computational complexity with respect to the
number of degrees of freedom, independently of the order
p. This is an important improvement because, in the high-
frequency regime, high-order discretizations are required to
attenuate the pollution error. In addition, HDG is a wel-
come upgrade for the method of polarized traces since it
delivers accurate solutions even for non-smooth media, al-
lows for a post-processing routine to improve on accuracy,
and works with flexible meshes that align with disconti-
nuities in the medium. We present several numerical ex-
amples to corroborate the accuracy and complexity claims.
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MS67

A Simple Curved Boundary Treatment for Explicit
High Order Dg Methods Solving Time-Dependent
Problems

For problems defined in a 2D domain with boundary con-
ditions specified on a curve Γ, we consider discontinuous
Galerkin (DG) schemes with high order polynomial basis
on a geometry fitting triangular mesh. It is well known

that directly imposing the given boundary conditions on a
piece-wise segment approximation boundary Γh will render
any finite element method to be at most second order ac-
curate. Unless the boundary conditions can be accurately
transferred from GΓ to Γh, in general curvilinear element
method should be used to obtain high order accuracy. We
discuss a simple boundary treatment, which can be imple-
mented as a modified DG scheme defined on triangles adja-
cent to Γh. Even though integration along the curve is still
necessary, integrals over any curved element are avoided.
If the domain is convex, or if the true solutions can be
smoothly extended to the exterior of a generic domain, the
modified DG scheme is high order accurate. In these cases,
numerical tests on first order and second order PDEs in-
cluding hyperbolic systems and the scalar wave equation
suggest that it is as accurate as the full curvilinear DG
scheme if it is stable. Rigorous stability result is difficult
to establish. Nonetheless, numerical tests suggest that the
modified DG scheme is stable on a reasonably coarse mesh
and finer ones.
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MS68

A Method for Data-Assimilation in Navier-Stokes
with a Least-Squares Rom

Abstract not available
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MS68

UQ for Correlated Inputs

One of the most widely used methods for UQ is stochas-
tic collocation, which is based on Gaussian quadrature. In
this presentation, we propose a new method, based on clus-
tering, to extend stochastic collocation to the case where
the inputs are correlated. In this method, the cluster cen-
ters are used as collocation nodes and the weights assigned
to the nodes are proportional to the cluster sizes. It can
be applied when the probability distribution of the inputs
is unknown and only a sample of the input distribution
is available. This is frequently the case in real-life appli-
cations where a sample of inputs is given in the form of
measurement data. The performance of the new method
is tested with the Genz test functions serving as a bench-
mark. We demonstrate that the method works even for
nonlinearly correlated inputs in higher dimensions (tests
with dimension up to 16 are shown). A remarkable result
is that the performance improves when the correlation in-
creases. This is due to the correlation leading to the data
being effectively distributed in a lower-dimensional space.
Finally, this new method is applied to a lid-driven cavity
flow in which the viscosity and lid velocity are correlated.
This leads to a reduction in simulation time by a factor 40,
while the results are remarkably similar.
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MS68

UQ for Particle-Laden Turbulent Flows in Solar
Receivers

Uncertainty quantification (UQ) plays a fundamental part
in buildind confidence in predictive science. Of particular
interest is the case of modeling and simulating engineering
applications where, due to the inherent complexity, many
uncertainties naturally arise, e.g. domain geometry, oper-
ating conditions, errors induced by modeling assumptions,
etc. In this regard, one of the pacing items, especially
in high-fidelity computational fluid dynamics (CFD) sim-
ulations, is the large amount of computing resources typ-
ically required to propagate incertitude through the mod-
els. Upcoming exascale supercomputers will significantly
increase the available computational power. However, UQ
approaches cannot entrust their applicability only on brute
force Monte Carlo (MC) sampling; the large number of
uncertainty sources and the presence of nonlinearities in
the solution will make straightforward MC analysis un-
affordable. The present effort relies a computing-budget
constrained algorithm to optimize the execution of UQ in
multi-physics CFD problems. The methodology is based
on multi-level/fidelity MC approaches and takes advantage
of a natural hierarchy of physical models to accelerate the
estimation of the effect of uncertainties. The approach is
described in detail, and its performance demonstrated on a
radiated turbulent particle-laden flow case relevant to solar
energy receivers (PSAAP II: Particle-laden turbulence in a
radiation environment).
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MS68

Bayesian Calibration of Model-Form Uncertainty
Applied to Wind Turbine Wake Simulation

In the field of Uncertainty Quantification two types of un-
certainties can be considered: aleatoric and epistemic un-
certainty. The first describes uncertainties that are inher-
ent to the problem (‘irreducible’) and are often modeled
using statistical distributions, such as random permeabil-
ity fields or random boundary conditions. Epistemic un-
certainties describe uncertainties that are inherent to the
model (‘reducible’), such as model errors, assumptions, and
numerical errors. In this talk we take a relatively new ap-
proach in which epistemic uncertainties in model param-
eters are addressed through Bayesian model calibration.
The resulting distributions can be propagated through the
model to make predictions under uncertainty. Although
supported with extensive theory, Bayesian model calibra-
tion requires many model runs, which can make it unfea-
sible for computationally demanding problems such as en-
countered in CFD. To significantly reduce the computa-

tional cost of the calibration procedure, we take a new
approach of using a surrogate of the model instead of the
full model. Although the surrogate cannot describe all de-
tails of the full model, it can result into good estimates
of the parameter distributions under suitable conditions.
The application considered here is wind turbine wake sim-
ulation. Engineering models describing the shape of the
wake are calibrated using data generated from full Navier–
Stokes simulations to show the potential of the procedure.
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MS69

Block Matrix Formulations for Evolving Networks

Many types of pairwise interaction take the form of a
fixed set of nodes with edges that appear and disappear
over time. In the case of discrete-time evolution, the re-
sulting evolving network may be represented by a time-
ordered sequence of adjacency matrices. More precisely, let

{G[k]}Mk=1 =
(
V, {E[k]}Mk=1

)
be a sequence of unweighted

graphs evolving in discrete time, that is, the set of nodes
V , with |V | = n, is fixed and the dynamism is given by the
change in the set of the arcs. With this notation, given the
ordered sequence of time points {tk}Mk=1, the network at

time tk is represented by its n × n adjacency matrix A[k].
As usual for unweighted networks, the (i, j)th entry of A[k]

equals 1 if there in an edge from node i to node j at time
tk, and 0 otherwise. We consider here the issue of repre-
senting the system as a single, higher dimensional block
matrix, built from the individual time-slices. We focus on
the task of computing network centrality measures, and
present a particular block formulation that allows us to
recover dynamic centrality measures [Grindrod, Higham,
Parsons, E. Estrada (2011), Grindrod, Higham (2013)] re-
specting times arrow.
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MS69

The Radau-Lanczos Method for Matrix Functions

To compute f(A)bi, A ∈ C
n×n, b ∈ C

n, i = 1, . . . , k, block
Krylov methods can be particularly efficient. The reason
is that one approximates from the sum of all individual
Krylov spaces, and this richer subspace may allow to get
good approximations at earlier stages. In addition, block
reduction can occur when individual subspaces start to
have non-trivial intersection. On HPC architectures, block
methods have the additional advantage that A must be
loaded from memory only once for an entire matrix-block
vector multiplication AB, B = [b1 | . . . | bk]. This can
have significant impact on the wall clock time. However,
block Krylov methods also come with an additional cost,
typically spent in orthogonalizations and other additional
arithmetic, resulting in an overhead of O(k2n + k3). We
present a convergence analysis of block Krylov subspace
methods, including restarting. The focus will be on f be-
ing a Stieltjes function and A being hermitian and positive
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definite. We will consider alternatives to block methods
which preserve the advantage of relying on matrix block-
vector multiplications, but do not extract the individual
iterates from the sum of the subspaces. This avoids the
additional overhead at the expense of not taking advan-
tage of the other Krylov subspaces. We present results
of a computational study which shows that nevertheless,
these methods can be competitive.
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MS69

Approximating the Spectral Sums of Large-Scale
Matrices using Chebyshev Approximations

Computation of the trace of a matrix function plays an
important role in many scientific computing applications,
including applications in machine learning, computational
physics (e.g., lattice quantum chromodynamics), network
analysis and computational biology (e.g., protein folding),
just to name a few application areas. We propose a linear-
time randomized algorithm for approximating the trace of
matrix functions of large symmetric matrices. Our algo-
rithm is based on coupling function approximation using
Chebyshev interpolation with stochastic trace estimators
(Hutchinon’s method), and as such requires only implicit
access to the matrix, in the form of a function that maps
a vector to the product of the matrix and the vector. We
provide rigorous approximation error in terms of the ex-
tremal eigenvalue of the input matrix, and the Bernstein
ellipse that corresponds to the function at hand. Based on
our general scheme, we provide algorithms with provable
guarantees for important matrix computations, including
log-determinant, trace of matrix inverse, Estrada index,
Schatten p-norm, and testing positive definiteness. We ex-
perimentally evaluate our algorithm and demonstrate its
effectiveness on matrices with tens of millions dimensions.

Insu Han
KAIST
hawki17@kaist.ac.kr

Dmitry Malioutov
IBM Research
dmalioutov@us.ibm.com

Haim Avron
Tel Aviv University
haimav@post.tau.ac.il

Jinwoo Shin
Dept of EE.
KAIST
jinwoos@kaist.ac.kr

MS69

On the Computation of the Action of the Fréchet
Derivative

The computation of the action of the Fréchet derivative
of a matrix function can be a computationally challeng-
ing problem. On important application is the estimation
of the condition number of the f(A)b problem. Many nu-
merical algorithms require the computation of the action
of matrix functions. The matrix exponential, for example,

is required in exponential integrators, splitting methods,
or network analysis. For such problems it is important to
understand the condition number to obtain an estimate of
the accuracy that can be expected. On the other hand,
the estimate of the condition number of f(A)b requires an
efficient computation of Lf (A,E)b for multiple E. We in-
troduce a block Krylov method for the computation of the
Fréchet derivative of a matrix function on a vector. The
algorithm is most efficient for low-rank direction matrices
E and our main focus lies in E of rank-1. We introduce
an a priori error error analysis that allows a rigorous stop-
ping criteria for a given tolerance. The efficiency of the
approach is shown in several numerical experiments.
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MS70

Computing Failure Probability Using Models of
Different Fidelities

Computing failure probability is an important task in many
fields such as reliability analysis and risk management. In
this talk we propose a multi-fidelity method for computing
failure probability. The method is based on Monte Carlo
sampling and it utilizes both high- and low-fidelity models.
In most cases, the majority of the samples are evaluated
using a low-fidelity model, and only a small number of sam-
ples are evaluated using the original high-fidelity model.
The advantage of the method is that it can achieve a sim-
ilar accuracy of brute force Monte Carlo sampling with a
substantially reduced cost. The purpose of the paper is
to present a general theoretical framework for the multi-
fidelity method and to develop practical algorithms under
the framework. Different types of low-fidelity models are
considered in the examples to demonstrate the accuracy
and efficiency of the method.
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MS70

Multilevel-Multifidelity Approaches for Uncer-
tainty Quantification and Design

In the simulation of complex physics, multiple model
forms of varying fidelity and resolution are commonly
available. In computational fluid dynamics, for example,
common model fidelities include potential flow, Reynolds-
averaged Navier Stokes, and large eddy simulation, each
potentially supporting a variety of spatio-temporal reso-
lution/discretization settings. In this presentation, we fo-
cus on novel algorithms that simultaneously exploit mul-
tiple model forms and multiple resolutions, both for un-
certainty quantification (UQ) and for optimization under
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uncertainty (OUU). These hybrid methods exploit multi-
fidelity methods across the model form hierarchy in com-
bination with multilevel accelerators across an associated
discretization hierarchy, manifesting as multilevel-control
variate methods in the UQ case and trust-region multi-
grid optimization in the OUU case. These techniques will
be demonstrated for both model problems and engineered
systems, including high-performance aircraft nozzles and
scramjets.
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MS70

Numerical Strategy for Model Correction Using
Physical Constraints

we present a strategy for correcting model deficiency using
observational data. We first present the model correction
in a general form, involving both external correction and
internal correction. The model correction problem is then
parameterized and casted into an optimization problem,
from which the parameters are determined. More impor-
tantly, we discuss the incorporation of physical constraints
from the underlying physical problem. The proposed strat-
egy helps to improve the model prediction. It can also be
used for model calibration to learn the model parameters.
Several representative examples are presented, where the
physical constraints take very different forms. Numerical
tests demonstrate that the physics constrained model cor-
rection is an effective way to address model-form uncer-
tainty.
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MS70

Stochastic Reduced Model for Multiple Scales in
Porous Media

Within the context of multi-fidelity, we consider three al-
ternative computational models of pore-scale simulations
of flow and transport, in which the geometry at pore-scale
is changing due to reactions or phase transitions. The
first approach is physics based, and requires the solution of
flow problems with O(30M) unknowns and O(100K) time
steps. The second, based on pore-network modeling, is
much less complex, but is a rather crude representation of

the real physics . The third approach which we recently
developed is stochastic and it constructs corrections for the
pore-network models using detailed local offline simulations
which are upscaled to provide probability distributions for
the pore-network data. This third approach combines the
advantages of the other two approaches, and we present
the path forward.
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MS71

The Earthquake Location Methods Based on Wave-
form Inversion

Earthquake location is a fundamental and essential prob-
lem in seismology. However, quantities of location meth-
ods are based on the ray theory, which has low accuracy
since the wavelength is not small enough comparing to the
scale of the wave propagation region. We developed the
adjoint waveform inversion for the earthquake location to
accurately determine the earthquake’s hypocenter and ori-
gin time. Due to the limitation of the iteration method
for optimization problem and the singularity property of
the delta function, it is not trivial to estimate the original
hypocenter and origin time which would converge to the
correct result. We develop a robust numerical method to
greatly expand the range of convergence. Numerical exper-
iments are presented to demonstrate the effectiveness of our
method. An alternative project is introducing the auxil-
iary functions, whose zero set contains the real earthquake
hypocenter and origin time. The benefit of this method is
that the computational cost of constructing the auxiliary
functions is comparable to one-step iteration of the clas-
sical waveform based adjoint method for earthquake loca-
tion. Thus, it is possible for us to determine the earthquake
hypocenter and origin time extremely fast and accurately.
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MS71

Numerical Methods for Solving the Fractional
Schroedinger Equation

The fractional Schrödinger equation is a non-local par-
tial differential equation which can describe new phenom-
ena that are absent from the standard Schrödinger equa-
tion. However, the nonlocality introduces considerable
challenges in solving this equation both numerically and
analytically. In this talk, we will present several mass
and/or energy conservative methods for solving the frac-
tional Schrodinger equation. The accuracy and the dis-
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persion relation of these methods are studied analytically.
Also, we numerically study the dynamics of the plane waves
and solitons, the performance of these methods are com-
pared and discussed.
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Solid-State Dewetting: Equilibrium and Dynamics

Solid-state dewetting (or called agglomeration) of thin
films during annealing has been simultaneously observed
in various thin film materials, and has attracted ever more
attention because of its extensive technological applications
and important scientific interest. In this talk, we will talk
about two important issues related with theoretical stud-
ies on solid-state dewetting problems: one is how to pre-
dict the equilibrium shapes of thin island films (i.e., the
equilibrium problems); the other is how to derive mathe-
matical models for describing the morphology evolution of
thin solid films (i.e., the dynamical problems).
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Multiscale Methods for Highly Oscillatory Quan-
tum and Kinetic Problems

In this talk, we will concern some multi-scale methods for
solving the temporally highly oscillatory differential equa-
tions. The method we are going to address is the recent-
developed two-scaled formulation approach which sepa-
rates the fast and the slow variables in the problem. The
method is proposed in general context to tackle with two
classes of typical oscillatory regimes: the highly oscillatory
regime and the diffusion regime. Through this approach,
the uniformly accurate integrators with respect to the os-
cillation frequency can be designed. We shall present the
applications of the two-scaled method to solve the Vlasov-
Poisson equation and the nonlinear Dirac equation.
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MS72

Spectral Accuracy in Time and Space for a Semi-
Implicit Approach to the Incompressible Navier-
Stokes Equations in Complex Geometries

I will report on a project which combines a discontinuous
Galerkin spatial discretization framework suitable for prob-
lems in complex geometry with a semi-implicit Spectral De-
ferred Correction method for the temporal integration of
the incompressible Navier-Stokes equations. The temporal
approach utilizes a gauge or auxiliary variable formulation

of the equations of motions wherein the evolved velocity
is not divergence free, but the divergence free part satis-
fies the Navier-Stokes equations. Several different possibili-
ties for constructing the auxiliary variable approximations
will be discussed, and particular attention will given to
the choice of boundary conditions required in the implicit
treatment of diffusive terms and the discrete projection op-
erators.
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MS72

Diagonally Implicit Runge-Kutta Schemes Devoid
of Order Reduction

Order reduction is a generic phenomenon that arises for
time-dependent PDE boundary value problems, as well as
for stiff ODEs. One existing approach to avoid order reduc-
tion is to construct schemes with high stage order. Unfor-
tunately, high stage order is incompatible with diagonally
implicit Runge-Kutta (DIRK) schemes. We show that a
relaxed property, called weak stage order, can also achieve
the goal. Even more, it is compatible with DIRK schemes.
We finish with a systematic discussion of DIRK schemes
(up to fourth order) that are devoid of order reduction.
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MS72

Unconditional Stability for Multistep Imex
Schemes

In this talk we introduce a new class of linear multistep
ImEx schemes that have very good unconditional stability
properties. Unconditional stability is a desirable property
of a time stepping scheme, as it allows the choice of time
step solely based on accuracy considerations. Of particular
interest are problems for which both the implicit and ex-
plicit parts of the ImEx splitting are stiff. Such splittings
can arise, for example, in variable-coefficient problems, or
the incompressible Navier-Stokes equations. To charac-
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terize the new ImEx schemes, we introduce an uncondi-
tional stability region, which plays a role analogous to that
of the stability region in conventional multistep methods.
Moreover, we will show how the new diagrams explain the
fundamental stability restrictions of the well-known semi-
implicit backward differentiation formulas (SBDF). We fur-
ther show that the new ImEx coefficients can overcome the
limitations of SBDF, and highlight their utility with several
examples arising from partial differential equations: such
as variable diffusion, advection diffusion and, time permit-
ting a time dependent Stokes equation.
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Order Reduction in Implicit Runge-Kutta Time-
Stepping for Initial Boundary Value Problems

When advancing a time-dependent PDE forward via
Runge-Kutta methods, one may observe a convergence or-
der that is less than the actual order of the scheme. We
demonstrate that this order reduction phenomenon is in
fact the norm, and not the exception. Geometrically, it
stems from boundary layers, produced by the fact that
the scheme is too accurate near the boundary. A modal
analysis reveals under which circumstances boundary lay-
ers persist over many time steps. Moreover, a systematic
derivation of modified boundary conditions is presented,
which remedy the order reduction phenomenon.
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MS73

Unfitted Finite Element Methods for PDEs on
Evolving Surfaces

In this talk we review several approaches to solving PDEs
on surface. We focus on an Eulerian finite element method,
known as the trace FEM, for the discretization of parabolic
partial differential equations on evolving surfaces. The
method uses traces of volume finite element space func-
tions on a surface to discretize equations posed on the sur-
face. The approach is particularly suitable for problems
in which the surface is given implicitly by a level set func-
tion, may undergo topological changes, and for surface–
bulk coupled problems. We discuss several known variants
of the method, including DG space–time finite elements
and FD in time – trace FE in space. We review available
error analysis, adaptivity and algebraic properties of the
method.
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A High Order Trace Finite Element Method for
PDEs on Level Set Surfaces

We present a new high order finite element method for the
discretization of partial differential equations on stationary
smooth surfaces which are implicitly described as the zero
level of a level set function. The discretization is based on
a trace finite element formulation. Achieving higher order
accuracy with trace finite elements for these problems is
challenging mainly due to two reasons. First, a sufficiently
accurate geometry approximation on which integrals can
be evaluated accurately is required. Secondly, the irregu-
lar shape of the implicit domains requires special attention
in order to control the conditioning of arising linear sys-
tems. We present and analyse a method which addresses
both issues. Crucial ingredients are the mesh transforma-
tion introduced in [C. Lehrenfeld, High order unfitted finite
element methods on level set domains using isoparametric
mappings, Comp. Meth. Appl. Mech. Engrg. 2016] and a
volume stabilization with an anisotropic diffusion.
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An Embedding Method for PDEs on Moving Sur-
faces

Partial differential equations (PDEs) on surfaces arise in a
wide range of applications. Embedding methods are a class
of methods that solve such problems in a neighborhood of
the surface using standard Cartesian grid methods. The
closest point method [Ruuth and Merriman, J. Comput.
Phys. 227(3):1943-1961, 2008] is an embedding method
that has been used to solve a variety of PDEs on smooth
surfaces using a closest point representation of the surface.
The original closest point method (CPM) was designed for
problems posed on static surfaces, however the solution
of PDEs on moving surfaces is of considerable interest as
well. Here we propose solving PDEs on moving surfaces
using a combination of the CPM and a modification of
the grid based particle method [Leung and Zhao, J. Com-
put. Phys. 228(8):2993–3024, 2009]. The grid based par-
ticle method (GBPM) represents and tracks surfaces using
meshless particles and an Eulerian reference grid. A mod-
ification is introduced into the reconstruction step of the
GBPM to ensure that all the grid points within the com-
putational tube surrounding the surface are active. Both
finite difference and radial basis function discretizations are
introduced and compared. A number of examples are pre-
sented to illustrate the numerical convergence properties
of our methods. These include experiments for advection-
diffusion and higher-order equations that are strongly cou-
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pled to the velocity of the surface.
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SENSEI: A Lightweight In Situ Interface for Con-
temporary Infrastructure Tools and Architectures

SENSEI (www.sensei-insitu.org/) is a new open source in
situ infrastructure that allows simulations to easily choose
between the popular existing open source in situ infrastruc-
tures ParaView Catalyst, VisIt Libsim and ADIOS. Addi-
tional in situ infrastructures can easily be added as well.
The SENSEI interface relies on the VTK (www.vtk.org)
data model to provide consistency and interoperability be-
tween other infrastructures allowing a more general and
efficient workflow for data scientists. Additionally, the in-
frastructure can be configured to be extremely lightweight
through small library sizes and memory reuse to ensure
the most efficient use of HPC resources. This infrastruc-
ture has been used to generate in situ output on a 1 million
MPI rank run on Argonnes Mira BG/Q.
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In Situ Processing Overview and Relevance to the
HPC Community

In response to a widening gap between our ability to com-
pute and save data for subsequent use, the idea of doing
analysis and other processing while data is still resident in
memory has emerged as a viable alternative. Known under
the umbrella term In Situ processing, the idea is to do as
much with the data possible before writing any of it, or any
derived products, to persistent storage. There is a rich his-
tory of work in this space going back several decades, with
evolving R&D tracking changes in technology and needs of
the computational science community. Recent work in this
space includes production-quality in situ software infras-
tructures, methods for computing reduced-sized extracts,
efforts to maximize software reusability across applications,
and examples of application of these methods to different
science problems at scale.
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Master of Puppets: Cooperative Multitasking for
In Situ Processing

Modern scientific and engineering simulations track the
time evolution of billions of elements. For such large runs,

storing most time steps for later analysis is not a viable
strategy. It is far more efficient to analyze the simulation
data while it is still in memory. We present a novel de-
sign for running multiple codes in situ: using coroutines
and position-independent executables we enable coopera-
tive multitasking between simulation and analysis, allowing
the same executables to post-process simulation output, as
well as to process it on the fly, both in situ and in transit.
We present Henson, an implementation of our design, and
illustrate its versatility by tackling analysis tasks with dif-
ferent computational requirements, including an iterative
workflow driven by a surrogate model. Our design differs
significantly from the existing frameworks and offers an ef-
ficient and robust approach to integrating multiple codes
on modern supercomputers. The presented techniques can
also be integrated into other in situ frameworks.
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Extract Based In Situ Visualization and Analysis
Methods and Application to Engineering Simula-
tions

In situ based data extracts are a subset of the volume data
consisting of surfaces (slices, boundary or iso-values), lines,
points or sub-volumes that have been created as the solver
executes. Extracts can be orders of magnitude smaller and
consequently faster to load and explore via ad hoc post-
processing methods. This paper will focus upon two case
studies (a helicopter landing on a ship and a flame under-
going extinguish/re-ignition) where extract based in situ
visualization and analysis was used to accelerate the overall
workflow. The helicopter landing problem used the Kestrel
CFD code using the Libsim library for creating surface ex-
tracts that were subsequently used to create movies of the
complex flowfield. The second case used the AVF-LESLIE
code using the Sensei in situ infrastructure coupled to Lib-
sim to generate surface extracts. The paper highlights how
in situ processing benefited these engineering applications.
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Data-Driven Methods for Nonlinear Model Reduc-
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tion in Fluid Dynamics

This talk will explore data-driven methods to extract non-
linear models and features in fluid dynamics. We will show
that the elements of an identified finite dimensional ap-
proximation to the Koopman operator, obtained using ex-
tended dynamic mode decomposition, can be utilized for
the construction of accurate nonlinear reduced-order mod-
els. The performance of models identified using our pro-
posed data-driven method are compared to those found by
performing a Galerkin projection of the governing equa-
tions onto proper orthogonal decomposition modes. We
demonstrate that identifying nonlinear models using this
method is particularly advantageous when the dataset is
noisy or is confined within limited regions of space or time,
or when additional properties of the governing equations
are known in advance. While the focus will be on ap-
plication in fluid dynamics, the techniques are sufficiently
general to apply to a range of other applications.

Scott Dawson
Department of Mechanical and Aerospace Engineering
Princeton University
stdawson@princeton.edu

Clarence Rowley
Princeton University
Department of Mechanical and Aerospace Engineering
cwrowley@princeton.edu

MS75

Regularization Techniques for Biochemical Reac-
tion Networks

Models of biochemical reaction networks often contain a
large number of parameters that cannot all be estimated
from the limited amount of noisy experimental data usu-
ally available. Therefore, many of the nominal parameter
values must be obtained from the open scientific literature.
Differences in cell type, organism, etc. add large amounts
of uncertainty to these literature-sourced parameters for
use in the particular system to be modeled. There clearly
is a need to estimate at least some of the parameter val-
ues from experimental data, however, the small amount of
available data and the large number of parameters com-
monly found in these types of models, require the use of
regularization techniques to avoid over-fitting. Parameter
set selection comprises a group of related methods that
seek to choose only a small subset of model parameters
for estimation that will best represent the current data set
and predict future ones. Parameter set selection achieves
model reduction by retaining the less important parame-
ters at their nominal values, thereby reducing the number
of variable parameters in the model. A parameter sensitiv-
ity technique employing local sensitivity analysis and hier-
archical clustering will be presented, along with more ad-
vanced extensions to explicitly incorporate parameter un-
certainties. These techniques will then be evaluated on
two biochemical reaction networks: a signal transduction
example and a pharmacokinetic/pharmacodynamic type 1
diabetes example.
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Model Reduction Via Spectral Analysis of the

Koopman Operator

Associated with a nonlinear dynamical system T : X → X
is a linear infinite-dimensional operator, the Koopman op-
erator, which evolves (vector-valued) observables f : X →
Cn on the state space via the composition f �→ f ◦ T .
As in the case of a finite-dimensional linear operator, the
vector-valued observable can be decomposed into its so-
called Koopman modes, which are the vector-valued coef-
ficients of a single eigenfunction, plus the contribution due
to the continuous part of the spectrum, which is particular
to the infinite-dimensional setting. These modes can be
computed directly from data, without direct knowledge of
the form of T , using either Fourier averages or one of the
variants of the Dynamic Mode Decomposition (DMD) al-
gorithm. Truncating these modes leads to a reduced order
model, similar to what is done with Proper Orthogonal De-
composition (POD). The Koopman modes, however, have
well defined temporal behavior since they are associated
with a single eigenvalue and thus are more dynamically
relevant than POD modes.
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Nonlinear Model Order Reduction with pyMOR

pyMOR [Milk, Rave, Schindler 2016] is a modern open
source software library of model order reduction algorithms
written in the Python programming language. Through
its interface-based design, pyMOR combines rapid proto-
typing of reduction algorithms in a dynamic programming
language with easy integration of the very same algorithms
with external high-performance PDE solver codes. In this
talk I will give a short overview on pyMOR’s design and
then go into more detail on how the treatment of nonlin-
earities with the empirical interpolation method is accom-
plished within this design approach.

Stephan Rave
University of Muenster
stephan.rave@uni-muenster.de

MS76

The Unified Form Language and Key Points on its
Translation

The Unified Form Language (UFL) is an embedded domain
specific language for specification of variational formula-
tions of partial differential equations [Alnæs et al 2014].
Key features include finite element concepts such as func-
tion spaces and test functions, as well as more generic
concepts such as differential operators, tensor valued ex-
pressions, and index notation. Implemented as a Python
module, UFL also includes symbolic algorithms including
algorithmic differentiation of expressions and functionals,
symbolic application of geometry mappings and Piola map-
pings, and propagation of restriction operators to expres-
sion terminals. The first part of this talk is a brief introduc-
tion to key concepts in UFL. UFL is used in finite element
frameworks to achieve a high level problem specification,
but to achieve high performance finite element matrix as-
sembly a form compiler is needed. Several form compilers
exist that can produce efficient low level source code for
computing e.g. the element matrix from a UFL form. In
the translation from UFL to low level code, a form com-
piler must choose strategies both to map domain specific
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concepts from UFL to constructs supported by the target
language, and strategies to achieve good performance. In
the second part of this talk, how these topics are handled
in the uflacs form compiler via value numbering of scalar
subexpressions will be discussed.

Martin Alnæs
Simula Research Lab
martinal@simula.no

MS76

The Two-Stage Form Compiler, a Mechanism for
Structure-Preserving Code Generation

TSFC is a new form compiler in use in Firedrake, an au-
tomated system for the solution of PDEs using the finite
element method. The high-level interface of Firedrake uses
the Unified Form Language (UFL) of the FEniCS project
to allow expression of complex variational forms in a lan-
guage that is close to that of the underlying mathematics.
A core component of the software is the form compiler,
that takes this high-level description and produces the low-
level code for finite element assembly. The core concept of
TSFC is to maintain the structure of the input expres-
sion as long as possible. This facilitates the application of
optimisations at the highest possible level of abstraction.
TSFC uses a tensor algebra language as an intermediate
representation which cleanly separates the lowering of fi-
nite element constructs to tensor algebra on the one hand,
from the scheduling of those tensor operations on the other.
This facilitates the optimisation of this schedule either in
situ or by a downstream tool, such as COFFEE, an opti-
mizer for finite element kernels in Firedrake. We also plan
to exploit structure in the finite elements themselves, such
as the sum factorisation of tensor product elements. This
structure will be provided by FInAT, an abstract, smarter
library of finite elements.

Miklós Homolya, Lawrence Mitchell, Fabio Luporini
Department of Computing
Imperial College London
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MS76

Generating Performance-Optimized Fem Assembly
Kernels for Dune-Pdelab

dune-pdelab is a well-established discretization framework
for the numerical solution of PDEs based on the Dune
project. Optimizing the performance of finite element
assembly for modern HPC systems is currently investi-
gated in the EXADUNE project. While the project shows
promising results, a necessity for hardware-dependent low-
level programming has become apparent. Code generation
techniques are a possible solution to achieve performance
portability and make those results available to a broader
audience. We base our approach on the Unified Form Lan-
guage (UFL), developed by the FEniCS project. A special
focus of our approach is the choice of an intermediate repre-
sentation, which can both reflect structural information of
the FEM problem and be subject to hardware-dependent
transformation. This intermediate representation is based

on loopy [Klckner, transformation-based code generation
for GPUs and CPUs]. We present the current state of code
generation for dune-pdelab, showing examples covering a
wide range of applications.
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Heidelberg University
steffen.muething@iwr.uni-heidelberg.de

Peter Bastian
Interdisciplinary Center for Scientific Computing
University of Heidelberg
peter.bastian@iwr.uni-heidelberg.de

MS76

Using Code Generation to Improved Performance
of a Multipurpose Discontinuous Galerkin Imple-
mentation Based on Dune-Fem

Abstract not available

Robert Klöfkorn
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MS77

Preconditioning on Parallel and Hybrid Architec-
tures

The inherently sequential nature of sparse triangular solves
can make exact ILU preconditioning unattractive on highly
parallel systems like GPUs or Intel’s KNL. We consider the
approximate solution of the triangular systems by replacing
the substitutions with the multiplication with an incom-
plete sparse approximate inverse (ISAI) for the triangular
factors. Beside the impact of the diminished preconditioner
accuracy, we in particular focus on the efficient generation
of the incomplete sparse approximate inverses via batched
routines.

Hartwig Anzt
Innovate Computing Lab
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MS77

Efficient MPI-Openmp Programming for Scientific
Applications

High-performance computing systems are using an increas-
ing number of cores per node, which impacts both current
MPI programming paradigms and motivates developing
new methods for achieving improved performance using hy-
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brid MPI+X approaches. In this talk we give an overview
of the performance expectations in a multi-core setting,
showing how to more accurately model inter-node com-
munication in the case of multiple communicating cores.
In addition, we show progress in using MPI+OpenMP ef-
fectively and highlight the challenges facing current MPI
shared memory implementations.

William D. Gropp
University of Illinois at Urbana-Champaign
Dept of Computer Science
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MS77

Extending Kokkos for Task-Parallel and Structured
Grid Algorithms with Asynchronous Parallelism

New advances in the Kokkos library extend support for a
wider variety of parallel algorithms and runtime systems.
In addition to the traditional one-level parallel for, reduce,
and scan patterns, Kokkos now enables hierarchical data
parallelism in these patterns though a ‘thread team’ inter-
face. Kokkos also has fine-grained task parallelism that has
high performance on many different architectures including
NVIDIA GPUs. Furthermore, the new multidimensional
range policy makes it easier to iterate over structured grids
in a cache-efficient way. Lastly, support for asynchronously
executing parallel algorithms on a user-specified subset of
the hardware resources is available through the new ‘execu-
tion space instance’ API. These advances make it possible
for asynchronous many-task codes to use Kokkos more eas-
ily.

Daniel Sunderland
Sandia National Laboratories
dsunder@sandia.gov

MS77

OCCA : Open Concurrent Compute Abstraction

Most gains in microprocessor performance over the last
decade have stemmed from increased on-chip parallelism.
Modern CPUs from AMD and Intel have multiple compute
cores each equipped with wide vector floating point units.
High-end discrete graphics processing units (GPUs) from
AMD and NVIDIA have in excess of 2000 processing ele-
ments. Differences in the non-uniform memory hierarchies
and core architectures of CPUs and GPUs have resulted
in the development of several different rogramming models
like OpenMP, OpenCL, NVIDIA’s CUDA, Intel’s Thread
Building Blocks, Cilk, amongst others. The OCCA project
is an effort to build a unified interface that enables a moder-
ately capable programmer to write portable code than can
execute in native mode on most many-core microproces-
sors and potentially attain high computational efficiency.
Examples applications involving the numerical solution of
PDEs will illustrate the potential for developing portable
and performance simulation tools using OCCA.

Tim Warburton
Virginia Tech
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MS78

Recent Development of the Parallel Selected Inver-
sion Method on Many-Core Architecture

The parallel selected inversion method (PSelInv) has been
demonstrated to be scalable to thousands of CPU cores
in the MPI environment. In this talk, we will discuss the
recent development of the PSelInv method on the Intel
Knights Landing (KNL) many core architecture in the hy-
brid MPI+OpenMP environment. We find that it is crucial
to use the OpenMP task feature to distribute the memory
access and workload between KNL tiles. We also find that
in order to obtain high parallel scalability, it is important
to control the granularity of the computational tasks.

Weile Jia
University of California at Berkeley
wjia@lbl.gov

MS78

A Hybrid Method for Computing Selected Entries
of Matrix Inverse

Many problems require computing a subset of the inverse
of sparse matrix. All efficient direct algorithms fall into two
categories: those based on both Gaussian elimination and
back substitution (two-way algorithms), and those solely
based on repeated Gaussian elimination (one-way algo-
rithms). The proposed hybrid algorithm combines one-way
algorithms and two-way algorithms, to take advantages of
the algorithms in both categories and avoid their disad-
vantages. This is achieved by executing its upward pass
in one-way mode, while its downward pass in a mixture
of one-way and two-way modes, followed by some special
treatment at the end of the entire process. The exact way
of mixture can be tailored for specific application to achieve
the best performance

Song Li
Stanford University
lisong.pine@gmail.com

MS78

Selected Inversion in Quantitative Genetics

Selected inverse of the coefficient matrix of linear equa-
tions is typically required in a quasi-Newton procedure for
restricted maximum likelihood (REML) in quantitative ge-
netics. The diagonal elements of the inverse are used by
geneticists and animal breeders to evaluate the error in
predicted genetic merit of economic characters in farm an-
imals. Sparse structure of the matrix depends on a statisti-
cal model defined by a user. Quantitative geneticists often
assume complicated models with several biological traits
and genetic relationships among a large number of indi-
viduals. In this case, the matrix contains small but many
dense blocks that often form a large, single dense block in
the Cholesky factor. The classical Takahashi algorithm is
inefficient in this situation, but it is still used in statistical
software for REML. In this talk, we present a case study
to accelerate the computations in selected inversion with
a supernodal approach with an extension to handle a ma-
trix with dense blocks. The package, Yet Another MME
Solver (YAMS), implements this approach and successfully
reduces the running time in REML computations for var-
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ious statistical models. We also discuss additional issues
of the selected inverse found in quantitative genetics and
animal breeding applications.

Yataka Masuda
University of Georgia
yutaka@uga.edu

MS78

Scalable Selective Inversion and Stochastic Estima-
tion of Inverse Matrices

The modern mathematical models designed in many fields
of study underline growing accuracy and complexity and
demand therefore an increasing need for fast and dis-
tributed computation of the inverse of sparse matrices.
Several disciplines, such as Greens functions formalism,
maximum likelihood estimation, genomic prediction, and
covariance estimation, need just a particular subset of the
entries of the inverse, so that the use of the standard inver-
sion process is discouraged in favor of a selective inversion
algorithms. One interesting approach to the selective in-
version is the stochastic estimation of the diagonal of the
inverse, widely used in economics, finance, interferometry,
and many others. We present algorithms that aim at the
approximation of selected entries of the diagonal of the
inverse of sparse matrices, based on stochastic estimators
for the diagonal, incomplete (block) LU factorization and
eigenvector deflation techniques, with particular attention
to the applications. The performance and accuracy of the
mentioned methods will be presented as evaluation of the
provided results in the different scenarios and in relation to
the performance of direct solvers (e.g., Pardiso [M. Luisier,
O. Schenk et al., Fast Methods for Computing Selected El-
ements of the Green’s Function in Massively Parallel Na-
noelectronic Device Simulations, Euro-Par 2013]). Such
algorithms find the best implementation in C++, leaving
wide space to parallelization.
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MS79

Reproducibility of Stochastic Methods for Com-
puting Material Properties

Abstract not available
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MS79

An Overview of Lessons Learned at the Numerical

Reproducibility at Exascale Workshops

Abstract not available
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MS79

The Forensic Reproducibility of Pseudorandom
Number Generation on Modern Architectures

Abstract not available
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MS79

The Numerical Reproducibility Fair Trade: Facing
the Concurrency Challenges at the Extreme Scale

Abstract not available
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MS80

Parameter Identification of a Counter Flow Heat
Exchanger with Physics Based Model-Form Dis-
crepancy

In this paper we consider the problems of parameter es-
timation and model-form discrepancy for physics based
modeling of heat exchangers. Typically, one assumes that
convection dominates so that diffusion can be ignored and
the resulting model is defined by a hyperbolic partial dif-
ferential equations. We employ a full-flux physics model,
which means the model is defined by convection-diffusion
equations and the hyperbolic equations are viewed as one
particular form of the model. We consider the case where
one assumes this parameterized model is a source of model
discrepancy and measurement errors are a source of noise.
Physics-based hierarchical modeling is employed develop
prior knowledge about model discrepancy. We show that
this approach can greatly improve the model’s predictive
usefulness. A simple example is used to illustrate the ideas
and then we apply the results to a parameter identification
problem for a distributed parameter model of a counter
flow heat exchanger.

John A. Burns, Eugene Cliff
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Interdisciplinary Center for Applied Mathematics
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MS80

Determination of Model Form Uncertainties Using
Field Inference and Machine Learning

We propose a modeling paradigm, based on field inver-
sion and machine learning (FIML), that harnesses avail-
able data to aid the quantification of model discrepancy in
a predictive computational physics setting. This work uses
inverse modeling to obtain corrective, spatio-temporally
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distributed functional terms, offering a route to directly
address model-form errors. Once the inference has been
performed over a number of problems that are representa-
tive of the deficient physics, machine learning techniques
are used to reconstruct the model corrections in terms of
features that appear in the closure model. These recon-
structed functional forms are then used to augment the
closure model in a predictive setting. The entire framework
is cast in a consistent Bayesian setup, allowing for consis-
tent uncertainty quantification. Results are presented in
fluid flow and materials problems.

Karthik Duraisamy
University of Michigan Ann Arbor
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MS80

A Stochastic Operator Approach to Model Inade-
quacy with Applications to Contaminant Transport

We present recent developments on the uncertainty quan-
tification of models. Models are imperfect representations
of complex physical processes, hence exploring representa-
tions of the model inadequacies is crucial. We introduce an
inadequacy model in the form of a linear operator acting
on the model solution and explore methods for incorporat-
ing knowledge of model shortcomings and relevant physics.
This representation is developed in the context of scalar
dispersion in porous media, but the methods presented are
applicable for other models.
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MS80

Reducing Model Discrepancy in Turbulent Flow
Simulations: A Physics-Informed Machine Learn-
ing Approach

Reynolds-averaged Navier–Stokes (RANS) equations are
widely used in the simulations of industrial turbulent flows.
The closure term of RANS equations, the Reynolds stress
term, needs to be modeled and is well known as an im-
portant source of model-form uncertainties/errors. Re-
cently, several data-driven methods have been proposed,
aiming to reduce the model-form uncertainties/errors in
the Reynolds stress term. In this work, we propose a
data-driven, physics-informed machine learning approach
that predicts the discrepancies between RANS modeled
Reynolds stresses and the ones obtained from DNS. Specif-
ically, the Reynolds stress discrepancy are parameterized
and treated as functions of selected mean flow features. By
using the random forests regression, statistical model of the
parameterized Reynolds stress discrepancy is first trained

on the flows for which DNS data are available. The ob-
tained statistical model is then used to predict Reynolds
stresses discrepancy in new flows. The flow in a square duct
at a different Reynolds number is predicted by training on
the flows in a square duct at several Reynolds numbers. In
addition, the flow over periodic hills is predicted by train-
ing on the flows with several different hill profiles. The
results demonstrate that the predicted Reynolds stresses
of both cases have a better agreement with the DNS/LES
data, indicating a reduction of model-form discrepancy in
Reynolds stress term by using machine learning techniques.
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MS81

Point Spread Function Estimation Using Radially
Symmetric Prior Modeling and Enhanced Gibbs
Sampling

The point spread function (PSF) of a translation invari-
ant imaging system is its impulse response, which cannot
always be measured directly. This is the case in high en-
ergy X-ray radiography, where the PSF is estimated indi-
rectly using calibration imagery and solving a correspond-
ing inverse problem. When the PSF is assumed to have
radial symmetry, it can be estimated from an image of an
opaque straight edge. We use a non-parametric Bayesian
approach, where the prior probability density for the PSF
is modeled as a Gaussian Markov random field and radi-
ally symmetry is incorporated in a novel way. Monte Carlo
posterior estimation is carried out by adapting a recently
developed improvement to the Gibbs sampling algorithm,
referred to as partially collapsed Gibbs sampling (PCG).
We will present estimation results on radiographic data ob-
tained from a high-energy X-ray diagnostic system at the
Nevada National Security Site. The algorithm we present
is proven to satisfy invariance with respect to the target
density. Moreover, new developments in radially symmet-
ric prior modeling and potential further applications will
also be presented.
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MS81

Multilevel Monte Carlo Algorithms for Inference

Recent years have seen an increasing interest in uncertainty
quantification (UQ). Another recent trend is the explosion
of available data. Bayesian inference provides a principled
and well-defined approach to the integration of data into
an a priori known distribution. The posterior distribu-
tion, however, is known only point-wise (possibly with an
intractable likelihood) and up to a normalizing constant.
Monte Carlo methods have been designed to sample such
distributions, such as Markov chain Monte Carlo (MCMC)
and sequential Monte Carlo (SMC) samplers. Recently,



110 CS17 Abstracts

the multilevel Monte Carlo (MLMC) framework has been
extended to some of these cases, so that approximation
error can be optimally balanced with statistical sampling
error, and ultimately the Bayesian inverse problem can be
solved for the same asymptotic cost as solving the deter-
ministic forward problem. This talk will concern the re-
cent development of multilevel SMC (MLSMC) samplers
[Beskos etal, 2016] and the resulting estimators for stan-
dard quantities of interest as well as normalizing constants
[Del Moral, etal, 2016]. The methods have been applied
successfully to nonlocal equations [Jasra etal, 2016], which
are used to model anomalous diffusion and fractures in ma-
terials. MLMC data assimilation methods have also been
developed, which combine dynamical systems with data in
an online fashion. Examples are ML particle filters [Jasra
etal, 2016] and ensemble Kalman filters [Hoel etal, 2016ab].
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Wavelet Estimators of Multivariable Nonparamet-
ric Regression Functions with Long Memory Data

In this talk, we propose wavelet estimators for multivari-
able nonparametric regression functions with long memory
data and investigate the asymptotic rates of convergence of
wavelet estimators based on level dependent thresholding.
We further provide an asymptotic expansion for the mean
integrated squared error (MISE) of the estimators. These
results extend the corresponding univariate results in the
literature to the multivariate setting.
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MS82

An Adaptive Fast Multipole Accelerated Poisson
Solver for Complex Geometries

We present a fast, direct and adaptive Poisson solver for
complex two-dimensional geometries based on potential
theory and fast multipole acceleration. The solver relies
on the standard decomposition of the solution as the sum
of a volume integral to account for the source distribution
and a layer potential to enforce the desired boundary con-
dition. The volume integral is computed by applying the
FMM on a square box that encloses the domain of interest.
For the sake of efficiency and convergence acceleration, we
first extend the source distribution (the right-hand side in
the Poisson equation) to the enclosing box as a C0 function
using a fast, boundary integral-based method. We demon-
strate with two Poisson problems on multiply connected
domains with irregular boundaries that this continuous ex-
tension leads to high accuracy without excessive adaptive
refinement near the boundary and, as a result, to an effi-
cient “black box” fast solver.
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MS82

Smooth Function Extension for the Solution of In-
homogeneous Equations in Complex Geometry

In many applications, it is desirable to solve partial differ-
ential equations on irregular domains with high accuracy
and speed. Integral equation based methods offer this abil-
ity for homogeneous elliptic PDEs. For problems with in-
homogeneous source terms, a split of the problem allows for
the evaluation of a volume potential over a simple domain.
One key ingredient for the success of such an approach is
a technique to efficiently compute a high-regularity exten-
sion of a function outside the domain where it is given. In
this work, function extension is done by radial basis func-
tions combined with a partition of unity technique, where
the underlying matrix structure is exploited to efficiently
solve each decoupled interpolation problem.
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MS82

Integral Equation Methods for Nonlinear Fluid
Models

We present a new integral equation method for simulat-
ing particulate flows suspended in fluids governed either by
Navier-Stokes equations or other nonlinear models. Follow-
ing existing methods in the literature, we split the problem
into a boundary-only part and a volume part. We use a
spectrally-accurate boundary integral method to solve the
former and a regular-mesh based spectral method for the
latter. We show that moving geometries can be handled
seamlessly and present results that show scaling to more
than a thousand soft particles hydrodynamically interact-
ing with each other.
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MS82

Fast Methods for the Evaluation of Heat Potentials
in Moving Geometry

We present a hybrid asymptotic numerical method for the
accurate evaluation of single and double layer heat poten-
tials in two dimensions. These are non-local integral opera-
tors in space-time and require fast algorithms to handle the
history part efficiently. In order to design high order accu-
rate rules, however, it is the local-in-time component of the
heat potential that gives rise to numerical difficulties. Our
scheme requires only a local asymptotic calculation plus
several boundary integrals with a Gaussian kernel, which
can be accelerated by a new version of the fast Gauss trans-
form.
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Courant Institute
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MS83

Modeling Flow Rate–Pressure Drop Relations of
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Soft Micro-Fluidic Devices

Rectangular microfluidic channels with deformable walls
are one of the simplest and most extensively studied lab-
on-a-chip devices, primarily due applicability as model
systems in a variety of fields like biomedical diagnostics,
nanotechnology, etc. Experimentally, these devices are
found to deform into a non-rectangular cross-section due
to fluid–structure interactions occurring at the channel
walls. These deformations significantly affect the flow pro-
file, which, in turn, results in a non-linear relationship
between the volumetric flow rate and the pressure drop.
Recent perturbative calculations by the first author show
that this flow rate–pressure drop relation can be obtained
by analyzing a coupled system of Stokes (Re = 0) flow in a
three-dimensional (3D) rectangular channel with a top wall
that is linearly elastic, specifically a Kirchhoff–Love plate.
We benchmark and verify the theoretical predictions by 3D
numerical simulations. The response of several shallow mi-
crofluidic channels (� 
 w 
 h) with rigid base and side
walls and a soft top wall (e.g., PDMS in experiments) is
simulated under laminar flow conditions using the commer-
cial software suite ANSYS. The simulations are calibrated
using experimental pressure drop–flow rate data from the
literature and then compared to the newly developed per-
turbative analytical expressions. Favorable agreement is
obtained without any fitting parameters.
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MS83

Growth of Clogs in Microchannels: Formation of
the Filter Cake

Porous membranes are used to remove contaminants from
polluted water. The efficiency of the filtration process is
a critical issue as worldwide water demands keep increas-
ing. A typical membrane allows the fluid to pass through
but traps contaminants, which can be modeled by colloids
or micrometer-scale particles. Once a clog is formed in a
pore, incoming particles aggregate upstream. This aggre-
gate grows over time, which leads to a dramatic reduction
of the flow rate. In this talk, we will consider a model
that predicts the growth of the colloidal aggregate formed
upon clogging of a microchannel. We will present an an-
alytical description to capture the time-evolution of the
volume of the aggregate. We show that the growth of the
aggregate increases the hydraulic resistance in the channel
and leads to a drop in flow rate of the filtered suspensions.
The analytical description will then focus of multiple par-
allel channels. In this situation, the growth dynamics of
the aggregates are intrinsically coupled. The results of this
modeling will be compared with experimental data. Our
work illustrates the critical influence of clogging events on
the flow rate of porous membranes used in practical appli-
cations such as the filtration of polluted water.
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MS83

Molecular Dynamics Simulation Study of the Diffu-
sion of a Janus Nano-Particle in an Explicit Solvent

Molecular dynamics simulations are used to study the diffu-

sion of a single Janus particle immersed in a Lennard-Jones
fluid. In particular we consider a rod-shaped and sphere
shaped particle with different surface wettability on each
half-side of the particle. We analyzed the time dependence
of the orientation tensor, particle displacement, and trans-
lational and rotational velocity autocorrelation functions.
It is found that diffusion is enhanced when the wettability
contrast is high and the local slip length on the nonwetting
side is relatively large. We also observed that in contrast
to homogeneous particles, the nonwetting hemisphere of
the Janus particle tends to rotate in the direction of the
displacement vector during the rotational relaxation time.
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MS83

Mathematical Modeling of Pleated Membrane Fil-
ters

Pleated membrane filters are widely used in many applica-
tions, and offer significantly better surface area to volume
ratios than equal area unpleated membrane filters. How-
ever, their filtration characteristics are markedly inferior to
those of equivalent unpleated membrane filters in dead-end
filtration. While several hypotheses have been advanced
for this, one possibility is that the flow field induced by the
pleating leads to spatially nonuniform fouling of the filter,
which in turn degrades performance. We investigate this
hypothesis by developing a simplified model for the flow
and fouling within a pleated membrane filter. Our model
accounts for the pleated membrane geometry (which af-
fects the flow), for porous support layers surrounding the
membrane, and for two membrane fouling mechanisms: (i)
adsorption of very small particles within membrane pores;
and (ii) blocking of entire pores by large particles. We use
asymptotic techniques based on the small pleat aspect ra-
tio to solve the model, and we compare solutions to those
for the closest-equivalent unpleated filter.

Pejman Sanaei
New Jersey Institute of Technology
ps468@njit.edu

Giles Richardson
University of Southampton
g.richardson@soton.ac.uk

Thomas P. Witelski
Duke University
Department of Mathematics
witelski@math.duke.edu

Linda Cummings
New Jersey Institute of Technology
linda.cummings@njit.edu

MS84

Symbolic Math for Automated Fast Finite Differ-
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ence Computations

Abstract not available
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Multi-Physics Geophysical Exploration: Raising
the Abstraction with Separation of Concerns

Abstract not available
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Large-Scale Workflows for Wave-Equation Based
Inversion in Julia

Abstract not available

Philipp A. Witte
PhD student at the University of British Columbia
pwitte@eos.ubc.ca

MS84

Considerations and Techniques for Optimizing
HPC Stencil Performance on the Intel Xeon Phi
Processor

Abstract not available

Charles Yount
Principal Engineer Intel
charles.yount@intel.com

MS85

A New PoissonNernstPlanck Model with IonWater
Interactions for Charge Transport in Ion Channels

In this work,we propose a new PoissonNernstPlanck(PNP)
model with ionwater interactions for biological charge
transport in ion channels. Due to narrow geometries of
these membrane proteins, ionwater interaction is critical
for both dielectric property of water molecules in channel
pore and transport dynamics of mobile ions. We model
the ionwater interaction energy based on realistic exper-
imental observations in an efficient mean-field approach.
Variation of a total energy functional of the biological sys-
tem yields a new PNP-type continuum model. Numerical
simulations show that the proposed model with ionwater
interaction energy has the new features that quantitatively
describe dielectric properties of water molecules in narrow
pores and are possible to model the selectivity of some ion
channels.

Duan Chen
Department of Mathematics and Statistics
University of North Carolina at Charlotte
dchen10@uncc.edu

MS85

Computational Vascular and Valvular Fluid-

Structure Interaction

The aim of this work is to develop computational tech-
niques for vascular and valvular fluid–structure interaction
(FSI). The motivating application is the simulation of aor-
tic valve function over the complete cardiac cycle. Due to
the complex motion of the heart valve leaflets, the fluid
domain undergoes large deformations, including changes
of topology. We propose an immersogeometric method
that directly analyzes an isogeometric surface representa-
tion of the structure by immersing it into a non-boundary-
fitted discretization of the surrounding fluid domain. The
variational formulation for immersogeometric FSI is de-
rived using an augmented Lagrangian approach. We sim-
ulate the coupling of the aortic valve and the surround-
ing blood flow under physiological conditions, demonstrat-
ing the effectiveness of the proposed techniques in prac-
tical computations. An arbitrary Lagrangian–Eulerian
(ALE)/immersogeometric hybrid methodology is also de-
veloped under the augmented Lagrangian framework for
FSI. A single computation combines a boundary-fitted,
deforming-mesh treatment of some fluid–structure inter-
faces with a non-boundary-fitted treatment of others. This
approach enables us to also simulate the FSI of a biopros-
thetic aortic valve implanted in a flexible artery through
the entire cardiac cycle.

Ming-Chen Hsu
Department of Mechanical Engineering
Iowa State University
jmchsu@iastate.edu

David Kamensky
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david.kamensky@gmail.com

Fei Xu
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MS85

DG-IMEX Asymptotic-Preserving Schemes and
Their Stability

For some kinetic models in diffusive regimes, we consider
asymptotic -preserving methods that involve discontinuous
Galerkin (DG) spatial discretizations and implicit-explicit
(IMEX) Runge-Kutta temporal discretizations. A key
property, uniform stability, is examined theoretically for
the methods.

Fengyan Li
Rensselaer Polytechnic Institute
lif@rpi.edu

MS85

Large-Scale Fracture Simulations Using Atomistic-
Based Boundary Element Method

The Atomistic-based Boundary Element Method (ABEM)
is a novel technique to seek approximate solutions to the
static problems of crystalline solids. Lattice Green’s func-
tion is computable when the harmonic assumption is made.
Two main features emerge. ABEM inherits the advan-
tages of the classical Boundary Element Method (BEM).
Another feature of ABEM is that it couples with molec-
ular statics without ghost forces. Only truncation errors
due to the harmonic assumption appear in the coupling
system. By introducing several numerical techniques, this
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coupling method can easily deal with a system with 1 bil-
lion atoms. These techniques include: reducing the degrees
of freedom on the smooth boundaries, adaptively calcu-
lating the element-element interactions and atom-element
interactions, and Neumann-to-Dirichlet iterations between
the linear system from ABEM and the minimization prob-
lem from molecular statics. Numerical results of frac-
ture problem demonstrate the effectiveness of this coupling
method.

Xiaojie Wu
Penn State University
xxw139@psu.edu

Xiantao Li
Department of Mathematics
Pennsylvania State University
xli@math.psu.edu

MS86

A Bayesian Approach for Inverse Problems in Dy-
namic Power Systems

We discuss the problem of estimating the parametric uncer-
tainty in the solution of dynamic power grid inverse prob-
lems within the framework of Bayesian inference. We inves-
tigate an adjoint-based approach to estimate the maximum
a posteriori point of the parameters and their variance,
which quantifies their uncertainty. Within this framework
we estimate several parameters of the dynamic power sys-
tem, such as generator inertias, which are not quantifiable
in steady-state models. The parametric estimate is ob-
tained through demand node perturbations and the like-
lihood is based on statistical skill scores. We assess the
computational efficiency, and discuss the expected perfor-
mance when this method is applied to large systems.

Emil M. Constantinescu
Argonne National Laboratory
Mathematics and Computer Science Division
emconsta@mcs.anl.gov

Noemi Petra
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MS86

Enabling Large-Scale Power Grid Data Assimila-
tion through Computational Enhancements

The Power grid is an inherent dynamic system. Accurate
information about its dynamic states is important for its
efficient control and operation, especially with the increas-
ing complexity resulting from uncertainties and stochas-
tic variations introduced by intermittent renewable-energy
sources, responsive loads, and new market designs. High-
speed phasor deployment in the power grid over the past
two decades offers an opportunity for estimating dynamic

states in real time. Methods have been proposed to as-
similate the phasor measurements with a dynamic model
of the power grid for such dynamic state estimation. For
large-scale systems such as the west or east interconnec-
tion in North America, it is a fundamental challenge in
completing all necessary computation within tens of mil-
liseconds a required time resolution for capturing power
grid dynamics and keeping up with phasor measurement
cycles. A typical method for this dynamic state estimation
process is based on Ensemble Kalman Filter (EnKF). Par-
allel computing techniques have been applied to the EnKF
process which is dominated by dense-matrix operations.
Data block allocation is optimized to reduce parallelization
overhead. Adaptive steps in numerical integration are em-
ployed to reduce computation burden. And multi-layer im-
plementation is experimented to improve parallelism. This
talk will report the methods and accomplishments with all
these computational enhancements towards real-time dy-
namic state estimation.

Henry Huang
Pacific Northwest National Laboratory, USA
Zhenyu.Huang@pnnl.gov
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MS86

Optimization and Design of Complex Engineer-
ing Systems under Uncertainty Using High-
Performance Computing

The optimization of many engineering systems reaches ex-
treme size and unprecendented computational complexity
due to the need to consider high fidelity physics and ac-
count for uncertainties. We will present scalable optimiza-
tion algorithms and solvers for solving two such optimiza-
tion problems: i. material optimization for the design of
stiff structures using additive manufacturing; and, ii. eco-
nomic optimization and control of large scale power grid
systems under stochastic loads and generation. Our com-
putational approach is based on scalable nonlinear pro-
gramming algorithms, namely interior-point methods, and
is specificaly aimed at matching and surpassing the par-
allelism of existing physics solvers (e.g., finite element
solvers for the elasticity problem governing material opti-
mization) on massively parallel computing platforms. For
this we developed specialized decompositions within the
optimization, namely Schur complement-based decomposi-
tion for stochastic optimization and domain decomposition
equipped with low-rank representations of the Hessian for
material optimization. Finally, we present large scale sim-
ulations of the two motivating applications on the U.S.
Departement of Energy’s supercomputers and provide a
detailed discussion of the effectiveness and possible further
improvement of the proposed techniques.

Cosmin G. Petra
Lawrence Livermore
Mathematics and Computer Science Division
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MS86

Probabilistic Density Function Method for Nonlin-
ear Dynamical Systems Driven by Colored Noise

We present a probability density function (PDF) method
for a system of nonlinear stochastic ordinary differential
equations driven by colored noise. The method provides
an integrodifferential equation for the temporal evolution
of the joint PDF of the systems state, which we close by
means of a modified large-eddy-diffusivity (LED) closure.
In contrast to the classical LED closure, the proposed clo-
sure accounts for advective transport of the PDF in the
approximate temporal deconvolution of the integrodiffer-
ential equation.

Alexandre M. Tartakovsky
PNNL
alexandre.tartakovsky@pnnl.gov

David A. Barajas-Solano
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MS87

Geometric Graph Methods for High Dimensional
Data

We present new methods for segmentation of large datasets
with graph based structure. The method combines ideas
from classical nonlinear PDE-based image segmentation
with fast and accessible linear algebra methods for com-
puting information about the spectrum of the graph Lapla-
cian. The goal of the algorithms is to solve semi-supervised
and unsupervised graph cut optimization problems. I will
present results for image processing applications such as
image labelling and hyperspectral video segmentation, and
results from machine learning and community detection in
social networks, including modularity optimization posed
as a graph total variation minimization problem.

Andrea L. Bertozzi
UCLA Department of Mathematics
bertozzi@math.ucla.edu

MS87

A Max-Cut Approximation Using A Graph Based
MBO Scheme

On a given graph G = (V,E) a Max-Cut is a partition of
nodes V = V1 ∪ V2 such that the number of edges between
the node sets V1 and V2 are maximized. This problem
was proved to be NP-Complete by Richard Karp in 1972.
Due to the complexity of the problem there are various
types of approximation algorithms designed to obtain an
accurate estimate of a graphs Max-Cut. In this talk I will
discuss an alternate graph based Ginzburg-Landau func-
tional and how the minimization of this functional relates
to a graphs Max-Cut; we attempt to minimize this func-
tional by a graph based MBO Scheme, where we use a
graph heat equation with a twist, instead of diffusion be-
ing defined using a graph Laplacian we use an operator
called the signless Laplacian. All of these concepts will
be explained. Afterwards, I will show examples on spe-
cific networks displaying how effective the approximation

algorithm has been in testing.

Blaine Keetch
School of Mathematical Sciences
University of Nottingham
pmxbk1@nottingham.ac.uk

MS87

Convex Variational Methods for Multi Class Data
Segmentation on Graphs

Graph-based variational methods have recently shown to
be highly competitive for various classification problems of
high-dimensional data. One limitation of existing methods
for problems with multiple classes is their inclination to
get stuck in a local minimum due to the non-convexity of
the minimization problems. This paper proposes a convex
relaxation for a certain subset of graph- based multiclass
data segmentation problems, and develops an efficient and
robust optimization algo- rithm based on the correspond-
ing dual problem. In particular, it is shown that semi-
supervised clas- sification problems of high-dimensional
data can be tightly approximated by the convex relax-
ation. The same applies to certain unsupervised classifi-
cation problems, where the usual class interphase term
is appended with region terms that enforce homogeneity
of the data points within each class. Specific construc-
tions of each term are proposed for the application to seg-
mentation of unstructured 3D point clouds. Flexible in-
terval constraints on the class sizes can also be naturally
incorporated in the convex algorithmic framework. Exper-
iments on semi-supervised classification and unsupervised
3D point cloud segmentation indicate vanishingly small ap-
proximation errors of the relaxations, and demonstrate a
greater accuracy, robustness and ef- ficiency of the algo-
rithms when compared to earlier methods.

Ekaterina Merkurjev
Department of Mathematics
UCSD
kmerkurjev@gmail.com

Egil Bae
University of Bergen
egil.bae@math.uib.no

MS87

Primal-Dual Methods for P-Modulus on Graphs

Recently, the notion of p-Modulus has been extended to
families of walks on graphs by Albin, Poggi-Corradini, et al.
The p-modulus on graphs has been shown to relate to well-
known graph properties such as effective resistance, short-
est path, and minimal cut. Here we propose to employ a
primal-dual hybrid gradients scheme (e.g., Chambolle and
Pock) to the greedy algorithm for efficient p-Modulus com-
putation. All optimization steps are simple first order. We
compare against existing methods.

Dominique P. Zosso
University of California, Los Angeles
Department of Mathematics
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MS88

Building Blocks for Resilient MPI Applications

Abstract not available

George Bosilca
University of Tennessee - Knoxville
bosilca@icl.utk.edu

MS88

Partial Differential Equations Solver Resilient to
Soft and Hard Faults

We present a resilient task-based domain-decomposition
preconditioner for partial differential equations (PDEs)
built on top of User Level Fault Mitigation MPI (MPI-
ULFM). The algorithm reformulates the PDE as a sam-
pling problem, followed by a robust regression-based so-
lution update that is resilient to silent data corruptions
(SDCs). We adopt a server-client model where all state
information is held by the servers, while clients only serve
as computational units. The task-based nature of the al-
gorithm and the capabilities of ULFM together serve to
support missing tasks, making the application resilient to
failing clients. We present weak and strong scaling results,
both for a nominal and a fault-injected case, showing ex-
cellent scalability in all cases, and study the variability in
scaling due to faults. Further, we study the performance
of the solver as a function of the subdomain size and the
server/client configuration.
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ksargsy@sandia.gov

Paul Mycek, Andres Contreras
Duke University
paul.mycek@duke.edu, andres.contreras@duke.edu

Cosmin Safta
Sandia National Laboratories
csafta@sandia.gov

Olivier Le Maitre
Laboratoire d’Informatique pour la Mécanique et les
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MS88

Resilience in the Parareal Method

Parallel-in-time integration is an often advocated approach
for extracting parallelism in the solution of time-dependent
PDE’s. Due to the comparatively low parallel efficiency
of parallel-in-time integration techniques, in particular

parareal, they are primarily of interest as an extension to
classical approaches at parallelism such as spacial domain
decomposition in the limit of poor scaling. Potential ap-
plications are expected to scale across hundreds, or possi-
bly thousands of nodes, making algorithmic resilience to-
wards hardware induced errors highly relevant. In this talk
we present a modified algorithm that is resilient to node-
losses, and discuss our experiences implementing the fault-
tolerant scheme using a set of MPI interface extensions
for implementing recovery strategies called ULFM. We fur-
thermore demonstrate how the parareal algorithm may be
made resilient towards Silent-Data-Corruption (SDC) er-
rors by viewing it as a point-iterative method, locally mon-
itoring the residual between consecutive iterations so to
discard potentially corrupt iterations.

Jan S. Hesthaven
EPFL
jan.hesthaven@epfl.ch
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EPFL Lausanne
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MS88

A Soft-Fault Tolerant Advection Solver Via the
Sparse Grid Combination Technique

The sparse grid combination technique (SGCT) is a cost-
effective method for solving time-evolving PDEs especially
for higher-dimensional problems. Instead of solving the
problem on a single grid with high resolution in all di-
mensions, the SGCT involves solving the problem on a
number of grids with higher resolution in some dimensions
and lower resolution in others. Then these solutions can
be combined to approximate the accuracy of the solution
with the high resolution grid. The SGCT can also be easily
modified to provide algorithm-based fault tolerance. This
involves computing the solution a number of extra lower
resolution grids for extra redundancy. Upon applying the
SGCT, each different version of a solution point may be
compared to detect possible corruption (soft faults). We
apply this approach to a 2D advection solver, where ran-
dom bit flips are applied to the intermediate solution to
be detected during the SGCT. We use an error-splitting
technique to derive bounds for the expected range for a
solution point on a grid. If a point is outside this range,
a fault-tolerant SGCT is then applied to exclude the point
from the combined solution. Simulation results indicates
this approach achieves similar accuracy to the no-fault case
on the advection solver for up to a moderate rate of soft
faults.

Peter Strazdins
Research School of Computer Science
Australian National University
Peter.Strazdins@cs.anu.edu.au

MS90

Perturbation-Based Reduced Bases for
Parametrized Eigenvalue Problems

The aim of this talk is to present a perturbation-based re-
duced basis method for the approximation of parametrized
eigenvalue problems. The algorithm is inspired from
the ideas proposed in [Eric Cancès, Geneviève Dus-
son, Yvon Maday, Benjamin Stamm, Martin Vohraĺık,
”A perturbation-method-based post-processing for the
planewave discretization of Kohn-Sham models”, Journal
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of Computational Physics 307 (2016) 446459]. The method
is illustrated on the problem of Brillouin zone integration
for the computation of the electronic structure of crys-
talline materials, semiconductor or metals.
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MS90

Collocation Methods for Exploring Perturbations
in Linear Stability Analysis of Dynamical Systems

Eigenvalue analysis is a well-established tool for stability
analysis of dynamical systems. However, there are situ-
ations where eigenvalues miss some important features of
physical models. For example, in models of incompress-
ible fluid dynamics, there are examples where eigenvalue
analysis predicts stability but transient simulations exhibit
significant growth of infinitesmal perturbations. In this
study, we explore an approach similar to pseudo-spectral
analysis and simple to implement that can be used to pre-
dict stability. The method defines parameter-dependent
perturbations of steady solutions of a dynamical system
and then uses collocation to approximate the solution of
accompanying parameter-dependent perturbed eigenvalue
problems. For several classic benchmark problems in com-
putational fluid dynamics, including flow over an obstacle
and flow over an expanding step, we show that the resulting
perturbation analysis is predictive of the behavior of tran-
sient solvers. In particular, when the perturbed eigenvalues
cross the imaginary axis, indicating instability, transient
solvers exhibit unsteady behavior such as vortex shedding,
and when all perturbed eigenvalues have negative real part,
transient solvers find steady solutions.

Howard C. Elman
University of Maryland, College Park
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MS90

Applying Quasi-Monte Carlo Integration to a Pa-
rameterized Elliptic Eigenvalue Problem

In this talk we study an elliptic eigenproblem, with a ran-
dom coefficient which can be parametrised by infinitely
many stochastic parameters. The randomness in the co-

efficient also results in randomness in the eigenvalues and
corresponding eigenfunctions. As such, our quantity of
interest will be the expected value, with respect to the
stochastic parameters, of the smallest eigenvalue which we
formulate as an integral over the infinite-dimensional pa-
rameter domain. Our approximation involves three steps:
truncating the stochastic dimension, discretising the spa-
tial domain using finite elements and approximating the
now finite but still high-dimensional integral. To approx-
imate the high-dimensional integral we use quasi-Monte
Carlo (QMC) methods. These are deterministic or quasi-
random quadrature rules that can be proven to be very
efficient for the numerical integration of certain classes
of high-dimensional functions. QMC methods have pre-
viously been applied to similar elliptic source problems,
however the existing framework for a rigorous analysis of
the integration error does not cover the eigenvalue prob-
lem. We show that the minimal eigenvalue belongs to the
spaces required for QMC theory, outline the approximation
algorithm and provide numerical results.

Alexander D. Gilbert
School of Mathematics and Statistics, Uni of New South
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MS90

Complexity Reduction for Eigenvalue Problems in
Vibro-Acoustics

Parameter dependent eigenvalue problems arise in many
applications in science and engineering, e.g. modal analysis
of structures. The numerical approximation by standard
finite element techniques of such systems is challenging due
to complex geometries and possible uncertain input data.
In this talk we cover several aspects of complexity reduction
methods for the efficient solution of parameter dependent
eigenvalue problems. We show a reduced basis method in-
cluding an upper bound to build a single reduced space
for the simultaneous approximation of several eigenvalues
and eigenvectors of interest. In the context of the vibroa-
coustic analysis of multi-story timber building structures,
we apply the introduced reduced basis method for eigen-
value problems to component mode synthesis, which allows
a component based decomposition and solution. Further-
more we also present results on more complex geometries
with piecewise smooth but curvilinear boundaries such as
a violin or a violin-bridge. Here we do not only vary the
material parameters, but also the geometry. To resolve the
geometry more accurately we apply isogeometric mortar
techniques and combine it with empirical interpolation.
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MS91

Effective Transmission Conditions for Domain De-



CS17 Abstracts 117

composition Methods in the Case of the Helmholtz
Equation

In this talk, we review some of the transmission conditions
used for non-overlapping domain decomposition methods
in the case of the Helmholtz equation. Then, we propose
to modify some conditions in order to improve the cost of
the whole algorithm. Numerical results are presented in
two and three dimensions to validate this new approach.

Yassine Boubendir
Department of Mathematical Sciences
boubendi@njit.edu

MS91

A Parareal in Time Algorithm for the Optimal
Control of Evolution Equations

A parareal in time algorithm is proposed to solve the op-
timal control problems governed by evolution equations.
This method is to solve the first order optimality system,
which can be viewed as a two-point boundary value prob-
lem in time, by a time domain decomposition technique.
The algorithm consists of a local parallel part and a global
correction part, and it has a comparable error estimate
with that of the parareal algorithm for the initial value
problems. This method can also be extended to the opti-
mal control problems with control constraints or nonlinear
governing equations. A number of numerical examples are
presented to show the efficiency of the proposed algorithm
and to validate the convergence results.

Wei Gong
Institute of Computational Mathematics
Chinese Academy of S
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MS91

Domain Decomposition for a Mixed Finite Element
Method for Linear Elasticity with Weak Symmetry

Two non-overlapping domain decomposition methods on
matching multiblock grids are presented for a mixed for-
mulation of linear elasticity problem with weakly enforced
symmetry. The proposed approaches allow to solve the
problem in parallel by partitioning the computational do-
main into multiple subdomains, upon which local problems
of lower complexity are formulated. By eliminating the in-
terior subdomain variables, the global problem is reduced
to an interface problem, which is then solved by an it-
erative procedure. The mixed finite element method for
linear elasticity with weakly imposed symmetry of stress is
used to discretize each subdomain problem. The condition
numbers of the resulting algebraic interface systems are
analyzed. A mixed finite element method for the problem
of interest on nonmatching multiblock grids is also con-
sidered. A mortar finite element space is introduced on
the nonmatching interfaces. We approximate in this mor-
tar space the trace of the displacement, and we impose
weakly a continuity of normal stress condition. The con-
dition number of the interface system is analyzed and op-
timal order convergence is shown for stress, displacement
and rotation. Moreover, at cell centers, superconvergence
is obtained for the displacement. Computational results
using an efficient parallel domain decomposition algorithm
are presented in confirmation of the theory of all proposed
approaches.
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MS91

Schur Complement Domain Decomposition Meth-
ods for the Solution of Multiple Scattering Prob-
lems

We present a Schur complement Domain Decomposition
(DD) algorithm for the solution of frequency domain mul-
tiple scattering problems. Just as in the classical DD meth-
ods we (1) enclose the ensemble of scatterers in a domain
bounded by an artificial boundary, (2) we subdivide this
domain into a collection of nonoverlapping subdomains
so that the boundaries of the subdomains do not inter-
sect any of the scatterers, (3) we connect the solutions of
the subproblems via Robin boundary conditions matching
on the common interfaces between subdomains. We use
subdomain Robin-to-Robin maps to recast the DD prob-
lem as a sparse linear system whose unknown consists of
Robin data on the interfaces between subdomains—two un-
knowns per interface. The Robin-to-Robin maps are com-
puted in terms of well-conditioned boundary integral op-
erators. Unlike classical DD, we do not reformulate the
Domain Decomposition problem in the form a fixed point
iteration, but rather we solve the ensuing linear system by
Gaussian elimination of the unknowns corresponding to in-
ner interfaces between subdomains via Schur complements.
Once all the unknowns corresponding to inner subdomains
interfaces have been eliminated, we solve a much smaller
linear system involving unknowns on the inner and outer
artificial boundary. We present numerical evidence that
our Schur complement DD algorithm can produce accu-
rate solutions of very large multiple scattering problems
that are out of reach for other existing approaches.
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MS92

Efficient High-Order Finite Elements in MFEM

When utilizing high order finite elements a significant por-
tion of the computational cost is found in computing the
element matrices. For finite elements defined with an un-
derlying tensor product structure the element matrix com-
putations can be refactored as a series of dense tensor con-
tractions. These contractions can be batched across ele-
ments and executed in parallel utilizing advanced archi-
tectures such as Nvidia GPUs and Intel MICs. Numerous
challenges arise when attempting to write code for these
architectures. We will present our exploratory work on uti-
lizing tensor contractions for element formation in MFEM
and porting these computations to Nvidia GPU architec-
tures. Multiple abstractions to contracting the tensors and
GPU porting were attempted including raw CUDA, C++
template metaprogramming with heavy inlining, OpenMP
4.5 offloading pragmas, a tensor contraction library utiliz-
ing JIT compilation, and the platform independent OKL
language from the OCCA library. We will present details
of the most successful approaches and many of the compli-
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cations that arose in the porting process.
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MS92

Performance Portable Assembly Tools for Multi-
Fluid Plasma Simulation

Supporting scalable assembly on next generation architec-
tures can add significantly to code complexity. This pre-
sentation will discuss the design of a general finite element
assembly engine applied to multi-fluid plasma and mag-
netohydrodynamics simulation. Performance portability is
achieved via the Kokkos programming model. The assem-
bly library uses a directed acyclic graph (DAG) for com-
posable physics kernels in a multiphysics setting. Assem-
bly with hybrid data parallelism and task-based parallelism
over the DAG is supported. Embedded automatic differ-
entiation, applied via templates and operator overloading,
is used for implicit and IMEX solvers. Performance results
for a mixed-basis multi-fluid plasma finite element formu-
lation will be shown for Intel Phi, NVIDIA GPU and Intel
Haswell architectures.
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MS92

Case Studies in Using a DSL and Task Graphs for
Portable Reacting Flow Simulations

With the changing computing hardware landscape, simula-
tion codes must be able to be flexible in targeting different
architectures, such as CPUs and GPUs. Domain specific
languages (DSLs) are one way to accommodate this, allow-
ing application programmers to express their problems at
a higher level while delegating the task of deploying to a

given architecture to the DSL. Task graphs, on the other
hand, allow automated construction of algorithms and rea-
soning about the structure of a problem. By combining
these, we can achieve composable problems that allow effi-
cient utilization of modern computing architectures. Sev-
eral case studies of various complexity will be shown to
demonstrate the efficacy of the DSL with task graphs on
CPUs and GPUs including scaling up to 18K GPUs on the
breadth of Titan.
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MS92

Matrix-Free Operator Evaluation for Finite Ele-
ment Discretization

There has been a long trend where the number of flops in-
creases much faster than the amount and the bandwidth
of memory. This is particularly obvious for Sunway Taihu-
Light (fastest supercomputer as of June 2016) which has
only 0.12 GB of memory per core. Thus, storing the ma-
trix associated with the system can require a lot of the
available memory. In many modern simulators, the use of
matrices is only through sparse matrix-vector multiplica-
tions (SpMV) within Krylov solvers. However, SpMV is
heavily bandwidth limited, both on CPU and GPU sys-
tems. GPUs have a much higher memory bandwidth, but
so are the arithmetic capabilities. Moreover, GPUs have
a lot less memory per “core” than CPUs. These consid-
erations are in favor of stopping the separation of linear
algebra from finite elements assembly routines and instead
applying the vector to the operator on the fly. Previous
work on matrix-free operator evaluation for finite element
on CPU has shown that for high-order finite elements, us-
ing a matrix-free implementation was more advantageous.
Given the success of matrix-free kernels on CPU, we ex-
tend this work to the GPU. Compared to a regular as-
sembly, a special data structure is required and operations
done during a regular assembly needs to be reordered. Our
implementation is part of the deal.II finite element library
and applicable to rather general differential operators. The
GPU and the CPU share the same interface to allow an
easy switch between the two implementations.
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MS93

Generalized Finite Element Methods Applied to
Interface Problems

The Generalized Finite Element Method (GFEM) is an ex-
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tension of of the standard Finite Element Method (FEM)
where the trial space is obtained by augmenting the stan-
dard space of piecewise linear functions by an enrichment
space. The enrichment space, consisting of non-polynomial
functions, is chosen carefully such that (a) it incorporates
the feature of the problem, (b) yields a sparse stiffness ma-
trix, (c) and the GFEM yields optimal convergence, i.e.,
O(h). However, often the obvious choice of the enrichment
space, satisfying (a), (b), and (c), results into badly con-
ditioned linear system; in fact the conditioning of GFEM
could be much worse that that of a standard FEM. Fur-
thermore, the conditioning is not robust with respect to the
position of the interface relative to the underlying mesh. In
this talk, we show that if the enrichment space satisfies two
axioms, then (i) the GFEM yields optimal order of conver-
gence, (ii) the conditioning of GFEM is not worse than
that of the standard FEM, and (iii) the conditioning of the
GFEM is robust. We will also present sufficient conditions
such that the enrichment space satisfies these axioms. We
will also illuminate these results with computational exam-
ples.
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MS93

Stable Generalized Finite Element Method for Lin-
ear Elastic Fracture Mechanics

Abstract not available
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A Partition of Unity Method for Generalized
Eigenvalue Problems with Application in Elec-
tronic Structure Calculations

Abstract not available
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MS93

Exact Integration Scheme for Planewave-Enriched
Partition of Unity Finite Element Method to Solve
the Helmholtz Problem

In this talk, we will present an exact integration scheme
to compute highly oscillatory integrals that appear in
the numerical solution of the two-dimensional Helmholtz
equation using the planewave-enriched partition of unity
finite element method (PUFEM). In planewave-enriched
PUFE, the piecewise polynomial finite element (FE) ap-
proximation space is augmented by special, problem-

dependent, non-polynomial functions through the frame-
work of partition-of-unity. For the Helmholtz equation
in 2D, we use globally-supported planewaves as enrich-
ment functions. The stiffness matrix that stems from the
planewave-enriched PUFE contains several oscillatory in-
tegrals. In the new scheme, such oscillatory integrals are
computed by a recursive application of the divergence theo-
rem, which only requires the evaluations of the correspond-
ing oscillatory integrands at the nodes of the FE mesh. The
number of such function evaluations is independent of the
wave number k, which permits the scheme to be used for
arbitrary high values of k. We will present numerical re-
sults for three canonical benchmark Helmholtz problems on
unstructured triangular and structured rectangular meshes
to demonstrate the accuracy and efficacy of the method.
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MS94

Toward Space-Time Parallel Climate Simulations
Using Pfasst

We report on an effort to add parallelism in the time di-
rection to the High-Order Methods Modeling Environment
(HOMME) package. HOMME is a highly scalable spectral
element code that provides the default dynamical core for
the Community Atmospheric Model and the Community
Earth System Model developed by NCAR. We will discuss
the implementation of the time-parallel PFASST algorithm
as the time-stepping method within HOMME, and present
space-time scaling results for some standard test cases.
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MS94

On the Time-Parallelization of the Solution of
Navier-Stokes Equations Using Parareal

Unsteady turbulent flow simulations using the Navier
Stokes equations require larger and larger problem sizes.
Besides, new supercomputer architectures available in the
next decade, will be characterized with increased compu-
tational power based on a larger number of cores rather
than significantly increased CPU frequency. Hence most
of the current generation CFD software will face critical
efficiency issues if bounded to massive spatial paralleliza-
tion (O(107−8) cores), and we consider time parallelization
as an attractive alternative to enhance efficiency on multi-
cores architectures. Among all the algorithms developed
in the last decade, Parareal remains one of the simplest so-
lutions in the case of explicit time stepping, compressible
flow solvers. A multi-grid approach for the Parareal algo-
rithm is applied to a non-linear three-dimensional turbu-
lent CFD problem (Decay of Homogeneous Isotropic Tur-
bulence). The theoretical speed-up of the method is esti-
mated, based on the actual scaling properties of an existing
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massively parallel CFD solver(Hybrid) and the modeliza-
tion of time communications. Influence of grid to grid op-
erators (coarsening and refinement), and Parareal settings
are studied to underline key ingredients for an efficient par-
allel time-integration. After assessing the performances of
this approach, two enhancement strategies are proposed,
based on relaxation of Parareal iteration and Krylov sub-
space approximation respectively.
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MS94

The Role of Near-Resonance in Parareal Conver-
gence

The Asymptotic Parallel-in-Time (APinT) method extends
the standard Parareal method such that rapid convergence
may be achieved even in the presence of oscillatory stiff-
ness. The method employs averaging over the fast waves in
the coarse solve, which provides a much more accurate ap-
proximation to the solution over long time intervals. It has
been shown previously that this method converges rapidly
in the asymptotic limit of scale separation. In this work, we
show that the window over which averaging is performed
may be chosen such that rapid convergence is possible over
a much broader flow regime. A method for optimising the
wave averaging window is also explored.
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MS94

PFASST and Finite Elements

For time-dependent PDEs, parallel-in-time integration us-
ing the “parallel full approximation scheme in space and
time” (PFASST) is a promising way to accelerate exist-
ing space-parallel approaches beyond their scaling limits.
Inspired by the classical Parareal method and non-linear
multigrid ideas, PFASST allows to integrate multiple time-
steps simultaneously using “multi-level spectral deferred
corrections” (MLSDC) with different coarsening strategies
in space and time. In numerous studies, this approach has
been successfully coupled to space-parallel solvers which
use finite differences, spectral methods or even particles
for discretization in space. In this talk, we report on us-
ing MLSDC and PFASST in time together with finite el-
ements in space. In particular, we discuss modifications
necessary to treat the mass matrix appropriately on all

levels of the space-time hierarchy. The algorithms are
implemented using the Distributed and Unified Numer-
ics Environment (DUNE) with the community-oriented
PFASST++-code as well as FEniCS with the prototyp-
ing framework pySDC, allowing users to test new ideas or
applications without great effort. We show first results
for the advection-diffusion equation and multi-component
reaction-diffusion equations such as the Gray-Scott model.
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MS95

Three Tricks to Tame the CFL in Discontinuous
Galerkin Methods

In this talk we explore three different approaches to taming
the order of accuracy dependent CFL number in discontin-
uous Galerkin methods for hyperbolic problems. The first
approach builds on the ideas of co-volume operations ap-
pearing in the work of Hagstrom and Warburton and in
papers on the so called central dG method. The second
approach takes advantage of the finite speed of propaga-
tion to build local time update formulas based on a low
rank approximation to a matrix exponential. The third
approach introduces a new class of dG methods which we
call Sobolev dG. These high order methods are built recur-
sively from the lowest order method in such a way that the
eigenvalues of the time stepping operators coincide with
the low order method.
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MS95

Weight-Adjusted Discontinuous Galerkin Methods
for Heterogeneous Media and Curvilinear Meshes

Time-domain discontinuous Galerkin (DG) methods for
wave propagation require accounting for the inversion of
dense elemental mass matrices, where each mass matrix is
computed with respect to a parameter-weighted L2 inner
product. For curvilinear meshes and wave propagation in
media with sub-element heterogeneities, these matrices are
distinct over each element, necessitating additional storage.
We propose weight-adjusted DG (WADG) methods which



CS17 Abstracts 121

reduce storage costs by replacing the weighted L2 inner
product with a weight-adjusted inner product. This equiv-
alent inner product results in an energy stable method, but
does not increase storage costs for locally varying weights.
a priori error estimates are derived, and numerical exam-
ples are given illustrating the application of this method to
the acoustic wave equation with heterogeneous wavespeed
on curved domains.
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MS95

DG Methods on Hybrid Grids for Simulating
Waves

DG methods on unstructured grids have a number of de-
sirable features for simulating waves in the time domain.
In particular:

• Automatic treatment of complex geometry

• Straightforward implementation of hp-adaptivity

• Energy stability

However, for problems with large regions with smooth
coefficients, they are less efficient than difference meth-
ods. Here we demonstrate that Galerkin difference meth-
ods, constructed using the same mathematical formal-
ism of standard DG schemes but employing translation-
invariant basis functions, can be used to devise arbitrary-
order energy-stable methods on hybrid grids to simulate
waves. The proposed methods combine the advantages of
existing DG and finite difference methods.
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MS95

On the Stability of Mesh Adaptivity for Discontin-
uous Galerkin Methods

In recent years, there has been a recognition that use of the
skew-symmetric formulation of the discontinuous Galerkin
method for linear hyperbolic problems leads to provably
stable, semi-discrete schemes (continuous time, spatially
discrete) for problems with variable coefficients and curvi-
linear elements. By working with the skew-symmetric
form, it can be ensured that any quadrature and interpola-
tion errors, which we collectively call variational errors, do

not introduce any unphysical energy growth into the solu-
tion. Here we show how the skew-symmetric form can also
be used to stabilize the weak energy instability that can
arise from variation errors when adaptivity in element size
h and polynomial order p are allowed for, e.g., so-called
hp-adapted methods. This weak instability for hp-adapted
methods arises from variational errors in non-conforming
surface integrals; it should be noted that this weak insta-
bility can be present even for problems with affine meshes
with constant coefficients. The skew-symmetric form of
the equations introduces a splitting between the volume
and surface terms. This then leads to stable semi-discrete
schemes if both sides of the surface integrals are discretized
in the same manner. These results hold true for problems
with curvilinear elements and variable coefficients.
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Inverse Random Source Scattering Problems in
Several Dimensions

This talk concerns the source scattering problems for
acoustic wave propagation, which is governed by the two-
or three-dimensional stochastic Helmholtz equation. As a
source, the electric current density is assumed to be a ran-
dom function driven by an additive colored noise. Given
the random source, the direct problem is to determine the
radiated random wave field. The inverse problem is to
reconstruct statistical properties of the source from the
boundary measurement of the radiated random wave field.
We consider both the direct and inverse problems. We
show that the direct problem has a unique mild solution
via a constructive proof. Using the mild solution, we de-
rive effective Fredholm integral equations for the inverse
problem. A regularized Kaczmarz method is developed
by adopting multi-frequency scattering data to overcome
the challenges of solving the ill-posed and large scale in-
tegral equations. Numerical experiments are presented to
demonstrate the efficiency of the proposed method. The
framework and methodology are expected to be applicable
to a wide range of stochastic inverse source problems.
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Scattering and Field Enhancement of Narrow Slits

Subwavelength apertures and holes on surfaces of noble
metals (e.g., gold or silver) induce strong electromagnetic
field enhancement and extraordinary optical transmission.
This remarkable phenomenon can lead to potentially signif-
icant applications in biological and chemical sensing, spec-
troscopy, and other novel optical devices. In this talk, I
will present a quantitative analysis for the field enhance-
ment of narrow slits perforated in a slab of perfect conduc-
tor. Both the single slit and periodic slits will be discussed.
We demonstrate that the enhancement of the electromag-
netic field can be induced by either scattering resonances or
certain non-resonant effect in the quasi-static regime. We
derive the asymptotic expansions of the resonances and
quantitatively analyze the field enhancement at the reso-
nant frequencies. The field enhancement at non-resonant
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frequencies in the quasi-static regime is also investigated.
It is shown that the fast transition of the magnetic field in
the slit induces strong electric field enhancement.
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Spectral Element Simulation for Nanowire Solar
Cells on HPC Platforms

We consider solving drift-diffusion systems describing the
electron transport phenomena for various configurations
of nanowire solar cells. Spectral element discretizations
and advanced time stepping methods based on both semi-
implicit explicit and characteristic schemes. Discussion in-
cludes high performance aspects on the ALCF Theta and
OLCF Titan including Xeon Phi and multiGPUs.
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Nonlinear Photoacoustic Tomography with Two-
Photon Absorption

Two-photon photoacoustic tomography (TP-PAT) is a
non-invasive optical molecular imaging modality that aims
at inferring two-photon absorption property of heteroge-
neous media from photoacoustic measurements. In this
work, we analyze an inverse problem in quantitative TP-
PAT where we intend to reconstruct optical coefficients in
a semilinear elliptic PDE, the mathematical model for the
propagation of near infra-red photons in tissue-like optical
media, from the internal absorbed energy data. We derive
uniqueness and stability results on the reconstructions of
single and multiple coefficients, and propose some efficient
numerical algorithms for the reconstruction.
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Energy-Conservative HDG Methods for the Wave
Equation

We present a class of energy-conservative hybridizable dis-
continuous Galerkin methods for the numerical simula-
tion of acoustics wave equations. The methods possess
several unique features which distinguish themselves from
other discontinuous Galerkin methods for wave propaga-
tion problems. The first feature is that the method have
significantly reduced global degrees of freedom. The second
feature is that the all the approximate variables converge
with the optimal order of k+1 in the L2-norm, when poly-
nomials of degree k ≥ 0 are used to represent the numerical
solution and when the time-stepping method is accurate
with order k + 1. The third feature is that the super-
convergence property of the methods allows us to obtain
new approximations of the displacement and velocity field
which converge with order k+2 (for k ≥ 1) in the L2-norm.
Finally, as for the fourth feature, the methods conserve the
energy exactly. We present numerical results to illustrate

these features.
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MS97

Stage-Parallel Implicit Runga-Kutta Time-
Integration and Efficient Approximate Block
Preconditioning for Discontinuous Galerkin
Methods

We present some recent results in our work on efficient
time-stepping and nonlinear solvers for high-order discon-
tinuous Galerkin (DG) discretizations. Using a stage-wise
ILU(0) preconditioner and a shifted block-Jacobi precon-
ditioner between the stages, we can solve fully coupled im-
plicit Runge-Kutta systems at a cost comparable to DIRK
schemes. This also decouples the stages and allows for sig-
nificant parallelism in time and better strong scaling prop-
erties. We also show a new approximate block precondi-
tioner for DG discretizations of the compressible Navier-
Stokes equations with high polynomial degrees.
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Metric-Based HP-Adaptation Using a Continuous
Mesh Model

Anisotropic adaptive meshing is widely recognized as an
important tool in the numerical solution of convection-
diffusion problems. Furthermore, high-order consistent nu-
merical schemes using piecewise polynomial approximation
call for hp-adaptation to maximize efficiency. Here we
present a generalized mesh adaptation and mesh optimiza-
tion method for discontinuous Galerkin Schemes using a
metric-based continuous mesh model. The rationale be-
hind the new model is to incorporate as much as possible
analytic optimization techniques acting on the continuous
mesh, as opposed to numerical optimization acting on the
discrete mesh. In particular we discuss hp-adaptivity, as
well as target-based adaptation in this context. The former
requires the formulation of a suitable continuous hp-mesh,
as well as a corresponding hp-optimization framework. The
latter is important in a variety of applications, where one
is interested in computing certain solution-dependent func-
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tionals rather accurately, as opposed to minimizing the
global error norm. To incorporate target-based adaptation
we extend previous continuous mesh models to a weighted-
norm optimization, where the weight comes from an adjoint
solution providing sensitivities with respect to some rele-
vant target functional. We present the formulation of these
continuous-mesh models, as well as numerical validation for
several advection-diffusion problems.
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MS97

Towards Combined CG-DG for Elliptic Problems

We combine continuous and discontinuous Galerkin meth-
ods in the setting of a model diffusion problem. Start-
ing from a hybrid discontinuous formulation, we replace
element interiors by more general subsets of the com-
putational domain - groups of elements that support a
piecewise-polynomial continuous expansion. This step al-
lows us to identify a new weak formulation of Dirichlet
boundary condition in the continuous framework. We show
that the boundary condition leads to a stable discretiza-
tion with a single parameter insensitive to mesh size and
polynomial order of the expansion. The robustness of the
discretization is demonstrated on several numerical exam-
ples. The geometric flexibility of combined CG-DG solver
offers potential for improved scaling on massively parallel
computers. Since the continuous patches are only weakly
coupled by a hybrid variable, communication on machines
with distributed memory is reduced in comparison with
classical continuous Galerkin discretization. The node-
local continuous expansions, on the other hand, allow for
reduced memory footprint since the number of unknowns
is smaller than in the discontinuous case. We present pre-
liminary analysis of parallel communication pattern of such
continuous-discontinuous solver.
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MS98

On All-Regime and High-Order Lagrange-Remap
Numerical Schemes for Compressible Fluids Sys-
tems

It will be the purpose of this contribution to provide an
overview of recent advances in the development of high-
order and all-regime Lagrange-Remap numerical schemes
for compressible fluids systems with or without source
terms. We will consider in particular the two cases of large

friction coefficients and low Mach numbers.
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Conservation and Positivity Preserving Issues for
Kinetic Collisional Transport Models

We’ll discuss how conservation and positivity preserving
properties are possible for Boltzmann type equations where
the collision operator is mass preserving and dissipative.
The problem for the linear case has been fully solved by
means of DG schemes. However, for the case of the classical
nonlinear collision operator, a Galerkin Petrov approach is
more appropriate tool. This communication is from work in
collaboration with from several publications whose authors
include Y. Cheng, J. Proft, J Morales Escalante, E. Endeve,
C. Hauck, and S. Rjasanow.
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An Implicit Positivity Preserving Discontinuous
Galerkin Method for Solving Conservation Laws

Explicit DG schemes for solving conservation laws suffer
from restrictive CFL constraint, especially when the mesh
is not uniform. In this talk, we report our recent attempt
to design an implicit positivity preserving DG scheme for
solving conservation laws. Primary results will be discussed
and numerical results will be shown.
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Positivity-Preserving High Order Discontinuous
Galerkin Schemes for Compressible Navier-Stokes
Equations

For gas dynamics equations such as compressible Euler and
Navier-Stokes equations, preserving the positivity of den-
sity and pressure without losing conservation is crucial to
stabilize the numerical computation. The L1-stability of
mass and energy can be achieved by enforcing the positiv-
ity of density and pressure during the time evolution. How-
ever, high order schemes such as DG methods do not pre-
serve the positivity. It is difficult to enforce the positivity
without destroying the high order accuracy and the local
conservation in an efficient manner for time-dependent gas
dynamics equations. For compressible Euler equations, a
weak positivity property holds for any high order finite vol-
ume type schemes including DG methods, which was used
to design a simple positivity-preserving limiter for high or-
der DG schemes in Zhang and Shu, JCP 2010. Generaliza-
tions to compressible Navier-Stokes equations are however
nontrivial. We show that weak positivity property still
holds for DG method solving compressible Navier-Stokes
equations if a proper nonlinear penalty term is added to
any finite volume or DG scheme. This allows us to ob-
tain the first high order positivity-preserving schemes for
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compressible Navier-Stokes equations.
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Gmsfem for a Class of Nonlinear PDEs

Abstract not available
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MS99

Efficient Simulation of Asymptotically Disappear-
ing Solutions for Wave and Maxwell’s Equations

This work is on the numerical approximation of incoming
solutions to the wave and equation, as well as Maxwell’s
equations. We consider solutions whose energy decays
exponentially with time (asymptotically disappearing),
meaning that the leading term of the back-scattering ma-
trix becomes negligible. We consider a finite-element ap-
proximation, which leads to a parameter-dependent eigen-
value problem. We design an efficient method together
with robust preconditioners to solve the eigenvalue prob-
lem. Numerically, we demonstrate the efficiency of the pro-
posed approach.
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Finite Element Methods for the Stochastic Allen-
Cahn Equation with Gradient-Type Multiplicative
Noises

This talk studies the finite element approximations of the
stochastic Allen-Cahn equation with gradient-type multi-
plicative noise that is white in time and correlated in space.
The sharp interface limit as the diffuse interface thickness
vanishes of the stochastic equation formally approximates
a stochastic mean curvature flow which is described by a
stochastically perturbed geometric law of the determinis-
tic mean curvature flow. Two fully discrete finite element
methods which are based on different time-stepping strate-
gies for the nonlinear term are proposed. Strong conver-
gence with sharp rates for both fully discrete finite element
methods is proved. This is done with the crucial help of
the Hölder continuity in time with respect to the spatial
L2-norm and H1-seminorm for the strong solution of the
stochastic Allen-Cahn equation, which are key technical
lemmas. It also relies on the fact that high moments of the
strong solution are bounded in various spatial and temporal
norms. Finally, some numerical experiments are provided
to gauge the performance of the proposed fully discrete

finite element methods and to study the interplay of the
geometric evolution and gradient-type noise.

Xiaobing H. Feng
The University of Tennessee
xfeng@math.utk.edu

Yukun Li
Pennsylvania State University
Department of Mathematics
yfl5134@psu.edu

Yi Zhang
University of Notre Dame
yzhang41@nd.edu

MS99

An Efficient Adaptive Grid Method for the Numer-
ical Solution of Phase-Field Models

We implement an efficient adaptive grid method for solving
time dependent phase-field models. The adaptive mesh is
computed based solving a parabolic Monge-Ampére equa-
tion (PMAE). An alternate procedure is used for comput-
ing the phase function and the adaptive mesh. We present
several numerical experiments to demonstrate the accuracy
and effectiveness of the PMAE adaptive grid method.
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MS100

Adaptive Quantum Chemistry Methods for
Strongly Correlated Electrons with Tunable
Accuracy

An outstanding challenge in the field of Quantum Chem-
istry is the development of new computational methods
that can deal with the phenomenon of strong electron
correlation. Wave functions of strongly correlated elec-
trons have a structure that is not efficiently described by
conventional wave function parameterizations. In recent
years, two strategies have emerged to deal with strong elec-
tron correlation: 1) tensor factorization approaches, and 2)
Monte Carlo methods. In this talk, I will discuss our ef-
forts to develop an alternative strategy which exploits the
sparsity of the FCI wave function. Our focus is on novel
electronic structure theories that are adaptive and tunable.
I will summarize our recent developments of the adaptive
configuration interaction method and discuss its extensions
to treat electronically excited states. Several strategies to
generalize our adaptive configuration interaction approach
will be discussed, focusing in particular on the computation
of dissociation curves, conical intersections, and avoided
crossings.

Francesco Evangelista, Jeffrey Schriber, Tianyuan Zhang
Emory University
francesco.evangelista@emory.edu,
jeffrey.blair.schriber@emory.edu,
tianyuan.zhang@emory.edu

MS100

Methodological Developments in the Calculation of
Excited-State Properties: Large Scale GW Calcu-
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lations

Although one of the main tools used in first principle sim-
ulations of materials is Density Functional Theory (DFT),
several of the current approximations of exchange and cor-
relation functionals do not provide the level of accuracy
required for predictive calculations of excited state prop-
erties. The application to large systems of more accu-
rate post-DFT approaches such as Many-Body Perturba-
tion Theory (MBPT) – for example to heterogeneous sys-
tems, nanostructured, disordered, and defective materials
– has been hindered by high computational costs. In this
talk recent methodological developments in MBPT calcula-
tions will be discussed, as recently implemented in the open
source code WEST [www.west-code.org], which efficiently
exploits massively parallel architectures. Results using a
formulation that does not require the explicit calculation
of virtual states, nor the storage and inversion of large di-
electric matrices will be presented; these results include
quasi particle energies for systems with thousands of elec-
trons and encompass the electronic structure of aqueous
solutions, spin defects in insulators, and benchmarks for
molecules and solids containing heavy elements. Simplifi-
cations of MBPT calculations based on the use of static
response properties, such as dielectric-dependent hybrid
functionals, will also be discussed.

Marco Govoni
Argonne National Lab and University of Chicago
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MS100

Recent Progress on Reducing the Cost of the Fock
Exchange Operator

The Fock exchange operator, such as in Hartree-Fock the-
ory and Kohn-Sham density functional theory with hybrid
functionals, plays a central role in characterizing ground
and excited state properties in modern quantum chemistry
and materials science. However, the cost associated with
the Fock exchange operator is very high. We recently de-
veloped the adaptively compressed exchange operator for-
mulation (ACE), which greatly reduces the computational
cost without loss of accuracy for both insulators and met-
als. In particular, we can perform hybrid functional calcu-
lations in planewave basis sets with more than 4000 atoms.

Lin Lin
University of California, Berkeley
Lawrence Berkeley National Laboratory
linlin@math.berkeley.edu

MS100

Electronic Density of States for Incommensurate
Layers

We prove that the electronic density of states (DOS) for
2D incommensurate layered structures, where Bloch theory
does not apply, is well-defined as the thermodynamic limit
of finite clusters. In addition, we obtain an explicit repre-
sentation formula for the DOS as an integral over local con-
figurations. Next, based on this representation formula, we
propose a novel algorithm for computing electronic struc-
ture properties in incommensurate heterostructures, which
overcomes limitations of the common approach to artifi-

cially strain a large supercell and then apply Bloch theory.
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MS101

The Design and Implementation of a Dense Linear
Algebra Library for Extreme Parallel Computers

In this talk we will present the plan for the implementa-
tion of a dense linear algebra library for highly parallel
computing systems and the need for additional Batched
operations.

Jack J. Dongarra
University of Tennessee, Oak Ridge National Laboratory,
USA
dongarra@icl.utk.edu
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MS101

Sparse Direct Solvers for Extreme Scale Comput-
ing

As part of the H2020 FET-HPC Project NLAFET, we are
studying the scalability of algorithms and software for us-
ing direct methods for solving large sparse equations. Al-
though algorithms and software for the sparse direct so-
lution of linear equations are far more complicated than
their counterparts for dense systems, we show that there
are far more possibilities for exploiting parallelism when
the systems are sparse. We first look at algorithms for
solving sparse symmetric systems both when the system is
positive-definite and when it is indefinite so that numerical
pivoting is required. We study the benefits of using stan-
dard run time systems to assist us in developing codes for
extreme scale computers. We show that we are competi-
tive with prior approaches and codes but have the flexibil-
ity to move easily to new architectures. Other techniques
are required when the matrix is highly unsymmetric and
we discuss how methods like Markowitz pivoting can be
developed to exploit parallelism.

Iain Duff
Science & Technology Facilities Council, UK
and CERFACS, Toulouse, France
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MS101

Computing the Low Rank Approximation of a
Sparse Matrix

In this talk we discuss an algorithm for computing a low
rank approximation of a sparse matrix based on a trun-
cated LU factorization with column and row permutations.
We present various approaches for determining the column
and row permutations that show a trade-off between speed
versus deterministic/probabilistic accuracy. We focus then
on an approach that uses tournament pivoting based on
QR factorization and we compare the bounds obtained on
the singular values with the ones obtained by a communi-
cation avoiding rank revealing QR factorization. We also
discuss the parallel efficiency of the obtained algorithm on
diverse applications going from integral equations to image
processing.
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MS101

Extreme-Scale Eigenvalue Reordering in the Real
Schur Form

Eigenvalue reordering in the real Schur form can be used
to compute an orthonormal basis for the invariant sub-
space belonging to a user-selected subset of the eigenval-
ues. Reordering is key also in other applications such as
deflations and restarts in the Jacobi-Davidson and Krylov-
Schur algorithms. Algorithms for reordering rely on some
method for robustly swapping adjacent blocks on the diag-
onal of the Schur matrix. Numerous swaps are then com-
bined in some suitable way with the goal of making the
selected blocks/eigenvalues bubble up to the top left cor-
ner. There exists several techniques for swapping adjacent
blocks, but from a parallel computing perspective they are
all essentially interchangeable. What matters most is not
how each swap is performed but rather how the many indi-
vidual swaps are ordered and grouped with the dual aims
of improving the cache reuse and distributing the work ef-
fectively across the machine. As a part of the NLAFET
project funded by the EU Horizon 2020 FET-HPC pro-

gramme, we are developing new parallel formulations of
time-tested numerical schemes for eigenvalue reordering.
Our aim is to develop the most scalable parallel implemen-
tation to date by taking advantage of recent advances in
task-based runtime systems as well as auto-tuning tech-
niques.

Lars Karlsson, Carl Christian Kjelgaard Mikkelsen
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Ume̊a University
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MS102

Parallel Rational Arnoldi Algorithm and Applica-
tions

The rational Arnoldi algorithm is a popular method in sci-
entific computing used to construct an orthonormal basis of
a rational Krylov space. Each basis vector is a rational ma-
trix function times the starting vector. Rational functions
possess a partial fraction expansion which often allows to
compute several basis vectors simultaneously. However,
this parallelism may cause instability due to the orthog-
onalization of ill-conditioned bases. We present continua-
tion strategies to minimize these effects and compare them
within different application areas.

Mario Berljafa, Stefan Guettel
The University of Manchester
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fan.guettel@manchester.ac.uk

MS102

The Chase Library and Its Application to Exciton-
ing Hamiltonians

Numerically solving the Bethe-Salpeter equation for the
optical polarization function is a very successful approach
for describing excitonic effects in first-principles simula-
tions of materials. While the accurate computation of ex-
citon binding energies enable materials design, these re-
sults come at high computational cost: For modern com-
plex materials this approach leads to large, dense matrices
with sizes reaching up to n∼400k. Since the experimen-
tally most relevant exciton binding energies require only
few hundreds of the lowest eigenpairs, iterative schemes
are a feasible alternative to prohibitively expensive direct
diagonalization. The Chebyshev Accelerated Subspace it-
eration Eigensolver (ChASE) library, which is developed at
Ju lich Supercomputing Centre, is an ideal package for solv-
ing such large dense eigenvalue problems. ChASE leverages
on the preponderant use of BLAS 3 subroutines to achieve
close-to-peak performance. Moreover, the code is paral-
lelized for many- and multi-core platforms. In this contri-
bution we show its application to problems extracted from
excitonic Hamiltonian and show how a new distributed
CPU/GPU implementation of ChASE allows for the so-
lution of larger eigenproblems by effectively exploiting het-
erogeneous multi-GPU architectures.

Edoardo A. Di Napoli
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MS102

Applications of the Parallel Complex Moment-
Based Eigensolver Package z-Pares to Large-Scale
Scientific Computations

z-Pares is a software package implements the Sakurai-
Sugiura method which is a contour integral eigenvalue
solver using higher-order complex moments. The use of
higher-order complex moments enables us to make a large
number of basis for the projection with limited computa-
tional cost. z-Pares has two-level MPI parallelism which
is capable of taking advantage of the hierarchical structure
of recent massively parallel supercomputers. In this pre-
sentation, we show applications of z-Pares to large-scale
scientific computations such as electronic structure calcu-
lations and vibration analysis on supercomputers.
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MS102

Experiences with GPU Use in Eigenvalue Compu-
tations with SLEPc

In current supercomputers we can often find GPUs in (at
least part of) the nodes. The challenge for library devel-
opers is to adapt the software to (optionally) exploit this
hardware in an efficient way, without obliging the user to
revamp the application code. In this talk we discuss this is-
sue in the context of SLEPc, the Scalable Library for Eigen-
value Computations, for the computation of a few eigen-
pairs of a matrix with Krylov methods. We show results
in two different contexts. In the first one, an application
coming from molecular magnetism, the matrix is sparse
and all operations (matrix-vector product and orthogonal-
ization of vectors) are handled internally by SLEPc and
carried out with MPI-GPU parallelism. In the second
one, the matrix is block-tridiagonal (or banded) and in-
terior eigenvalues are computed via shift-and-invert, hence
performing linear solves at each eigensolver iteration. In
this latter case, sparse matrix storage must be avoided,
and we illustrate how it is possible to provide user-defined
code that specifically solves block-tridiagonal linear sys-
tems with MPI-GPU parallelism. In both cases, since com-
puting matrix coefficients is expensive, the user has to pro-
vide GPU code for that, otherwise the performance gain
may be small. This is joint work with A. Lamas Daviña.

Jose E. Roman
Universidad Politecnica de Valencia
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MS103

Updating Dynamic Networks in Parallel Using
Graph Sparsification

We present graph sparsification, an elegant technique for
updating the properties of dynamic networks. Using graph
sparsification the original network is divided into several
small subgraphs. Each subgraph contains a set of specially
marked edges, known as key edges, that pertain to the
property to be updated. Each addition/deletion of edges
is updated with respect to these key edges. In our pre-
sentation, we will show how by using graph sparsification
we can develop scalable algorithms to update properties of
weighted graphs such as minimum spanning tree and single
source shortest paths.
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MS103

Maintaining Connected Components for Infinite
Graph Streams

We present an algorithm to maintain the connected com-
ponents of a graph that arrives as an infinite stream of
edges. Connectivity-related queries, including component
spanning trees, are supported with some latency, returning
the state of the graph at the time of the query. Because
an infinite stream may eventually exceed the storage lim-
its of any number of finite-memory processors, we assume
an aging command or daemon where uninteresting edges
are removed when the system nears capacity. Following
an aging command the system will block queries until its
data structures are repaired, but edges will continue to be
accepted from the stream, never dropped. The algorithm
will not fail unless a model-specific constant fraction of the
aggregate memory across all processors is full. In normal
operation, it will not fail unless aggregate memory is com-
pletely full. Unlike previous theoretical streaming models
designed for finite graphs that assume a single shared mem-
ory machine or require arbitrary-size intermediate files, we
distribute a graph over a ring network of finite-memory
processors. We implemented our algorithm using an asyn-
chronous message-passing system. We sketch the algorithm
and give preliminary experimental results on synthetic and
real graph streams.
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MS103

High-Performance Graph Traversal for De Bruijn
Graph-Based Metagenome Assembly

De Bruijn graph-based assembly is a popular technique
for analyzing modern genomic and metagenomic DNA se-
quencing data. This technique is comprised of several com-
putational building blocks, with the ultimate goal of re-
constructing genomes based on overlapping shorter strings.
This work describes new scalable, parallel implementations
of several key compute- and memory-intensive steps of the
De Bruijn graph-based assembly technique. We focus on
exploiting multicore parallelism and parallel I/O capabil-
ities available on current supercomputers, and also target
memory efficiency, i.e., fully in-memory execution using as
few compute nodes as possible. We demonstrate applica-
bility of these optimized implementations by integrating
them with the MEGAHIT metagenome assembler.

Vasudevan Rengasamy, Kamesh Madduri
Pennsylvania State University
vas.renga@gmail.com, madduri@cse.psu.edu

MS103

Computing Graph Centrality

Computing the centrality of a graph is a useful tool for
many applications ranging from social network to traffic
analysis, from drug discovery to urban planning. While
many definitions of centrality exists, the most commonly
used – namely betweenness and closeness centrality – are
variations on the theme of all-pair shortest path. With
a complexity of O(VE), computing centrality is difficult
in practice; computing centralities efficiently has attracted
quite some interest in the recent years. In this talk, we will
review the techniques one has to deploy to reach the highest
performance when computing graph centrality. In both
case of static graphs and incremental graphs, we will show
that computing centrality on modern computing system
involves both algorithmic and system issues.
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MS104

H Or Not to H: Hierarchical vs Dense Matrix Com-

putations on Manycore Architectures

The talk will describe the implementation of the Cholesky
factorization applied to hierarchical matrices (H-matrices)
exhibiting, low rank block structure. Impacts on perfor-
mance and memory footprint will be reported on Intel KNL
and NVIDIA GPUs in the context of spatial statistics and
computational astronomy applications. Performance anal-
ysis will be highlighted against state-of-the-art high per-
formance dense linear algebra libraries.
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MS104

Implementation Techniques for High Performance
Blas Kernels on Modern GPUS

This talk will describe our recent experiences in developing
high performance BLAS kernels on modern GPUs. We
developed a model-driven method to determine the optimal
thread-block size automatically on memory-bound kernels
for multiple NVIDIA GPU architectures. In this talk, fast
implementations of matrix-vector multiplication routines
using the method will be presented. Moreover, some of our
ongoing work related to the BLAS implementation will be
introduced.

Daichi Mukunoki
RIKEN, Japan
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MS104

An Applications Perspective on Multi-Core, Mas-
sive Multi-Threading, and Hybrid Systems

Multi/many-core and hybrid architectures that support
massive multi-threading have raised considerable uncer-
tainty as to what programming models might be appropri-
ate. We will discuss applications that have been developed
within the Swiss High-Performance and High-Productivity
Computing platform and are exploiting emerging computer
architecture quite successfully. We will see what archi-
tectural aspects are important for the various algorithmic
motifs that appear in applications, and what new program-
ming models seem to find broad acceptance among scien-
tific programmers.

Thomas C. Schulthess, Thomas C. Schulthess
ETH Zurich
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Implementation of Parallel FFTs on Knights Land-
ing Cluster

In this talk, we propose an implementation of parallel fast
Fourier transforms (FFTs) on Intel Xeon Phi clusters. To
obtain peak performance of the Intel Xeon Phi processor, it
must be both vectorized and multithreaded. We present an
approach that makes use of the MCDRAM of the Knights
Landing processor by blocking technique. We also present
a computation-communication overlap method that intro-
duces a communication thread with OpenMP. Performance
results of FFTs on a Knights Landing cluster are reported.

Daisuke Takahashi
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MS105

Optimal Numerical Methods for Stochastic PDEs

Stochastic PDEs pose new numerical challenges because
of the large number of stochastic dimensions in impor-
tant applications. We consider two model problems: the
numerical stochastic homogenization of elliptic problems
and the stochastic drift-diffusion-Poisson system. The first
model is important in materials science, while the second
describes charge transport in random environments, e.g., in
nanoscale semiconductor devices. In both cases, we could
reduce the computational effort by orders of magnitude by
devising optimal numerical algorithms based on the multi-
level Monte-Carlo method and various extensions. The al-
gorithms are optimal in the sense that the computational
effort is minimal for given error bounds. Finally, we present
numerical results for the model equations. The results are
obtained using our codes that are mostly written in Julia.
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MS105

Fast and Memory Efficient Statistical Analysis of
Large Genomic Data Sets

We demonstrate how the combination of high and low-level
programming language features, when made available in a
single programming language, allow for fast and generic

code. Easy access to low-level data types and machine in-
structions makes it possible to work with large genomics
data sets in compressed form without sacrificing function-
ality or speed. This makes problems shrink from server
size to desktop size and opens the door for much larger
problems than previously considered. At the same time,
high-level language features make it possible to hide the
low-level optimizations behind linear algebra abstractions
through which a wide range of generic linear algebra rou-
tines become available. In particular, we are able to use
a generic Lanczos-based SVD solver which has already
proven to be superior to existing tools in the genomics
software stack. More generally, as the abstractions are
provided at a BLAS level, the low-level optimizations are
available for a wide range of problems including many of
the common statistical models for the analysis of genomics
data.

Andreas Noack
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MS105

Krylov Methods with a Forward Error Minimiza-
tion Property and Application to Optimization

We propose an iterative method named LSLQ for solving
consistent linear systems or linear least-squares problems
Ax ≈ b of any shape based on the Golub-Kahan process,
where the dominant cost consists in products with A and
AT . In the rank deficient case, LSLQ identifies the mini-
mum least-squares solution. LSLQ is formally equivalent to
SYMMLQ (Paige and Saunders, 1975) applied to the nor-
mal equations so that the estimate norm ‖xk‖2 increases
monotonically and the forward error ‖xk − x∗‖2 decreases
monotonically. We provide lower and upper bound esti-
mates on the forward error along the LSLQ iterations. The
upper bound translates to an upper bound on the forward
error in the Euclidean norm for LSQR, which was previ-
ously unavailable. We report numerical experiments on
standard test problems and on a full-wave inversion prob-
lem arising from geophysics in which an approximate least-
squares solution corresponds to an approximate gradient of
a relevant penalty function that is to be minimized.
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Shifted Laplacian Multigrid for the Elastic
Helmholtz Equation

The shifted Laplacian multigrid is a well known approach
for preconditioning the indefinite linear system arising from
discretizing the acoustic Helmholtz equation, which is used
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to model wave propagation. However, in some cases the
acoustic equation is not sufficient for modeling the physics
of the wave propagation, and one have to consider the elas-
tic Helmholtz equation. Such a case arises in geophysi-
cal imaging applications, where the earth subsurface is the
elastic medium. In this talk we extend the sifted Laplacian
approach to the elastic Helmholtz equation, by combining
the complex shift idea with approaches for linear elasticity.
We show numerical experiments for problems with hetero-
geneous media.
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MS106

On the use of the Mori-Zwanzig Formalism to Build
Closures for Reduced-Order Models

The use of reduced-order modeling (ROM) techniques in
problems that lack a clear separation of scales is hampered
by our inability to derive consistent closures. Accordingly,
these methods are only applied successfully to problems
in which interactions between the retained and discarded
modes do not result in a significant loss of accuracy or sta-
bility. In this work, we use the Mori-Zwanzig (M-Z) formal-
ism to represent the unresolved physics in coarse-grained
simulations. In the M-Z approach, the unclosed terms can
be formally represented as a memory integral. The general
M-Z procedure to compute the memory effects is, however,
intractable in real problems. We devise an alternate pro-
cedure to approximate the orthogonal dynamics and the
memory kernel. This representation is used to guide the
development of finite-memory models for the kernel in a
ROM setting. Using this procedure, closure models are
developed and demonstrated for ROMs of turbulent flow.

Ayoub Gouasmi
University of Michigan
Department of Aerospace Engineering
gouasmia@umich.edu

Karthik Duraisamy
University of Michigan Ann Arbor
kdur@umich.edu

MS106

A Multiscale Reduced-Order Model for NS Equa-
tions from Residual Minimization

In this contribution we explore some numerical alterna-
tives to derive efficient and robust low-order models of
the NavierStokes equations based on residual minimiza-
tion. We start from the fact that classical Galerkin or
Petrov-Galerkin approaches for ROM can be derived in the
context of a residual minimization method similar to varia-
tional multi scale modeling , VMS [Hugues TJR, Feijoo G,
Mazzei L, Quincy JB. The variational multiscale methoda
paradigm for computational mechanics. CMAME 1998;
166:324.]. Based on this, we introduce a residual minimiza-
tion scheme that directly includes VMS stabilizing terms in
the low-order model as proposed in [Bergmann M, Bruneau
C, Iollo A. Enablers for robust pod models. JCP 2009;
228(2):516538.], [Weller J., Lombardi E., Bergmann, Iollo
A. Numerical methods for low-order modeling of fluid flows

based on POD Int. J. Numer. Meth. Fluids 2009]. Here,
however, the unknowns of the minimization problem are
the union of the coefficients of a modal representation of
the solution and of the physical unknowns at certain col-
location points [Buffoni, M., Telib, H., & Iollo, A. (2009).
Iterative methods for model reduction by domain decom-
position. Computers & Fluids, 38(6), 11601167.]. The
modal representation is typically based on empirical eigen-
functions obtained bye proper-orthogonal decomposition,
whereas the residual at collocation points are obtained by
an adaptive discretization.
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MS106

Strategies for Modeling Nonlinear Mechanisms
from Data

The tremendous advances in recent years in computing
power, new sensors and infrastructures allow the collection
and real-time access of massive amounts of data. The mod-
eling and control effort of multi-scale, high-dimensional,
nonlinear dynamical systems such as turbulent fluid flows
is increasingly facilitated by these developments as new in-
sights on physical mechanisms can be discovered and later
be manipulated in real-time. Although we now have access
to an abundance of data, we are still facing the challenge
of extracting the underlying dynamics. Recent advances in
equation-free architectures connected to operator-theoretic
methods are an appealing direction. Combined with com-
pressed sensing and machine learning techniques, low-
dimensional dynamics can be learned directly from data
in an unsupervised manner.

Eurika Kaiser
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MS106

Large Eddy Simulation Reduced Order Models

This talk proposes several large eddy simulation reduced
order models (LES-ROMs) based on the proper orthogonal
decomposition (POD). To develop these models, explicit
POD spatial filtering is introduced. Two types of spatial
filters are considered: A POD projection onto a POD sub-
space and a POD differential filter. These explicit POD
spatial filters allow the development of two types of ROM
closure models: phenomenological and approximate decon-
volution. Furthermore, the explicit POD spatial filters are
used to develop regularized ROMs in which various ROM
terms are smoothed (regularized). The new LES-ROMs are
tested in the numerical simulation of a three-dimensional
flow past a circular cylinder.
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MS107

POD Reduced Order Modeling for Evolution
Equations Utilizing Arbitrary Finite Element Dis-
cretizations

The main focus of the present work is the inclusion of
spatial adaptivity for snapshot computation in the offline
phase of model order reduction utilizing Proper Orthogo-
nal Decomposition (POD-MOR). For each time level, the
snapshots lie in different finite element spaces, which means
in a fully discrete setting that the snapshots are vectors of
different lengths. In order to overcome this obstacle, we
present a discretization independent POD reduced order
model, which is motivated from a continuous perspective
and is set up and solved explicitely without interpolation
of the snapshots. In contrary to empirical interpolation
methods, we introduce a projection based approach for the
treatment of nonlinear terms in order to circumvent the
interpolation onto a common spatial grid. The analysis
for the error between the resulting POD solution and the
true solution is carried out. Finally, we present numerical
examples to illustrate our approach.
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University of Hamburg
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MS107

Reduced Order Nonlinear Fire Plume Models

The modeling of fire plumes is a complex mathematical
problem, consisting of a system of partial differential equa-
tions coupling the momentum, energy, and reaction ki-
netics equations. Because of this complexity, simulating
models of fires are typically expensive in terms of compu-
tational resources and time. Therefore, these simulation
tools are used in pre- and post-fire assessments, but they
are rarely used for real-time decision-making applications.
Our goal is to create a reduced order model (ROM) to
allow on-scene prediction capabilities during a fire. Dur-
ing this talk, we discuss three challenges that affect our
ability to create accurate, computationally efficient ROMs
along with proposed solutions. The first is the ‘lifting bot-
tleneck’ associated with the nonlinear terms. These are
handled differently depending on the type of nonlinearity.
The next challenge is the fact that many of the coefficient
terms, such as viscosity and thermal diffusivity, are tem-
perature dependent cannot be considered constants over
the temperature ranges that exist for a fire. This depen-
dence increases the nonlinearity of the system. Finally, we
must ensure that the mass fractions of fuel, air, and prod-
ucts remain bounded in [0, 1] and always sum to 1. For a
full-order model, this is typically handled at the cell level;
but for the ROM, other techniques must be used to ensure
that the bounds are preserved over the entire domain.
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MS107

Model Reduction of Multiple Transport Phenom-
ena: The Shifted Proper Orthogonal Decomposi-
tion

Transport-dominated phenomena as shock waves and other
moving fronts play an important role in many applications,
e.g., in chemical engineering or aerodynamics. Efficient
model reduction of these problems is still a big challenge
for common methods as the classical Proper Orthogonal
Decomposition (POD). In this talk, we address the opti-
mal approximation of multiple transport phenomena with
moving modes. This leads to the shifted POD which gen-
eralizes the common POD and is able to describe transport
phenomena with just a few modes. The power and flexibil-
ity of this approach is demonstrated by means of numerical
examples.
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MS107

Hybrid Discontinuous Galerkin Method for POD

Abstract not available
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MS108

Big Compute, Big Data, and Better Drugs

Abstract not available

Sally R. Ellingson
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MS108

Beyond Docking: Increasing the Accuracy of Vir-
tual Screens

Abstract not available

Amir Kucharski
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MS108

Catalying the Normalization of Inclusion through
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Broader Engagement

Abstract not available

Mary Ann E. Leung
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MS108

A Framework for the Evaluation of Data Analyses
and Visualization Tools

Abstract not available
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MS109

Hydromechanical Modeling Framework for Two-
Scale Porous Media

Natural geomaterials in engineering problems often exhibit
porous structures at two scales due to fractures, particle ag-
gregation, or other reasons. Coupled poromechanical pro-
cesses in these two-scale geomaterials, such as consolidation
in the presence of preferential flow, are beyond the mod-
eling capabilities of classical frameworks. This presenta-
tion will describe a hydromechanical modeling framework
for geomaterials with two-scale porous structures. Built
on the double-porosity concept and continuum thermome-
chanics, the framework uniquely covers the entire ranges
of fluid flow and deformations in double-porosity media—
from steady-state to transient flow, and from infinitesimal
to finite deformations—with thermodynamic consistency.
At the core of this achievement is a novel constitutive
framework that enables one to capture multiscale evolution
of pore structures even under finite deformations and tran-
sient flow. Through numerical examples the frameworks
superior capabilities for modeling natural geomaterials will
be demonstrated, providing insights into the origin of sec-
ondary compression.

Jinhyun Choo, Ronaldo I. Borja
Stanford University
jinhyun.choo@alumni.stanford.edu, borja@stanford.edu

MS109

About the Uzawa Smoother for Poroelastic Prob-
lems

This talk deals with the efficient solution of the poroelas-
tic equations. A multigrid method is employed with an
Uzawa type iteration as smoother. The Uzawa smoother is
an equation-wise procedure. It is interpreted as a combina-
tion of the symmetric Gauss-Seidel smoothing for displace-
ments, together with a Richardson iteration for the Schur
complement in the pressure field. The Richardson itera-
tion involves a relaxation parameter which affects the con-
vergence speed, and has to be carefully determined. The
analysis of the smoother is based on the framework of lo-
cal Fourier analysis and it allows us to provide an analytic
bound of the smoothing factor of the Uzawa smoother as
well as an optimal value of the relaxation parameter. Fi-
nally, some numerical results are presented to confirm the
efficiency and robustness of this method.

Francisco José Gaspar
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MS109

Computation and Joint Analysis of Coupled Flow,
Geomechanics, and Geophysics in Reservoir Engi-
neering

Several types of data are available in geological systems,
such as pressure/flow rate, surface deformation (InSAR),
induced seismicity (microearthquake (MEQ)), and electro-
magnetic (EM) geophysical data. The geophysical data
have different characteristics. For example, MEQ can
detect geological failure such as fault activation, while
the data could contain noise which is not distinguish-
able from the information of interest, particularly when
the magnitude of the geological failure is not sufficiently
large. InSAR data can be obtained as a series of time,
while information of geological strata might be addition-
ally needed for accurate characterization of geomechanical
properties. The EM signals can be only detected after large
amounts of injection. Even in the case that individual data
have low quality and not sufficient for numerical inversion
separately, the simulation of coupled flow-geomechanics-
geophysics and the development of a novel modeling tech-
nique by integrating all the measured data will make the
reservoir characterization feasible. In this study, we first in-
vestigate sensitivity of geophysical monitoring signals (i.e.,
MEQ, InSAR, EM) for various Earth sciences problems by
using an advanced reliable forward simulator of coupled
non-isothermal multiphase flow-geomechanics-geophysics.
Then, we develop an inverse modeling technique (e.g., con-
strained optimization) for reservoir characterization, and
show the numerical examples.
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Texas A&M University
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MS109

Preconditioning Strategies for Coupled Multiphase
Poromechanics

Geomechanical effects play an important role in the per-
formance of many oil and gas reservoirs, particularly in
unconventional settings. The mathematical framework de-
scribing fluid flow through deformable porous media con-
sists of balance laws for the linear momentum and mass
of each phase. An implicit, tightly-coupled solution of
these governing equations is frequently necessary to ob-
tain reliable model predictions, but the development of
efficient and scalable algorithms is non-trivial. Here, we
describe an iterative solution framework for multiphase
poromechanics that scales well on large computing plat-
forms. The linearization of the system of nonlinear al-
gebraic equations produces a Jacobian matrix character-
ized by a specific block structure. Based upon an approxi-
mate block-factorization of this matrix, we propose a two-
stage preconditioner. A generalized Constrained Pressure
Residual approach is used to construct a reduced pressure-
displacement system, involving unknowns with long range
error components. In the first stage, these components
are addressed with a Fixed-Stress update algorithm. Once
pressure and displacement degrees of freedom have been
updated, a second stage is applied to deal with the remain-
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ing saturation unknowns. Numerical results are presented
to illustrate performance and robustness of the proposed
preconditioning approach on a variety of challenging test
problems.
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MS110

An Extension of the Dynamic Mode Decomposition
and Applications

Abstract not available
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MS110

Network Representation and Analysis of Bluff
Body Wake

Effective control of unsteady bluff body wake requires
knowledge of its nonlinear dynamics. The unsteady and
nonlinear nature of the wake make it a challenging task
to identify, represent and analyze the uncertain behavior
of the vortical interactions involved in bluff body wake for-
mation. Network-theoretic tools are used here to shed light
on the complex vortical interactions. Two-dimensional in-
compressible unsteady flow over a cylinder is used as an
illustrative case in the current study. The flow field data
from direct numerical simulations is used to represent the
vortical interactions in the wake of the cylinder through a
network. The vortical elements are considered as the nodes
and the induced velocity among the elements as the edges
of the network. The flow field data is examined by com-
munity detection and clustering techniques from network
theory to identify the coherent structures in the cylinder
wake and to reduce the order of the system. The validity as
well as characterization of the vortical network is analyzed
through vorticity flux conservation. Ongoing developments
on vortical network model will be discussed.

Muralikrishnan Gopalakrishnan Meena
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MS110

The Most Informative Data for the State, Param-
eters and Dynamical Model

A theoretical basis is set for predicting the observations
that are most informative for estimating the state, the pa-
rameters, and the model equations of high-dimensional dy-
namical systems. The methodology exploits the governing
nonlinear dynamics and captures the non-Gaussian struc-
tures. Optimal observation locations are determined by
maximizing the dynamic mutual information between the
candidate observations and the variables of interest. The
results are exemplified and the performance is quantita-
tively assessed using a variety of simulated fluid and ocean
flows.

Pierre F. Lermusiaux, Jing Lin
MIT
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MS110

Sensor Placement for Multiscale Phenomena

Multiscale processes pose challenges in determining modal
decompositions with physical meaning which can render
sensor placement particularly difficult. Localized features
in space or time may play a crucial role for the phe-
nomenon of interest but may be insufficiently resolved due
to their low energy contribution. We consider optimal sen-
sor placement using spatial interpolation points within the
framework of data-driven modal decompositions. In re-
cent years, the Discrete Empirical Interpolation Method
or DEIM and variants like QDEIM have gained popular-
ity for interpolating nonlinear terms arising in model re-
duction using Proper Orthogonal Decomposition modes.
We extend this sensor placement approach to multiscale
physics problems using Multi-Resolution Dynamic Mode
Decomposition or mrDMD [Kutz et al., 2015], an unsuper-
vised multi-resolution analysis in the time-frequency do-
main that separates flow features occurring at different
timescales. The discovered sensors achieve accurate flow
state reconstruction in representative multiscale examples
including global ocean temperature data with an energetic
El Niño mode. Interestingly, this method places sensors
near coastlines without imposing additional constraints,
which is beneficial from an engineering perspective.
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MS111

Mixed-Integer PDE-Constrained Optimization for
Gas Networks

Efficiency is a growing concern in the design and control
of modern energy systems. Recent decades have seen an
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increased focus on optimal control of power grids and gas
networks. However, due to the complexities of models in-
cluding transient effects, they are rarely taken into account
in existing solutions. We describe an optimization model
based on a transient PDE model of a natural gas trans-
port network. Our model includes relaxed integer controls
that model compressor configurations and is the basis for
relaxation approaches to an integer programming model.
We focus on ensuring partial separability between network
components, which allows us to distribute optimization al-
gorithms across multiple processors, thereby ensuring scal-
ability to larger problem instances.

Mirko Hahn
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MS111

Nonlinear Robust PDE Constrained Optimization
Using Approximation Techniques and Model Or-
der Reduction with Application to Electric Motor
Design

We investigate a nonlinear constrained optimization prob-
lem with uncertain parameters. By utilizing a robust
worst-case formulation we obtain an optimization problem
of bi-level structure. This type of problems are difficult to
treat computationally and hence suitable approximations
are required. We propose and investigate an approximate
robust formulation that employs a quadratic approxima-
tion. The proposed framework is mixed with linear ap-
proximation techniques when appropriate. The developed
method is then applied to the optimal placement of a per-
manent magnet in the rotor of a synchronous machine. The
goal is to optimize the volume and position of the perma-
nent magnet while maintaining a given performance level.
These quantities are computed from the magnetic vector
potentials given by the magnetostatic approximation of
Maxwell’s equation with transient movement of the rotor.
Utilizing the introduced robust optimization framework we
account for uncertainties in material and production pre-
cision. The problem formulation and the robustification of
the optimization lead to high computational cost that re-
quires to investigate methods for efficient realization. Since
the transient movement of the rotor can be interpreted as a
multi query operation, model order reduction is a promis-
ing choice. By generating reliable reduced order models
with a posteriori error control the computation can be ac-
celerated. Numerical results are presented to validate the
presented approach.

Oliver Lass, Stefan Ulbrich
Technische Universitaet Darmstadt
Fachbereich Mathematik
lass@mathematik.tu-darmstadt.de,
ulbrich@mathematik.tu-darmstadt.de

MS111

TAO: Toolkit for Advanced Optimization

In this talk, I will discuss TAO, the Toolkit for Advanced
Optimization, that provides numerical optimization meth-
ods for high-performance computing. These methods are
built upon PETSc, the Portable Extensible Toolkit for Ad-
vanced Optimization. I will discuss the overall design of the
software and delve into some of the available methods.
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MS111

Discrete Material Optimization of Nano-Structures
in Electromagnetic Applications

A class of algorithms for the solution of discrete material
optimization problems in electromagnetic applications is
discussed. The algorithmic idea is based on the sequential
convex programming idea, however, in each major itera-
tion a model is established on the basis of an appropriately
parametrized material tensor. The resulting nonlinear and
typically nonconvex parametrization is treated on the level
of the sub-problem, for which, due to block separability
of the model, globally optimal solutions can be computed.
Although global optimization of non-convex design prob-
lems is in general prohibitive, a smart combination of an-
alytic solutions along with standard global optimization
techniques lead to an efficient algorithm for the most rel-
evant material parametrizations. Theoretical properties of
the overall algorithm, such as global convergence as well as
the avoidance of poor local optima introduced by the mate-
rial parametrization are discussed. The effectiveness of the
algorithm in terms of computation time as well as quality
of the solution is demonstrated by a series of numerical ex-
amples ranging from the optimal design of cloaking layers
for nano-particles to the identification of multiple materials
with different optical properties in a matrix.
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MS112

A Model Transport Equation for Epistemic UQ in
RANS

Due to their computational efficiency, the Reynold-
Averaged Navier-Stokes (RANS) turbulence models remain
a vital tool for modeling turbulent flows. However, it is
well known that RANS predictions are locally corrupted
by epistemic model-form uncertainty. In order to quan-
tify this uncertainty, we directly perturb the Reynold-stress
tensor at locations in the flow domain where the modeling
assumptions are likely to be invalid. If this were to be done
on a point-by-point basis, the resulting inference problem
would be of very high dimension. To reduce the dimen-
sionality, we propose separate model equations based on
the transport of linear combinations of the eigenvalues of
the anisotropy tensor. This provides us with an intuitive
and low-dimensional UQ framework where the transport
model decides on the magnitude and direction of the per-
turbations. Where the perturbations are small, the RANS
result is recovered. Using traditional turbulence modeling
practices we derive weak realizability constraints, and we
will rely on Bayesian inference to calibrate the model on
high-fidelity data. We will demonstrate our framework on
a number of canonical flow problems where RANS models
are prone to failure.
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MS112

Data-Driven Predictive Modeling of RANS Model
Discrepancies

In this work, we develop a data-driven framework to char-
acterize and quantify structural uncertainties in turbulence
models. The first step involves the inference of the spatial
distribution of modeling discrepancies. The inferred field
from many different data-sets is projected onto an appro-
priate feature space using deep neural networks. The in-
ference and learning steps are conditioned to respect phys-
ical and modeling constraints. Existing turbulence models
are then augmented with this neural network in a pre-
dictive setting. The variability due to sparsity of data
and the training of the neural network is propagated to
the model outputs The applicability of the framework is
demonstrated in turbulent flows involving strong adverse
pressure gradients and relaminarization.
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MS112

A Data-Driven, Physics-Informed Approach for
Turbulence Modeling

Turbulence modeling introduces significant uncertainties in
the predictions. In light of the decades-long stagnation en-
countered by the traditional approach of turbulence model
development, data-driven methods have been proposed as
a promising alternative. In this talk, I will present a data-
driven, physics-informed machine learning framework for
predictive turbulence modeling based on RANS models.
The framework consists of three components: (1) predic-
tion of discrepancies in RANS modeled Reynolds stresses
based on machine learning algorithms, (2) propagation of
improved Reynolds stresses to quantities of interests with
a modified RANS solver, and (3) quantitative, a priori as-
sessment of predictive confidence based on distance met-
rics in the mean flow feature space. Merits of the proposed
framework are demonstrated in a class of flows featuring
massive separations. Specifically, high-fidelity simulation
data from a few flows (e.g., curved backward step, channel
with wavy wall) are used to train the discrepancy functions
of Reynolds stress, which are subsequently used to predict
flows in a new geometry (channel with periodic hill) that
is not present in the training flow database. Significant
improvements over the baseline RANS predictions are ob-
served.
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MS113

A New Predictor-Corrector Method for Efficient

Modeling of Surface Effects

The regular Cauchy–Born method is a useful and efficient
tool for analyzing bulk properties of materials in the ab-
sence of defects. However, the method normally fails to
capture surface effects, which are essential to determining
material properties at small length scales. Here, we present
a corrector method that improves upon the prediction for
material behavior from the Cauchy–Born method over a
small boundary layer at the surface of a material by cap-
turing the missed surface effects. We justify the separation
of the problem into a bulk response and a localized surface
correction by establishing an error estimate, which vanishes
in the long wavelength limit.
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MS113

Three-Dimensional Elasto-Plastic Simulation of
Bulk Metallic Glasses

We develop a new method for simulating three-dimensional
elasto-plastic materials in the slow, quasi-static limit. The
method uses a mathematical correspondence between the
governing equations for these materials, and the Navier-
Stokes equations for incompressible fluid flow. Using this
correspondence, we adapt the well-established projection
method of Chorin for incompressible fluid flow over to this
new physical problem. We test the method using an elasto-
plastic model of a bulk metallic glass based on the shear
transformation zone (STZ) theory. The method is paral-
lelized using the MPI library and is used to simulate the
nucleation and subsequent dynamics of shear bands within
the metallic glass. The three-dimensional structure of the
shear bands is investigated numerically and via OpenGL
visualization.
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MS113

Simulations of Viscous Suspension Flows with a
Meshless MLS Scheme

This talk will focus on mesh-free methods for simula-
tions of neutrally buoyant particles in a viscous fluid. We
will focus on examples relevant to densely populated, low
Reynolds number suspension flows of neutrally buoyant,
non-Brownian, monodisperse particles, along with systems
with bidisperse particle sizes. Numerical simulations will
be done with a meshless Moving Least Squares (MLS)
scheme using a polynomial reconstruction process that pro-
vides a computationally efficient method to handle general
boundary conditions, while giving arbitrary order polyno-
mial accuracy and maintaining numerical stability. We will
compare the accuracy and computational efficiency with
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other schemes including Incompressible Smoothed Particle
Hydrodynamics (ISPH) and the Force Coupling Method.
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MS114

Generalized Convolutional Representation for
Field Data on Graphs

Convolutional sparse representation is an efficient tool for
computing sparse representations for entire signals in terms
of sums of a set of convolutions with dictionary filters. This
technique has been successfully applied to natural images,
video and speech in tasks as diverse as denoising, classifi-
cation or superresolution. However, when the signal does
not have a regular local structure but is represented by an
arbitrary graph, defining equivalent convolution operations
is challenging. We review some of the approaches used in
the discrete signal processing and deep learning communi-
ties and discuss their merits together with some interesting
applications.
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MS114

Consistency of Dirichlet Partitions

I’ll discuss a geometric approach to graph partitioning
where the optimality criterion is given by the sum of the
first Laplace-Dirichlet eigenvalues of the partition compo-
nents. This eigenvalue optimization problem can be solved
by a rearrangement algorithm, which we show to converge
in a finite number of iterations to a local minimum of a
relaxed objective. This partitioning method compares well
to state-of-the-art approaches on a variety of graphs con-
structed from manifold discretizations, synthetic data, the
MNIST handwritten digit dataset, and images. I’ll present
a consistency result for geometric graphs, stating conver-
gence of graph partitions to an appropriate continuum par-
tition

Braxton Osting, Todd Reeb
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MS114

Error Estimates on Spectral Convergence of Graph
Laplacian Towards the Laplace-Beltrami Operator

A number of machine learning tasks relies on spectral prop-
erties of the graph laplacian associated to the data. Con-
sider data points obtained as random samples of a mani-
fold in Rd. I will discuss showing that the spectrum of the
graph Laplacians on a neighborhood graph spanned by the

samples converges almost surely to the spectrum of appro-
priate weighted Laplace-Beltrami operators on the man-
ifold, as the sample size increases and the neighborhood
size shrinks to zero. I will present error estimates for the
convergence that explicitly depend on the geometry of the
manifold, the number of data points available and the size
of the neighborhood used in the graph construction.
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MS114

Applications of the Graph P-Laplacian for Data
Processing and Analysis

Graph-based methods are a promising tool, which can be
applied to a wide range of problems that can be modeled
by a graph, e.g., network problems. One key feature of
these methods is the possibility to incorporate nonlocal re-
lationships into the analysis and processing of data rather
than using only local neighborhoods. The recent trend in
the literature is to translate well-studied variational prob-
lems and PDEs to the graph setting and hereby overcome
drawbacks of classical approaches. In this talk we give
a short introduction to the concept of partial difference
equations on graphs and show that many classical numer-
ical discretization schemes can be embedded in a graph
setting and thus be interpreted as special cases in a more
general framework. As particular example we discuss a
family of partial difference operators on graphs known as
the graph p-Laplacian and we study equations involving
these operators. Finally, we demonstrate the advantages of
graph-based methods for different tasks in image and point
cloud processing, such as filtering, segmentation, cluster-
ing, and inpainting. Joint work with A. Elmoataz, Univer-
sit de Caen, France
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MS115

Acceleration of Monte Carlo Methods for Stochas-
tic Elliptic PDEs Using Domain Decomposition
and PC Approximations of Local Dirichlet Maps

A common approach to solving Elliptic PDEs with
Stochastic coefficients (SPDEs) is to resort to Monte Carlo
(MC) sampling methods. We present a framework that
both accelerates the resolution of SPDEs by MC meth-
ods and improves the resilience in the context of exascale
computing. Our method is based on a Domain Decompo-
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sition approach that uses Polynomial Chaos (PC) approx-
imations of the (stochastic) boundary-to-boundary (BtB)
operator, relating the unknown boundary values at the sub-
domains interfaces to one another. To do so, the BtB oper-
ator is broken into elementary contributions from each sub-
domain. The contributions from distinct subdomains are
fully independent and can be computed in parallel. Fur-
ther, the elementary SPDE problems can be parametrized
using a reduced set of local random variables, enabling
PC expansions with manageable dimensionality for small
enough subdomains. Subsequently, the PC approximations
can be jointly sampled to generate realizations of the BtB
operator, without needing the resolution of additional el-
liptic problems, which can be inverted to obtain the cor-
responding sample of the boundary values. The method
then allows to efficiently distribute and parallelize most of
the computations. Also, given that the PC expansions are
constructed independently, the method can be made ro-
bust to node failures. Finally, we validate and illustrate
the efficiency of the method with extensive numerical tests
on a second-order stochastic elliptic problem.
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MS115

Resilience Without Recovery in Algorithms for Hy-
perbolic Conservation Laws

Hard and soft errors are expected to occur more fre-
quently on exascale-class supercomputers, but the use of
synchronous, global checkpoint-restart will be infeasible at
these scales. Generic detection and recovery mechanisms
cannot take advantage of efficiencies that derive from the
characteristics of the numerical algorithms. Particularly
for silent data corruptions (SDCs), the algorithms may
possess properties that mitigate the need for more severe
intervention. For example, with minimal modifications, it-
erative algorithms like conjugate gradient or multigrid of-
ten can overcome isolated SDCs. Direct methods, which
are the primary approach for hyperbolic systems of conser-
vation laws, require a different mechanism by which SDCs
can be overcome. For this class of problems, numerical al-
gorithms already trade accuracy for robustness locally, and
this provides a direction for the development of efficient,
fault-tolerant, direct methods. Shock-capturing algorithms
have several properties that can be leveraged to make such
algorithms fault tolerant. We will show how the standard

flux divergence update algorithm can be decomposed at
a high level into stages for which suitable fault-tolerant
mechanisms can be identified. Results will demonstrate
the promise of this approach. This work performed under
the auspices of the U.S. Department of Energy by Lawrence
Livermore National Laboratory under Contract DE-AC52-
07NA27344.
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MS115

A Fault-Tolerant Implementation of the TeaLeaf
Cg Sparse Iterative Solver

Abstract not available
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MS115

Local Recovery of Hybrid Task-Parallel Explicit
PDE Solvers from Hard Failures

The existing application recovery model for MPI programs
involves global termination and restart, which won’t scale
with the number of MPI ranks and cores. To overcome
such a shortcoming, we have proposed the Local Failure
Local Recovery model to keep recovery response propor-
tional to the size of local failures, and demonstrated a
scalable recovery with a prototype of fault-tolerant MPI
(MPI-ULFM). This idea can be extended to emerging asyn-
chronous task parallel programming models that exploits
on-node concurrent execution of tasks to overlap recovery
and non-recovery computations together. In this talk, we
discuss the design of our resilient task programming mod-
els and how it is integrated with our local recovery tech-
niques for MPI programming models. We also demonstrate
a use case with 3D explicit PDE solvers from Sandia’s mini-
application code.

Keita Teranishi
Sandia National Laboratories
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MS117

Shape Optimization in Spectral Geometry: A
Bayesian Approach

In this work, we present a novel numerical strategy to study
the Szegö-Pólya conjecture on 5-gons which states that the
minimizer of the first Dirichlet eigenvalue over all 5-gons of
given area is the regular pentagon. This conjecture is still
open. We introduce this conjecture and describe a coupled
“Bayesian optimization-Finite Element” method (conform-
ing and non-conforming piecewise linear approximations)
to study this problem. Finally, we provide some numerical
results.
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MS117

Flexible Eigensolvers in Electronic Structure Cal-
culations

Determing excited states in quantum physics or calculating
the number of valence electrons in the Density Functional
Theory (DFT) involve solving eigenvalue problems of very
large dimensions. Moreover, very often the interesting fea-
tures of these complex systems go beyond information con-
tained in the extreme eigenpairs. For this reason, it is im-
portant to consider iterative solvers developed to compute
a large amount of eigenpairs in the middle of the spec-
trum of large Hermitian and non-Hermitian matrices. In
this talk, we present a newly developed Krylov-type meth-
ods and compare them with the well-established techniques
in electronic structure calculations. We demonstrate their
efficiency and robustness through various numerical exam-
ples.
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MS117

The Spectral Projector for Eigenvalue/Vector Ap-
proximation and Error Estimation

The spectral projector of a second-order differential oper-
ator, formally given as A = −∇ · A∇u+ cu, is given as a
Dunford-Cauchy integral,

Sγ =

∫
γ

(zI −A)−1 dz ,

where γ ⊂ C is a contour enclosing some portion of its
spectrum. We discuss how this projector can be used to ap-
proximate eigenvalues enclosed by γ, as well as their corre-
sponding invariant subspaces, by using a subspace iteration
procedure. We also show how a posteriori error estimates
may be derived for computed approximations regardless of
how they are obtained.
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MS117

Finite Element Approximation of Eigenvalue Clus-
ters of the Laplace-Beltrami Operator

Elliptic partial differential equations on surfaces are ubiqui-
tous from geometry and relativity theory to applications in
phase transitions, materials science, and image processing.
They are typically governed by the Laplace-Beltrami oper-
ator, but more general operators arise as well. We present
and analyze the approximations by Surface Finite Element
Methods (SFEM) of the Laplace-Beltrami eigenvalue prob-
lem. In this context, spectral approximation is challenged
by two sources of error: the geometric error due to the ap-
proximation of the surface using piecewise polynomials and
the error corresponding to the finite element resolution of
eigenfunctions on approximate surfaces. Our results reveal
that optimal error decays for the eigenfunction approxima-
tions are guaranteed as for the ”source” problem. However,
our findings also indicate that this strategy is suboptimal
when interested in the approximation of eigenvalues and
that in this case the geometry plays a more predominant
role. We provide numerical results to illustrate this appar-
ent paradox.
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MS118

A Domain Decomposition Based Method for the
Simulation of Wind Flows Over Large Urban Areas

Accurate prediction of the wind flow field in large urban
areas is the basis of many applications such as the vulner-
ability analysis of tall buildings and air pollution forecast.
In this talk, we present a scalable domain decomposition
based method for the numerical simulation of flows in ur-
ban areas with detailed geometric information of build-
ings. Two approaches are investigated including a 3D
incompressible Navier-Stokes model and a LES with the
Smagorinsky subgrid model. We report the parallel per-
formance of the algorithm on supercomputers with a large
number of processor cores.
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MS118

Robust CFD Algorithms Through On-Line
Machine-Learning: Gaussian Process Regression
and Diffusion Maps

Exascale-level simulations require robust, fault-resilient,
and efficient algorithm against repeated and expected soft-
ware or hardware failures during computation, which may
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render the simulation results unsatisfactory. If each pro-
cessor can share some coarse but global information of the
simulation from auxiliary data (relatively costless but of
limited accuracy) we can effectively fill-in the missing data
in space by machine learning techniques, e.g. Gaussian
Process Regression, on the fly. We can also employ an-
other machine learning technique, Diffusion Maps, to de-
tect computational redundancy in time and hence acceler-
ate the simulation by a projective time-integration, giving
the overall computation a patch dynamics flavor. Learn-
ing from multifidelity data can guarantee the robustness,
fault-resilience, and efficiency in large-scale exascale simu-
lations. We will present several CFD benchmark problems
to demonstrate the new capability that machine learning
tools can bring to traditional scientific computing algo-
rithms, relying on heterogeneous and multifidelity data.
More broadly, in this talk we will demonstrate the symbi-
otic and synergistic convergence of machine learning, do-
main decomposition, and scientific computing in exascale
simulations and other applications, e.g. multiscale simula-
tions using black-box heterogeneous/legacy codes.
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MS118

Domain Decomposition in the Wave Chaos Analy-
sis

Even though we are seeking for the highest possible fidelity,
the computer representation will not be exactly the same
compared to the real world. These uncertainties may arise
from the imprecise knowledge of the system, small differ-
ences in the manufacturing, or numerical errors in the sim-
ulations. In most cases, those small differences can be con-
sidered as local perturbations of the entire system. Hence,
the numerical solution is still a very good approximation
to the exact solution of the physical problem. However,
the situation can be completely different in complicated
electromagnetic systems displaying wave chaos. This work
concerns with a quantitative statistical analysis accounting
for the uncertainty in complex wave-chaotic systems. The
primary contributions are twofold: (i) a novel stochastic
Greens function method for wave interaction with wave-
chaotic media, which quantitatively describes the universal
statistical property of chaotic systems through random ma-
trix theory (RMT); (ii) a hybrid deterministic and stochas-
tic formulation, in which small components (electronics,
antennas, etc.) in the computational domain are modeled
using first-principles and large portions (cavity enclosures,
scattering environments, etc.) are modeled statistically.
In this talk, we first introduce the concept of stochastic
Greens function, then illustrate the domain decomposition
formulation for short-wavelength wave-chaotic enclosures
(wave chaos in cavities).
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MS118

A Multi-Physics Domain Decomposition Method
for Navier-Stokes-Darcy Model

In a karst aquifer, free flow and porous media flow are
tightly coupled together, for which the Navier-Stokes-
Darcy model has higher fidelity than either the Darcy or
Navier-Stokes systems on their own. The Stokes-Darcy
type model has attracted significant attention in the past
ten years. However, coupling the two constituent mod-
els leads to a very complex system. This presentation
discusses a multi-physics domain decomposition method
for solving the Navier-Stokes-Darcy system. Computa-
tional results are presented to illustrate the features of the
proposed method and the convergence analysis is demon-
strated.
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MS119

Multilevel Parallelism for SU/PG Discretization
Within HPCMP Create()-AV COFFE for Com-
pressible Rans Equations on Fully Tetrahedral
Meshes

HPCMP CREATE(TM)-AV COFFE is the next-
generation CFD solver within the Kestrel software suite.
COFFE utilizes the SU/PG finite-element method to
discretize the Navier-Stokes equations, and has been
extended to higher-order. COFFE is regularly used to
calculate 3-D flow-fields surrounding complex aerodynamic
bodies on a supercomputer. COFFE utilizes a hierarchical
parallelization strategy for the subdomain partitioned
unstructured 3-D mesh, and a novel pseudo time march-
ing/homotopy scheme is employed to march a solution
to a steady-state. This solution strategy relies on the
ability to solve a stiff, non-diagonally dominant parallel
linear system at each pseudo step. An explanation of the
discretization, parallelization strategy, and time-marching
strategy will be presented as well as some applications.

Ryan S. Glasby, Jon Erwin, Stephen Wood, Douglas
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MS119

Intrepid2: Performance Portable Finite Element
Discretization Library

We present Intrepid2 - an extensive tool set for finite el-
ement discretization. Departing from its previous version
(Intrepid), the code is fully refactored to achieve portable
performance on various architectures i.e., multi/many
core host processors and GPUs. To do so, we use
Kokkos, a C++ library that provides parallel patterns
(parallel for/reduce/scan) and abstractions for device
specific memory and execution spaces with corresponding
data layouts. In this talk, we focus on performance evalua-
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tion and optimization of the code in the application context
aiming at the next generation architectures.
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MS119

Performance Portable Software for High Fidelity
Simulation of Reacting Flows Using Kokkos Array
Abstractions

High fidelity turbulence combustion simulations using de-
tailed chemical reaction mechanisms depend critically on
high performance computing. This talk describes, KARFS,
a new reacting flow simulation framework that is being
developed to make efficient use of the hierarchical paral-
lelism in accelerated and many-core architectures. Generic
programming using templates and the array abstractions
provided by the Kokkos library are utilized to achieve per-
formance portability. Multi-level parallelism is obtained
through message passing for distributed memory paral-
lelism along with data parallel execution model for on-node
shared memory parallelism. Optimized compute kernels
are developed using this model for the multiphysics mod-
els needed for combustion simulations. Efficient compute
kernels for thermo-chemical and molecular transport mod-
els are programmed as extensions of the Cantera library.
The governing partial differential equations are solved us-
ing an explicit finite difference method. Experiences and
performance results from the newest GPU accelerated and
many-core systems will be presented.

Ramanan Sankaran
Center for Computational Sciences
Oak Ridge National Laboratory
sankaranr@ornl.gov

Swapnil Desai
University of Tennessee, Knoxville
sdesai9@vols.utk.edu

Bok Jik Lee, Xiao Xu, Francisco E. Hernández Pérez,
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MS119

Model-based Performance Optimization for GPU
DG-FEM

DG-FEM offers an attractive high-order accurate and geo-
metrically flexible method for time-domain wave problems
while being highly adaptable to modern computer archi-
tectures. We present a mechanism to symbolically gather
performance-relevant operation counts from DG-FEM sub-
programs (‘kernels’), apply these counts in a simple, linear
model of kernel execution time, and demonstrate how pre-
dictions from this model can enable run-time performance
optimization of a DG-FEM code. We demonstrate the util-
ity of the method by selecting at run time a DG-FEM ker-
nel configuration that yields the near-optimal performance.
In terms of the geometric mean, our underlying simple,
vendor- and GPU-type independent model achieves rela-
tive accuracy comparable to that of previously published

work using hardware specific models.
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MS120

PFASST as a Space-Time Multigrid Method

For the numerical solution of time-dependent partial dif-
ferential equations, time-parallel methods have recently
shown to provide a promising way to extend prevailing
strong-scaling limits of numerical codes. One of the most
complex methods in this field is the “Parallel Full Approx-
imation Scheme in Space and Time” (PFASST). PFASST
already shows promising results for many use cases and
many more is work in progress. However, a solid and re-
liable mathematical foundation is still missing. We show
that under certain assumptions the PFASST algorithm can
be conveniently and rigorously described as a multigrid-in-
time method. Following this equivalence, first steps to-
wards a comprehensive analysis of PFASST using block-
wise local Fourier analysis are taken. The theoretical re-
sults are applied to examples of diffusive and advective
type.

Matthias Bolten
University of Kassel
Institute of Mathematics
bolten@mathematik.uni-kassel.de

Dieter Moser
Juelich Supercomputing Centre
Forschungszentrum Juelich
d.moser@fz-juelich.de

Robert Speck
Juelich Supercomputing Centre
Forschungszentrum Juelich GmbH
r.speck@fz-juelich.de

MS120

MGRIT for Power-Grid Systems and BDF-K
Methods

The parallel-in-time method multigrid reduction in time
(MGRIT) was first designed for one-step methods. In this
talk, we extend the MGRIT algorithm to multistep BDF
methods for the integration of fully implicit Differential Al-
gebraic Equations (DAE) on variable time-step grids. We
will present one approach for implementing variable step-
size BDF methods in a parallel-in-time context based on
the XBraid software library. Results on power grid appli-
cations will also be given.

Matthieu B. Lecouvez
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MS120

Space-TimeMultigrid Methods for Parabolic Prob-
lems

In this talk we discuss stable space-time discretization
schemes, which allow the use of standard parallel finite
element libraries to solve the arising space-time linear sys-
tems efficiently. Moreover we will have a look at space-time
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multigrid methods which also allow parallelization with re-
spect to space and time.
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MS120

Multigrid Reduction in Time with Full Space-Time
Adaptivity

The need for parallelism in the time dimension is being
driven by changes in computer architectures, where per-
formance increases are now provided through greater con-
currency, not faster clock speeds. Multigrid Reduction
in Time (MGRIT) is an iterative procedure that allows
for temporal parallelism by utilizing multigrid reduction
techniques and a multilevel hierarchy of coarse time grids.
MGRIT has been shown to be effective for both linear
and nonlinear problems, with speedups of up to 50x seen
in the linear case. Spatial and temporal adaptivity are
powerful techniques used in most state of the art sequen-
tial time stepping routines. This talk will outline how
those techniques can be used inside the MGRIT frame-
work. In particular, we present a fully parallel, full multi-
grid (FMG) based algorithm for adapting in time and space
using MGRIT, backward Euler time stepping, and a first
order systems of least squares (FOSLS) spatial solver. Spa-
tial adaptation is completed using the FOSLS error estima-
tor and a threshold method. Temporal error estimators are
calculated locally using Richardson extrapolation, but ap-
plied globally using a threshold method. Numerical results
highlighting the usefulness of this approach will also be
presented.
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MS121

A Posteriori Error Analysis of the Parareal Algo-
rithm

We derive a posteriori error estimate in a quantity-of-
interest for the Parareal Algorithm. We describe a gen-
eral formulation of two stage computations then perform
a posteriori error analysis based on computable residuals
and solution of an adjoint problem. We use the analysis to
formulate novel procedures for constructing fine stage dis-
cretizations that take into account the cancellation of error.
Finally, the error estimate identifies the contributions due
to discretization and iteration.
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MS121

Parareal for Hyperbolic Problems

Integration of hyperbolic evolution problems using
Parareal has for a long time been considered impracti-
cal. Theoretical results have shown that it is not possible
to give a general guarantee on the stability of the algo-

rithm when applied to this particular class of problems,
and practical experiments have likewise suggested issues
of slow convergence. In this talk we present our experi-
ences using the Parareal method to accelerate a tsunami
simulation tool complete with inundation modelling. The
underlying PDE governing the dynamics of the model is
called the shallow water wave equation. The system is
in many ways typological as the SHW Eq. is a purely
hyperbolic system of coupled non-linear PDEs, the solu-
tions of which typically contain both shocks and smooth
regions interacting in a non-trivial manor. Contrary to
what one might expect, we find that with sufficient care in
constructing the coarse operator, and a clever way of choos-
ing time-subdomain length, we obtain parallel speed-up be-
yond what is possible using conventional spacial domain-
decomposition techniques alone. This even for long time
domains. A critical aspect in achieving the later was to
decouple the time-subdomain length from the total time
to be integrated, combined with theoretical considerations
on how to choose the time-subdomain length optimally so
to balance the communication of solution states and the
convergence rate. These considerations in particular are
generally applicable when using parareal.
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MS121

Solving Time-Periodic Navier-Stokes Problems Us-
ing Spectral Discretization in Time

We present an efficient solver for the time-periodic Navier–
Stokes equations. This is done by using finite differences
in space and a truncated Fourier series in time resulting
in a non-linear system which is solved iteratively. This
approach allows parallelization in space and time. The
spacial dimensions are parallelized by domain decomposi-
tion whereas the temporal dimension is parallelized by dis-
tributing the Fourier coefficients to subgroups of process-
ing units. Good parallel scaling has been demonstrated in
previous work. The communication patterns and computa-
tional work depends on solver parameters and differs a lot
between the spatial and the temporal dimensions. There
is no straightforward strategy to achieve optimal load bal-
ance. In this presentation we discuss different strategies
for load balancing in the context of space-time parallelism.

Daniel Hupp
ETH Zürich
huppd@inf.ethz.ch

Peter Arbenz
ETH Zurich
Computer Science Department
arbenz@inf.ethz.ch

Dominik Obrist
University of Bern
dominik.obrist@artorg.unibe.ch

MS121

ParaExp using Leap-Frog as Integrator for High-
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Frequency Electromagnetic Simulations

Recently, ParaExp was proposed by Gander and Gttel
(2013) for the parallel-in-time resolution of linear hyper-
bolic problems. It splits the time domain into subdomains
and computes the solution on each subdomain in parallel.
The total solution is decomposed into a particular solution
solved by a time integrator using zero initial values and a
homogeneous solution propagated by the matrix exponen-
tial applied to the respective initial conditions. This paper
deals with the application of ParaExp to electromagnetic
wave problems in time-domain. These problems are typi-
cally solved by finite differences on a staggered grid pair in
space and Leap-Frog (i.e., Strmer-Verlet) in time. We base
ParaExp on those methods and propose the Leja method
for the approximation of the matrix exponential. In Leja,
errors can be controlled, only applications of the normal
system matrix to vectors are needed and it has shown best
performance in the examples. We will discuss academic
and real world examples with respect to accuracy and ef-
ficiency. Special attention will be paid on symplecticity
(energy conservation) which is regarded as important for
high-frequency electromagnetic simulations.
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MS122

Splitform Discontinuous Galerkin Methods for the
Compressible Navier-Stokes Equations

When approximating nonlinear PDEs such as the com-
pressible Navier-Stokes equations on discrete nodal grids,
aliasing due to interpolation of nonlinear fluxes onto these
grids can cause large errors which may even drive insta-
bilities. An interesting approach to decrease the negative
effect of this aliasing used primarily in the finite difference
community is to reformulate the nonlinearities in different
forms: Instead of using the conservative form of the PDE
it is for instance possible to use the advective form by ap-
plying the chain rule. It is also possible to use an arbitrary
mix between those two formulations and introduce skew-
symmetric-like split formulations. By careful choice of such
a reformulation it is possible to enhance the stability of
the discretisations. Many questions arise, especially if the
resulting method is still fully conservative, although it is
based on non-conservative forms of the underlying PDEs.
In this talk, we show how to incorporate the idea of differ-
ent split forms of the compressible Navier-Stokes equations
into the discontinuous Galerkin ansatz. We show how to
recover famous splitting formulations such as the Ducros
splitting or the Kennedy and Gruber splitting. We fur-
thermore show that these novel DG schemes are still fully
conservative and that with this special formulations the
nonlinear stability for unresolved flows such as turbulence
is highly enhanced.
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MS122

A Characteristic-Based CFL Condition for the Dis-
continuous Galerkin Method on Triangular Meshes

An exact CFL (Courant-Friedrichs-Lewy) condition is not
known for the discontinuous Galerkin (DG) method ap-
plied to hyperbolic problems in two dimensions on trian-
gular meshes. The stability condition that is most usually
implemented involves scaling the time step by the radius of
the smallest inscribed circle over all triangular cells. How-
ever, this is known to be not optimal, i.e. not to provide
a tight bound on the largest possible time step. The main
difficulty in finding a suitable CFL number is its depen-
dence on the orientation of a mesh element with respect to
the direction of the flow. Usually, the smallest CFL over
all directions is taken, which is clearly not optimal. We
find a natural scaling of the spectrum of the DG spatial
operator by a parameter hj , which can be seen to be the
width of the cell Ωj along the characteristic direction of
flow. We show that this parameter hj incorporates 95%
of the variation of the spectrum with respect to the ori-
entation of Ωj to flow direction. We use this parameter
to propose a new CFL condition. For a classical paring
of the DG method with a degree p basis and an explicit
Runge-Kutta scheme of order p + 1, we show that a CFL
number equal to 1/(2p + 1)(1 + (2/(2p + 2))2) is within
5% accurate for p ≤ 10. We show through several numer-
ical examples that we are able to select larger stable time
steps than usually obtained using the inscribed radii of the
computational cells.
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MS122

High-Order Absorbing Boundary Conditions for
Time-Domain Wave Propagation with DG Meth-
ods

DG schemes exhibit attractive features for large-scale
wave-propagation simulations. For many applications,
these schemes must be coupled with nonreflective boundary
conditions in order to limit the size of the computational
domain, which remains a challenging task. In this talk, we
present a coupling of high-order absorbing boundary con-
ditions with nodal DG schemes in three dimensions. Com-
patibility conditions at corners are addressed. Numerical
results are proposed to validate both the accuracy and the
computational efficiency of the techniques, and to illustrate
the applicability of the strategy for large-scale problems.
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MS122

Accelerating Discontinuous Galerkin Methods

In this talk we will describe the state of the art in many-
core algorithms for time-dependent discontinuous Galerkin
(DG) methods. We will discuss recent progress in exploit-
ing the sparse operator structure of Bernstein-Bezier ba-
sis for tetrahedral elements on graphics processing units
(GPU) [Chan & Warburton, 2016]. I will describe how
speeds up result from the reduced register pressure, re-
duced cache usage, reduced operation count, and full un-
rolling of the DG volume divergence and lift operations
resulting from the structure of the Bernstein-Bezier ba-
sis. An early GPU algorithm for hexahedral spectral el-
ements was introduced in [Komatitsch et al., 2009]. Un-
like tetrahedral elements, hexahedra have a natural local
tensor-product, and this was exploited for degree five ele-
ments. Recently we have adapted algorithms from the fi-
nite difference GPU literature [Micikevicius, 2009] for high-
order hexahedral spectral elements within a discontinuous
Galerkin framework. We will discuss how we employ the
excess of GPU floating point units idled during low oper-
ation count hexahedral differentiation and lift operations
to process the extra operations required for the split form
nodal DG scheme [Gassner et al., 2016] without incurring
significant additional runtime compared to the traditional
non-split flux formulation.

Tim Warburton
Virginia Tech
tcew@vt.edu

Jesse Chan
Rice University
jesse.chan@rice.edu

Gregor Gassner
Institute for Aerodynamics and Gasdynamics
Universitaet Stuttgart
ggassner@math.uni-koeln.de

Axel Modave
Virginia Tech
axel.modave@ensta-paristech.fr

Zheng Wang
Rice University
zw14@rice.edu

Lucas Wilcox
Department of Applied Mathematics
Naval Postgraduate School

lwilcox@nps.edu

MS123

Minimizing Eigenvalues for Inhomogeneous Rods
and Plates

Optimizing eigenvalues of biharmonic equations appears
in the frequency control based on density distribution of
composite rods and thin plates with clamped or simply
supported boundary conditions. In this work, we use a
rearrangement algorithm to find the optimal density dis-
tribution which minimizes a specific eigenvalue. We answer
the open question regarding optimal density configurations
to minimize k-th eigenvalue for clamped rods and analyti-
cally show that the optimal configurations are distinct for
clamped rods and simply supported rods. Many numerical
simulations in both one and two dimensions demonstrate
the robustness and efficiency of the proposed approach.
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MS123

A Multi-Scale Model for Optical Responses of
Nano-Structures

We present a semi-classical model for studying the opti-
cal responses of nano-structures, where the wave propaga-
tion is determined classically through Maxwell’s equations
and the motion of the nano-structure is determined quan-
tum mechanically through Schrodinger equation. Ehren-
fest molecular dynamics and Density Functional Theories
are applied to deal with the many-body Schrodinger equa-
tion. The semi-classical model is numerically traceable.
Linear response formulations will be derived and multi-
scale solvers will be designed to solve the model. Numerical
examples will be presented to demonstrate the model.

Gang Bao
Zhejiang University
baog@zju.edu.cn

Di Liu
Michigan State University
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Songting Luo
Department of Mathematics
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MS123

An Asymptotic Model for Diffraction by Shallow
Gratings

Thin film solar cells often use a metallic back reflector to
improve efficiency. This back reflector can feature a pe-
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riodic grating structure to enhance surface plasmon for-
mation. We wish to model the effect of a shallow grat-
ing, perhaps on top of a larger amplitude grating. We
introduce a a simple way to apply asymptotic methods to
the Helmholtz equation governing s- or p-polarized light
that allow the thin grating to be replaced by an interface
with non-standard transmission conditions depending on
the thickness of the shallow grating. Numerical results val-
idate our model. It is expected that this approach will
allow thin gratings to be incorporated into standard finite
element codes without the need for very small elements to
model the grating. This is joint work with Cynthia Rivas,
Manuel Solano and Rodolfo Rodriguez from the Univer-
sity of Concepcion, Chile together with Akhlesh Lakhtakia
from Penn State University.

Peter B. Monk
Department of Mathematical Sciences
University of Delaware
monk@math.udel.edu

MS123

Hybrid Inverse Problem for Porous Media

Abstract not available

Carlos Perez-Arancibia
Massachusetts Institute of Technology
cperezar@mit.edu

MS124

Estimation, Localization, and Modeling of Output
Errors for Higher-Order Galerkin Finite Element
Methods

In this presentation, we develop a priori estimates for the
convergence of outputs, output error estimates, and local-
izations of output error estimates for Galerkin finite el-
ement methods. Output error estimates for order p finite
element solutions are constructed using the Dual-Weighted
Residual (DWR) method with a higher-order p′ > p dual
solution. Specifically, we analyze these DWR estimates for
Continuous Galerkin (CG), Discontinuous Galerkin (DG),
and Hybridized DG (HDG) methods applied to the Poisson
problem. For all discretizations, as h → 0, we prove that
the output and output error estimate converge at order 2p
and 2p′ (assuming sufficient smoothness), while localiza-
tions of the output and output error estimate converge at
2p + d and p+ p′ + d. For DG, the results use a new post
processing for the error associated with the lifting oper-
ator. For HDG, these rates improve an additional order
when the stabilization is based upon an O(1) length scale.

Hugh Carson
Massachusetts Institute of Technology
hcarson@mit.edu
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MS124

An H-P Adaptive Discontinuous Galerkin Method
for Unsteady Flows

While DG methods allow for varying polynomial solution
approximation orders, adapting both the mesh and the or-
der (h-p) for scalar output functionals remains a difficult
task for unsteady problems. This work presents a new un-
steady h-p adaptive method based on an error sampling
and mesh optimization framework, in which an unsteady
output adjoint drives adaptation of an anisotropic mesh
and polynomial order field. The approach is demonstrated
on compressible Navier-Stokes simulations.

Johann Dahm, Krzysztof Fidkowski
University of Michigan
jdahm@umich.edu, kfid@umich.edu

MS124

The Hybridized Discontinuous Galerkin Methods
for Large Eddy Simulation

With the increase in computing power, Large-Eddy Simu-
lation (LES) emerges as a promising technique to improve
both knowledge of complex flow physics and reliability of
flow predictions. Most LES works, however, are limited
to simple geometries and low Reynolds numbers due to
high computational cost. While most existing LES codes
are based on 2nd-order finite volume schemes, the efficient
and accurate prediction of complex turbulent flows may re-
quire a paradigm shift in computational approach.
This drives a growing interest in the development of Dis-
continuous Galerkin methods for LES. DG methods allow
for high-order, conservative implementations on complex
geometries and unstructured meshes, and offer opportu-
nities for more accurate treatment of the sub-grid scale
(SGS) turbulence. Also, they are better-suited to exploit
modern HPC systems. In the spirit of making DG meth-
ods more competitive, researchers have recently developed
the hybridized DG methods that result in reduced compu-
tational cost and memory footprint.
In this talk, we present an overview of hybridized DGmeth-
ods for LES. Numerical accuracy, computational efficiency
and SGS modeling issues are discussed in the framework
of subsonic and transonic turbomachinery flows. Grid con-
vergence studies are performed and the required resolution
at different Reynolds numbers is investigated. Numerical
results show rapid grid convergence and excellent agree-
ment with experimental data at moderate computational
cost.

Pablo Fernandez, Cuong Nguyen, Jaime Peraire
Massachusetts Institute of Technology
pablof@mit.edu, cuongng@mit.edu, peraire@MIT.EDU

MS124

An Adaptive Discontinuous Galerkin Reduced Ba-
sis Element Method

We present an adaptive discontinuous Galerkin reduced
basis element (DG-RBE) method, which adaptively incor-
porates non-polynomial functions to construct approxima-
tion spaces specifically tailored to the problem of inter-
est. The key ingredients are the following: a DG method
which provides a flexible choice of approximation spaces;
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dual-weighted residual (DWR) error estimates for quan-
tities of interest; and a library of non-polynomial finite
elements, called reduced basis elements (RBE), designed
for specific solution features. The RBE library consists of
spatially complex but parametrically simple features, such
as boundary layers and trailing edge singularities. In the
offline stage, these features and tailored functions are iden-
tified by solve a number of representative training cases. In
the online stage, an appropriate set of library functions are
incorporated to the approximation space based on the be-
havior of the error estimate. We assess the effectiveness
of approach for compressible Navier Stokes equations over
aerodynamic bodies. We demonstrate that the method on
one hand extends notion of solution-based hp adaptivity
by exploiting non-polynomial approximation functions; the
method on the other hand extends the envelope of model
reduction concepts to nonlinear equations exhibiting lim-
ited stability.

Masayuki Yano
University of Toronto
myano@utias.utoronto.ca

MS125

Well-Balanced Central-Upwind Schemes for the
Euler Equations with Gravitation

Abstract not available

Alina Chertock
North Carolina State University
Department of Mathematics
chertock@math.ncsu.edu

MS125

On Positivity of Density and Pressure for Finite
Volume Methods Based on Relaxation Riemann
Solvers for the Compressible Euler Equations

Abstract not available

Christian Klingenberg
Wurzburg University, Dept. of Mathematics
Germany
klingen@mathematik.uni-wuerzburg.de

MS125

Well-Balanced Positivity-Preserving Central-
Upwind Schemes for Shallow Water Models

I will discuss a concept of well-balanced numerical methods
for the Saint-Venant system of shallow water equations and
will show how one can design well-balanced central-upwind
schemes, which, in addition, preserve positivity of the wa-
ter depth. The performance of the designed schemes will
be illustrated on a number of numerical examples

Alexander Kurganov
Tulane University
kurganov@math.tulane.edu

MS125

Bound Preserving Flux Limiters and Total Varia-
tion Stability for High Order Conservative Schemes

Abstract not available

Zhengfu Xu

Michigan Technological University
Dept. of Mathematical Sciences
zhengfux@mtu.edu

MS126

A Self-Consistent Spin-Diffusion Model for Micro-
magnetics: Discretization and Boundary Condi-
tions

In recent years, spintronics has gained a lot of attention
in the magnetic community. The micromagnetic model is
a well established and reliable tool for the investigation
of magnetization dynamics in systems subject to purely
magnetic energy contributions such as exchange and mag-
netostatic energy. However, when it comes to spintronics,
a multitude of additional physical effects has to be consid-
ered and likewise a variety of extensions to the micromag-
netic model exist. The spin diffusion model introduced by
Zhang, Levy and Fert is a very promising candidate and
describes current and resistance in a self-consistent fash-
ion. Moreover the spin-Hall effect and its inverse coun-
terpart can be seamlessly integrated in the model which
makes it a versatile tool for the description of a variety
of effects related to spintronics. The implementation of
a finite-element discretization of the spin-diffusion model
coupled to the Landau-Lifshitz-Gilbert equation has to be
constructed carefully due to possible discontinuities in the
material parameters and solution variables. Since the self-
consistent model solves simultaneously for the magnetiza-
tion, the spin accumulation and the electric potential, an-
other important issue is the choice of physically meaningful
boundary conditions for these entities.

Claas Abert
TU Wien
claas.abert@tuwien.ac.at

MS126

Optimal Error Estimates of a Linearized Backward
Euler FEM for the Landau-Lifshitz Equation

We present a fully discrete linearized backward Euler fi-
nite element method for the Landau-Lifshitz equation in
which a new linearization is proposed for the gyromag-
netic term. Optimal almost unconditional error estimates
of the scheme in L2 and H1 norms are proved (i.e., when
the stepsizes h and τ are smaller than given constants).
The analysis relies on the new linearization and an error
splitting argument proposed by Li and Sun [Int. J. Numer.
Anal. Model., 10 (2013), pp. 622633] and [SIAM J. Numer.
Anal., 51 (2013), pp. 19591977]. Numerical results in both
two- and three-dimensional spaces are provided to confirm
our theoretical analysis and show the unconditional stabil-
ity (convergence) of the scheme.

Huadong Gao
School of Mathematics and Statistics
Huazhong University of Science and Technology
mahdgao@163.com

MS126

The Mimetic Finite Difference Method for the
Landau-Lifshitz Equation

The Landau-Lifshitz equation describes the dynamics of
the magnetization inside ferromagnetic materials. This
equation is highly nonlinear and has a non-convex con-
straint that the magnitude of the magnetization is con-
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stant. We present explicit and implicit mimetic finite dif-
ference schemes for the Landau-Lifshitz equation, which
preserve the magnitude of the magnetization. These
schemes work on general polytopal meshes, which provide
enormous flexibility to model magnetic devices with vari-
ous shapes. We will present rigorous convergence tests for
the schemes on general meshes that includes distorted and
randomized meshes. We will also present numerical simula-
tions for the NIST standard problem #4 and the formation
of the domain wall structures in a thin film. This is a joint
work with K. Lipnikov.

Eugenia Kim
University of California, Berkeley
kim107@math.berkeley.edu

MS127

The GW Method for Computing Electronic Ex-
cited States of Molecules and Solids

The GW method is the state-of-the-art approach for com-
puting electronic excitation energies in molecules and
solids. It is in particular the most accurate method for
computing band gaps in semiconductors and insulators. In
this talk, I will present the mathematical formulation of the
GW method and discuss its performance with respect to
its main competitor, namely time-dependent density func-
tional theory. This is a joint work with David Gontier and
Gabriel Stoltz.

Eric Cances
Ecole des Ponts and INRIA, France
cances@cermics.enpc.fr

MS127

Rational and Polynomial Filtering, Spectrum Slic-
ing, and the EVSL Package

This talk will be about two different strategies for extract-
ing extreme or interior eigenvalues of large sparse (Hermi-
tian) matrices. The first, based on polynomial filtering,
can be quite efficient in the situation where the matrix-
vector product operation is inexpensive and when a large
number of eigenvalues is sought, as is the case in calcu-
lations related to excited states for example. The second
approach uses rational filtering and requires solving lin-
ear systems. The talk will discuss algorithmic aspects of
these two approaches and will present the main features of
EVSL, a library that implements filtered Lanczos and sub-
space iteration methods, with spectrum slicing. The EVSL
package is available online at Y. Saad’s web-site. This talk
represents recent work with Ruipeng Li, Yuanzhe Xi, Eu-
gene Vecharynski, and Chao Yang.

Yousef Saad
University of Minnesota
saad@umn.edu

MS127

Recent Progress in Numerical Methods for Elec-
tronic Excited States Calculations

Excited state properties of electrons are responsible for a
variety of electronic and optical phenomena that can be
harnessed to develop energy generation and conversion ma-
terials and devices. Computing the excited states of many-
electron systems is often a challenging task. I will give an
overview of a number of approaches that are based many-
body perturbation and linear response theory, and point

out the computational bottlenecks of these approaches. I
will describe numerical methods currently used to perform
excited states calculations and recent efforts to reduce the
computational complexity and to improve the efficiency of
this type of computation on high performance computers.

Chao Yang
Lawrence Berkeley National Lab
cyang@lbl.gov

MS128

Revisiting Quasi-Standard Error

Abstract not available

Hongmei Chi
Florida A&M University
chi@cs.fsu.edu

MS128

Analyzing and Improving the Walk-on-Subdomains
Algorithm in a Union of Spheres Geometry

Abstract not available

Preston Hamlin
Department of Computer Science
Florida State University
hamlin@cs.fsu.edu

MS128

Stochastic Capacitance Extraction

Abstract not available

Chi-Ok Hwang
GIST College
Gwangju Institute of Science and Technology
chwang@gist.ac.kr

MS128

Revisit of Block Power Method for Markov Chain
Monte Carlo Applications

Abstract not available

Yaohang Li
Department of Computer Science
Old Dominion University
yaohang@cs.odu.edu

MS129

Feast Eigensolver: Practices and Applications

A detailed review of FEAST eigensolver (www.feast-
solver.org) is presented. In particular, we focus on new fea-
tures including: (i) the non-Hermitian solver; (ii) the cou-
pling with parallel distributed linear system solvers such
as cluster-PARDISO and MUMPS; (iii) the new FEAST-
GMRES iterative solver that does not require a precondi-
tioner for solving very large eigenproblems.

Eric Polizzi
University of Massachusetts, Amherst, USA
polizzi@ecs.umass.edu
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MS129

Variance Reduction Through Multigrid Deflation

Computing the trace of the inverse of a large matrix re-
lies on a Monte Carlo method which requires the solution
of 100s of linear systems. In our Lattice QCD applica-
tion, we have used singular vectors to effectively deflate
the near-null space of the matrix which when coupled with
the Hierarchical Probing method deliver close to two or-
ders of magnitude variance reduction. However, deflation
has the following scalability problems:

1. the computation of m = 500− 1000 smallest singular
triplets is expensive both for time and storage

2. ill-conditioning grows with problem size requiring
larger m

3. the time to project against this deflation space be-
comes significant

Effective algebraic multigrid methods (AMG) have recently
been developed for Lattice QCD. In this research we use
the prolongator/projection operators of an AMG method
to generate a large eigenspace by computing mi singular
triplets at the i-th level of AMG. The idea is to:

1. compute and store the largest part of the space at the
coarsest levels, m1 � m2 � ... � mcoarse

2. compute the eigenspace at the i-th level orthogonally
to the spaces computed at finer levels.

We use the flexible PRIMME software to compute the sin-
gular triplets and report results on its performance as well
as on the effectiveness of the resulting deflating space.
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MS129

Recent Advancements and Future Plans for Next-
Generation Eigensolvers in Anasazi

With the availability and diversity of powerful computa-
tional resources, including multi-core CPU and GPU tech-
nology, there is significant interest in numerical software
libraries that allow a developer to optimize the trade-off

between effort and impact. In this talk we will discuss
the current and ongoing efforts by which Trilinos is pro-
viding enabling technologies for the development of aca-
demic and industrial software targeted at next-generation
architectures. The focus of this talk will be on the sparse
eigensolvers (Anasazi) package in Trilinos and the scalable
performance of this solver package, which fundamentally
hinges upon efficient linear algebra (Tpetra/Kokkos).

Heidi K. Thornquist
Sandia National Laboratories
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MS129

Rational and Polynomial Filtering for Eigenvalue
Problems

Two filtering techniques are presented for solving large her-
mitian eigenvalue problems by the method of spectrum slic-
ing that consists of subdividing the spectrum in a number
of subintervals and computing eigenvalues in each subin-
terval independently. In the first approach, the filter is a
polynomial constructed as the least-squares approximation
to an appropriately centered Dirac distribution. The sec-
ond approach targets matrices whose spectral distribution
is very irregular, as well as generalized eigenvalue problems.
It is based on using a rational filter in a least-squares sense.

Yuanzhe Xi
University of Minnesota
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MS130

Balanced Multi-Criteria Graph Partitioning

Multi-criteria graph partitioning is a key component for en-
abling highly scalable multi-physics simulations. The main
challenge is to balance all the criteria at the same time.
Existent multi-criteria partitioners such as ParMetis are
adapted from mono-criterion and focus their goal in min-
imizing communication cost. However, in practice, this
approach is not robust in respect to balance of all crite-
ria, often producing results that are not in the imbalance
tolerance. We have implemented, in Scotch, specific multi-
criteria partitioningalgorithms, designed to meet balance
constraints for all criteria. In this talk, we will present and
discuss results of these new algorithms.

Cedric Chevalier, Remi Barat
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MS130

Multilevel Acyclic Partitioning of Directed Acyclic
Graphs for Enhancing Data Locality

In modern computational systems, the cost of data move-
ment across nodes or within the memory hierarchies inside
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a node becomes more and more significant over the cost of
performing arithmetic operations. When executing a pro-
gram, maximizing data reuse will reduce the data move-
ment cost and thus, improve the general execution time.
Finding a good acyclic partition of the computational di-
rected acyclic graph (DAG) associated with the algorithm
can help finding an execution improving data locality. We
present a multilevel direct k-way partitioner for the acyclic
partitioning of DAGs. The quality of the computed acyclic
partitions are assessed at the graph level by computing the
edge cut or the total volume of communication between
components, and at the application level by computing the
number of cache miss introduced by the partition on vari-
ous algorithms.
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MS130

Sparse Matrix-Matrix Multiplication for Modern
Architectures

Sparse matrix-matrix multiplication (SPMM) is an impor-
tant kernel in high performance computing that is heav-
ily used in the graph analytics as well as multigrid linear
solvers. Because of its highly sparse structure, it is usually
difficult to exploit the parallelism in the modern shared
memory architectures. Although there have been various
work studying shared memory parallelism of SPMM, some
points are usually overlooked, such as the memory usage
of the SPMM kernels. Since SPMM is a service-kernel, it
is important to respect the memory usage of the calling
application in order not to interfere with its execution. In
this work, we study memory-efficient scalable shared mem-
ory parallel SPMM methods. We study graph compression
techniques that reduce the size of the matrices, and allow
faster computations. Our preliminary results show that we
obtain upto 14x speedup w.r.t NVIDIAs cuSPARSE, 30%
speedups w.r.t SPMM implementation provided in Intel
Math Library while using 65% less memory.

Mehmet Deveci
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MS130

Partitioning Irregular Graphs at the Trillion-Edge
Scale

We introduce XtraPuLP, a new distributed-memory par-
titioner designed to scale to trillion-edge graphs. Xtra-
PuLP is a significant extension from our prior shared-
memory partitioner, PuLP, and is based on the label prop-
agation community detection technique. Label propaga-
tion has been previously demonstrated to be an effec-
tive means of partitioning modern extreme-scale graph-
structured datasets, including human social and interac-
tion networks, web craws, and brain graphs. On a collec-
tion of large sparse graphs, we show that XtraPuLP parti-
tioning quality is comparable to other state-of-the-art par-
titioning methods. We also demonstrate that XtraPuLP
can produce high-quality partitions of real-world graphs
with billion+ vertices in minutes. Additionally, we find
that using XtraPuLP partitions for distributed-memory
graph analytics leads to a significant end-to-end reduction
in execution time.
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MS131

Exploring Efficient Block-Updates on GPU for
Quantum Monte Carlo Simulation

Evaluation of acceptance probability computed as determi-
nant of a dense matrix of wave functions is a computational
kernel in QMCPACK. This matrix undergoes a rank-one
update if the event is accepted. Sherman-Morrison for-
mula is used to update the inverse of this matrix. This
effort explores the use of a delayed update algorithm where
accepted events are grouped then applied together to the
matrix inverse for higher efficiency on Nvidia GPU and
many-core processors.
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Computer Science and Mathematics Division
dazevedoef@ornl.gov

Paul Kent, Ying Wai
Oak Ridge National Laboratory
kentpr@ornl.gov, ywli@physast.uga.edu

Tyler McDaniel
University of North Carolina, Asheville
bmcdanie@unca.edu



CS17 Abstracts 149

Kwai L. Wong
Joint Institute for Computational Science
University of Tennessee/ORNL
kwong@utk.edu

MS131

Performance Evaluation of Time-Space Tiling
Strategies for Iterative Stencil Computations on
Multi/Many-Core CPU Systems

Iterative stencil computation appears in many scientific
computations such as the electro-magnetic analysis using
the FDTD method. It is well-known that the performance
of iterative stencil computation is usually limited by the
memory access performance of a system, which is relatively
much lower than the arithmetic performance. For reduc-
ing the cost of memory access in iterative stencil compu-
tation and improving its performance, so-called time-space
tiling (in other words, temporal blocking) has been stud-
ied. By using this technique, we can improve data ac-
cess locality in iterative stencil computation. Several time-
space tiling strategies have been already proposed, however
their features on recent multi/many-core CPU systems are
not fully-clarified because other factors also influence the
performance; for example, sufficient parallelism is required
for exploiting many computational cores on a CPU. In
this study, we experimentally compare several tiling strate-
gies as a preliminary step of developing high-performance
stencil-based application programs. We evaluate the per-
formance of typical stencil codes (e.g. 2 dimensional 5
points stencil) that employ time-space tiling on a standard
Xeon processor and Xeon Phi processor systems. Through-
out the performance evaluation, we discuss features of each
tiling strategies on recent multi/many-core CPU systems.

Takeshi Fukaya
Hokkaido University, RIKEN AICS
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MS131

GPU Computing in Iterative Solvers for Sparse
Linear Systems

We present recent results in using GPU to accelerate it-
erative solvers based on Krylov subspace methods. First
we consider sparse linear systems from computational fluid
dynamics simulations. We evaluate and optimize the per-
formance of Conjugate Gradient routines designed for GPU
accelerator and compare against an industrial CPU-based
implementation. Then we show how the distributed paral-
lel Algebraic Recursive Multilevel solver (pARMS) based
on MPI can benefit from heterogeneous CPU/GPU archi-
tectures. In our implementation, the preconditioning of
each part of the distributed matrix (local preconditioning)
is performed on a GPU and is based on the randomiza-
tion of the last Schur complement system in the multilevel
recursive process.

Amal Khabou, Aygul Jamal, Marc Baboulin
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MS131

Spectral Graph Partitioning and Clustering on the
GPU

The graph partitioning and clustering techniques can be
used to minimize communication as well as to perform load
balancing in high performance computing and to identify
communities in social networks, among many other appli-
cations. The quality of the splitting is often measured by
a particular metric, such as minimum balanced cut, mod-
ularity, etc. In this talk we focus on the spectral approach
for finding the minimum balanced cut of a graph into mul-
tiple sub-graphs. We review the theory behind the basic
algorithm and its generalization to multiple partitions. We
analyze the properties of the Laplacian matrix and pro-
pose the use of new preconditioned LOBPCG eigenvalue
solver, rather than the commonly used Lanczos method.
Also, we discuss differences between spectral and multi-
level schemes when applied to different classes of prob-
lems. Finally, we compare state-of-the-art implementation
of spectral scheme in CHACO and multi-level scheme in
METIS software packages on the CPU versus our spectral
scheme developed on the GPU.
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NVIDIA
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MS132

Integral Equation Solver for Metamaterial Design

We present the implementation of an integral equation
method for solving electromagnetic scattering problems
with a large number of inclusions, using Julia. As the
time complexity of our solver scales roughly linearly with
the number of inclusions, we expect to solve large-scale
problems that common alternative solvers cannot solve in
reasonable time. We describe how this tool can be used
in the design and analysis of two-dimensional metamate-
rials, such as graded photonic crystals. In addition, the
possibility of automating the design process by applying
optimization techniques to this solver is discussed.

Boaz Blankrot
Institute for Analysis and Scientific Computing
Technical University of Vienna
boaz.blankrot@tuwien.ac.at
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MS132

Solving Large-Scale Electromagnetic Inverse Prob-
lems

In this talk we discuss the use of a new software package,
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jInv for the parallel solution of inverse problems. We show
that by using Julia it is possible to easily develop and mod-
ify inversion algorithms. We present results that show both
the flexibility and robustness of the package inverting large
scale electromagnetic data set.

Eldad Haber
University of British Columbia
haber@eos.ubc.ca

MS132

Lazy Array Computations with Julia

Raw data often require multiple types of transformation
prior to visualization or analysis. For large data sets,
the overhead of performing ”preparatory” transformations
can be considerable, and may hinder exploratory investi-
gation especially when the most effective transformations
are not known in advance. Julia has developed an effi-
cient array infrastructure supporting on-the-fly transfor-
mations including elementwise computation, subregion se-
lection, dimensionality changes, axis permutation (trans-
position and higher-dimensional generalizations), and in-
dex shifting. These transformations may be composed to
achieve diverse transformations lazily with little or no extra
computational overhead.

Timothy E. Holy
Washington University in St. Louis School of Medicine
holy@wustl.edu

MS132

Networks Analysis Using Julia

In this talk I will discuss recent work related to using Ju-
lia for analyzing large networks. These include localiza-
tion analysis, link prediction, network alignment, and some
more. Julia’s in-place functionality, matrix representation,
and function wrappers makes it an appealing programming
language for networks analysis research. In this talk, I in-
tend to focus on these strengths and showcase certain ex-
amples where Julia was used in my research.

Huda Nassar, David F. Gleich
Purdue University
hnassar@purdue.edu, dgleich@purdue.edu

MS133

Data-Driven, Physics-Constrained Model Reduc-
tion of Convection Dominated Flows

Model Order Reduction (MOR) is a promising approach for
bridging the gap between high-fidelity, and time-critical ap-
plications such as Uncertainty Quantification (UQ), control
design, and design optimization. However, MOR is still in
its infancy particularly for complex fluid flows character-
ized by strongly nonlinear behavior, strong shocks, chaotic
dynamics and turbulence, and combustion. In this talk
we will summarize recent advances in improving the per-
formance and stability of projection based reduced order
models for nonlinear fluid flows. In particular, we will dis-
cuss methods for augmenting the standard Proper Orthog-
onal Decomposition (POD) algorithm with physics-based
constraint equations.

Maciej Balajewicz
University of Illinois at Urbana-Champaign
mbalajew@illinois.edu

Irina K. Tezaur
Sandia National Laboratories
ikalash@sandia.gov

Earl Dowell
Duke University
earl.dowell@duke.edu

MS133

A Reduced-Basis Smagorinsky Turbulence Model

In this work we present a reduced basis model for the
Smagorinsky turbulence model, as a first step to the con-
struction of a reduced projection-based VMS turbulence
model, which has a similar structure. This turbulence
model includes a non-linear eddy diffusion term that we
have to treat using the Empirical Interpolation Method, in
order to obtain a linearised decomposition of the reduced
basis Smagorinsky model. This model is based upon an
a posteriori error estimation for Smagorinsky turbulence
model. The theoretical development of the a posteriori er-
ror estimation is based on the Brezzi-Rappaz-Raviart sta-
bility theory, and adapted for the non-linear eddy diffusion
term. The reduced basis Smagorinsky turbulence model is
decoupled in a Online/Offline procedure. First, in the Of-
fline stage, we construct hierarchical bases in each iteration
of the Greedy algorithm, by selecting the snapshots which
have the maximum a posteriori error estimation value. To
assure the Brezzi inf-sup condition on our Reduced Basis
space, we have to define a supremizer operator on the pres-
sure solution, and enrich the reduced velocity space. Then,
in the Online stage, we are able to compute a speedup so-
lution of our problem, with a good accuracy. Finally we
present some numerical tests, programmed in FreeFem++,
in which we show the speedup the computation of a solu-
tion of a steady flow in a backward-facing step.

Enrique Delgado, Tomas Chacon, Macarena Gomez
Differential Equations and Numerical Analysis
Universidad de Sevilla
edelgado1@us.es, chacon@us.es, macarena@us.es

MS133

An Artificial Neural Network Closure Modeling
Framework for Model Order Reduction of Convec-
tive Flows

Our primary goal in developing model reduction strategies
is to replace large dynamical systems with lower dimen-
sional systems having similar range of validity, input and
output characteristics. As a promising approach, POD
has been successfully used to generate a representative
reduced-order model (ROM) for the control, optimization,
and analysis of a large number problems involving fluids.
Because POD typically extracts the most energetic modes
of a given system, projecting these systems and their solu-
tions onto these low-dimensional bases (i.e., POD modes)
often produces ROMs that capture the dominant charac-
teristics of these systems. The resulting systems are low
dimensional but dense and provide an efficient framework
for applications where either small size or fast simulations
are required. It is, however, shown that the state-of-the-art
POD-ROM approaches are unlikely to enable high-fidelity
predictions of massively convective flows. The novel frame-
work we purposed in this study consists of artificial neu-
ral networks (ANNs), which provide inclusion of energy
from the truncated modes to the resolved flows utilizing a
training process from direct numerical simulations. Thus
we chart a systematic route to expanding the applicabil-
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ity of these emerging data-driven mathematical tools to
put forth an equation-free ANN framework for challenging
convective flow problems, with the goal of developing more
accurate and robust closure and stabilization models.

Mansoor Ahmed
Oklahoma State University
mansoor.ahmed@okstate.edu

Omer San
Mechanical and Aerospace Engineering
Oklahoma State University
osan@okstate.edu

MS133

A Fast Algorithm for Ensemble-Based Reduced Or-
der Simulations of Complex Fluid Flows

Computational efficiency is of paramount importance in
many applications of complex fluid flows. Therefore, model
reduction techniques have been frequently used by engi-
neers and researchers. Among them, proper orthogonal
decomposition is one of the most commonly used meth-
ods to generate reduced-order models for turbulent flows
dominated by coherent structures. In this talk, we will
present an ensemble-based reduced order algorithm of com-
plex flows. It leads to a fast solver for a group of sim-
ulations simultaneously while achieving a high accuracy.
Combining with nonlinear closure proper orthogonal de-
composition method, this new approach provides an effi-
cient and reliable surrogate model for simulating complex
fluid flows.

Zhu Wang
Department of Mathematics
University of South Carolina
wangzhu@math.sc.edu

MS134

Nonlinear Model Reduction via Dynamic Mode
Decomposition

We propose a new technique for obtaining reduced order
models for nonlinear dynamical systems. Specifically, we
advocate the use of the recently developed Dynamic Mode
Decomposition (DMD), an equation-free method, to ap-
proximate the nonlinear term. DMD is a spatio-temporal
decomposition of a data matrix that correlates spatial fea-
tures while simultaneously associating the activity with pe-
riodic temporal behavior. With this decomposition, one
can obtain a fully reduced dimensional surrogate model
and avoid the evaluation of the nonlinear term in the on-
line stage. This allows for a reduction in the computational
cost, and, at the same time, accurate approximations of the
problem. We present a suite of numerical tests to illustrate
our approach and to show the effectiveness of the method
in comparison to existing approaches.

Alessandro Alla
Department of Mathematics
University of Hamburg, Germany
aalla@fsu.edu

Nathan Kutz
University of Washington
Dept of Applied Mathematics

kutz@uw.edu

MS134

Iterative Rational Krylov Algorithms for Unstable
Dynamical Systems and Optimality Conditions for
a Finite-Time Horizon

Large-scale dynamical systems pose tremendous computa-
tional difficulties in simulation, control, design and opti-
mization. Model reduction is one remedy to overcome these
challenges. For stable linear dynamical systems, model re-
duction is both theoretically and computationally well es-
tablished and one can provide high-fidelity, in some cases
optimal, approximations using various techniques. How-
ever, most of these methods are mainly aimed at reducing
stable systems and extensions to unstable systems are ei-
ther not established or computationally difficult. In this
talk, we investigate interpolatory reduction techniques for
unstable systems. Iterative Rational Krylov Algorithm
(IRKA) is a model reduction technique for reducing sta-
ble linear dynamical systems optimally in the H2-norm.
While IRKA cannot provide any optimality guarantees in
the case of unstable systems, there are no numerical obsta-
cles to reducing unstable models via IRKA as long as the
model has no purely imaginary eigenvalues. The numerical
examples illustrate that if the system has only few unsta-
ble poles, as is the case in many prominent applications,
IRKA captures these unstable poles rather accurately and
produces a satisfactory reduced model. We also attempt
to establish optimality conditions for model reduction of
unstable systems in a finite-time horizon by following a
framework based on the Lyapunov equations and finite-
time Gramians.

Klajdi Sinani
Virginia Tech
klajdi@vt.edu

Serkan Gugercin
Virginia Tech
Department of Mathematics
gugercin@vt.edu

MS134

Model Reduction, Transport Problems and Struc-
ture

Although model reduction of linear systems has reached a
certain maturity over the last decades, almost every clas-
sical method fails or yields poor approximations when ap-
plied to transport problems. In the first half of the talk I
use ideas from operator splitting to explain the key features
preventing standard methods from succeeding and analyze
state of the art methods, such as symmetry reduction and
variants thereof. Second, I explain how enforcing structure
in the surrogate models can offer remedies.

Benjamin Unger
TU Berlin
unger@math.tu-berlin.de

MS134

Using Reduced Order Modeling to Solve an Assort-
ment of Nonlocal Problems

Abstract not available

David Witman
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MS135

Simulation of Shock Wave/Boundary Layer Inter-
action Using High Resolution Numerical Scheme

Abstract not available

Ovais Khan
Tuskegee University
okhan@mytu.tuskegee.edu

MS136

Fracture Propagation in Porous Media using Phase
Field Approach

The computational modeling of the formation and growth
of the fluid filled fractures in poroelastic media is difficult
with complex fracture topologies. Here we study the frac-
ture propagation by approximating lower-dimensional frac-
ture surface employing the phase field function. The major
advantages of using phase-field modeling for crack propaga-
tion are i) it is a fixed-topology approach in which remesh-
ing is avoided, ii) crack nucleation, propagation path are
automatically determined based on energy minimization,
that is, calculating stress intensity factors are embedded
in the model. This avoids creating unstable solutions and
reduces computational costs when applied to complex frac-
ture networks and models that include fluid flow. In addi-
tion iii) joining and branching of multiple cracks also do not
require any additional techniques. We develop robust and
effecient numerical algorithms that can be used for three-
dimensional applications and employ fixed stress iteration
to solve Biot system which considers both fluid flow in the
porous media and the fracture. Recently, this algorithm is
extended to consider proppant transport in the fractures
with locally conservative enriched Galerkin finite element
approximations. Several numerical examples considering
pressurized, fluid-filled and proppant filled fracture prop-
agation in heterogeneous porous media substantiate our
developments.

Sanghyun Lee
Center for Subsurface Modeling, ICES
UT Austin, TX, USA
shlee@ices.utexas.edu
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MS136

Coupled Modeling of Flow, Deformation and Heat
Transport in Thermo-Hydro-Mechanical Systems

Increased induced seismicity concerns at geothermal sites

around the world have motivated additional research into
thermo-hydro-mechanical (THM) simulation. Concur-
rently, the development of automated differential equa-
tion solvers has allowed for the rapid prototyping and
customization of novel solution algorithms to solve multi-
physics problems such as THM. This work examines the use
of an automated finite element solution framework to cre-
ate a THM simulator capable of modeling evolution of the
state of stress, pressure, and temperature in a poroelastic
domain subjected to small perturbations representative of
a geothermal operation. The simulator is benchmarked us-
ing classical problems with known analytical solutions, in-
cluding Terzaghi’s uniaxial compaction and Mandel’s non-
isothermal 3D compaction. Current research involves the
incorporation of discontinuities (fractures and faults) into
the THM simulator and the calculation of time, magnitude,
and location of seismic activity along such discontinuities.

Saro Meguerdijian
University of Southern California
smeguerd@usc.edu

MS136

A Variational Eigen-Deformation Model for Brittle
Fractures in Fluid-Infiltrating Porous Media under
Non-Isothermal Condition

Many engineering applications, such as geological disposal
of nuclear waste, require reliable predictions of hydro-
mechanical responses of porous media exposed to extreme
environments. This presentation will discuss the relevant
modeling techniques designed specifically for porous me-
dia subjected to such harsh environments. In particu-
lar, we will provide an overview of the variational eigen-
deformation techniques used to model brittle fractures and
compaction bands. The formulation is based on applying
variational principle to an energy-dissipation functional in
which the saddle point leads to the governing equation. By
regularizing the fracture energy and fluid dissipation func-
tionals, the numerical scheme is able to deliver responses
with exhibiting mesh bias. This formulation is particu-
larly advantageous in the sense that (1) there is no need
to introduce phase field or other field variables in the gov-
erning equations, and that (2) the resultant model is able
to propagate fractures without knowing the crack path a
priori. Numerical examples that predict branching and co-
alescence of fluid-driven cracks will be included.

WaiChing Sun
Columbia University, New York
wsun@columbia.edu

Kun Wang
Columbia University
kw2534@columbia.edu

MS136

An Oscillation-Free Element-Based Finite Volume
Technique for Poroelastic Problems

One of the challenges faced by numerical techniques when
solving the poromechanical equations regards to the oscil-
latory patterns observed in the pressure field. If the nu-
merical formulation employs the same order of approxima-
tion for both pressure and displacements, this pathology
can arise in regions experiencing undrained consolidation,
which usually occurs close to permeable loaded bound-
aries or at the vicinity of the interface between regions
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of different permeabilities. A similar pathology, known as
checkerboard pressure field, is also observed when solving
the Navier-Stokes equations. In this case, one of the so-
lutions developed by the finite volume community is the
Physical Influence Scheme, that tries to improve the evalu-
ation of the velocities present in the continuity equation by
obtaining an interpolation scheme based on the momentum
equations. In the present work, this same technique is ap-
plied to the poroelastic equations to eliminate the pressure
oscillations. The main idea is to use the stress equilibrium
equations to obtain an improved interpolation function to
evaluate the displacements present in mass conservation
equation. The three-dimensional poroelastic equations are
discretized by the Element based Finite Volume Method
(EbFVM) and unstructured grids, composed by elements
of different types, are employed. The numerical formula-
tion is validated against 1D consolidation problems and
some 3D realistic problems are also presented.

Herminio Tasinafo Honório
Federal University of Santa Catarina, Brasil
herminio.eng@gmail.com
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MS137

Extraction and Prediction of Coherent Patterns in
Incompressible Flows Through Space-Time Koop-
man Analysis

Abstract not available

Dimitrios Giannakis
Courant Institute of Mathematical Sciences
New York University
dimitris@cims.nyu.edu

MS137

Data-Driven Adaptive Control of Combustor In-
stabilities

A data-based adaptive strategy is developed to control the
thrust produced by a Scramjet engine under normal oper-
ating conditions and near unstart. Specifically, a direct dis-
crete time adaptive controller called the Retrospective cost
adaptive control (RCAC) technique is pursued. The RCAC
uses minimal modelling information and limited measure-
ments to determine control laws. A two-dimensional com-
putational fluid dynamic model of a Scramjet engine is used
along with a heat release model to represent the dynam-
ics of the problem. This representation involves coupled
non-linear partial differential equations with O(105) de-
grees of freedom. First, the open-loop dynamic response
of the model is studied to identify the dynamics of the sys-
tem. Then, RCAC is used to maintain the commanded
thrust in the presence of a disturbance in the inlet Mach
number using the past thrust measurements and applied
controls. Finally, unstart control is demonstrated using
RCAC with an augmented performance criterion based on
pressure measurements.

Ankit Goel

University of Michigan
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MS137

Identifying Anomalous Epidemics with Optimized
Models of Sensor Networks

Disease outbreaks and epidemics may propagate geograph-
ically with anomalous, or non-diffusive, transport charac-
teristics due to the heterogeneity of host contact networks
and their behaviors. Any optimized intervention to control
an epidemic should be designed with consideration for the
intrinsic spatiotemporal properties of the specific network
topology and disease. However, measurements of both the
contact network and parameters of the possibly novel in-
fectious agent are often incomplete or unattainable. As
a practical solution for this complex problem, we suggest
simplified mathematical modeling of epidemics as governed
by a reaction-diffusion system to guide interventions for a
generic disease in a generic population. Assuming finite
and heterogeneous resources to measure epidemic progres-
sion, we investigated sensor placement strategies that opti-
mize for minimal cost and early discrimination of possibly
anomalous infection transport dynamics. We built a gen-
eral model for spatial transmission of diseases using various
types of non-diffusive random walks, including Lévy walks,
to represent the movement of infectious agents. We then
adapted principles of compressive sensing to optimize sen-
sor coverage when including effects of intrinsic and extrinsic
noise. Our results highlight where to look during the early
stages of an epidemic so that interventions can be directed
to maximize their effectiveness.

Kyle B. Gustafson, Joshua L. Proctor
Institute for Disease Modeling
kgustafson@idmod.org, JoshLProctor@gmail.com

MS137

Koopman Operator Framework for Nonlinear Sys-
tem Identification

We present a model identification approach for input-
output nonlinear systems by transforming the problem into
identification of an associated bilinear albeit higher dimen-
sional system obtained via Koopman operator spectral de-
composition. We outline a systematic approach to truncate
the bilinear system, and provide theoretically and compu-
tationally derived bounds on the truncation error. The pro-
posed framework will be compared with other system iden-
tification approaches, and its usefulness illustrated though
various examples.

Amit Surana
System Dynamics and Optimization
United Tecnologies Research Center (UTRC)
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United Technologies Research Center
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MS138

Structured Automatic Differentiation for Hedging
Financial Contracts

The hedging of large portfolios of complex financial instru-
ments, for example credit-value-adjustment (CVA) port-
folios, can be a computationally exhausting task, often
requiring many hours (days) on multi-core machines. A
prime contributor to this task is the calculation of sensi-
tivities which is required for many hedging methods. The
cost is due in part to the nested Monte-Carlo nature of CVA
models used in practise. In this talk we expose this struc-
ture and show how sparse and structured AD methodolo-
gies can be used to significantly reduce hedging computing
costs and move some problems from essentially intractable
to just several hours of computing time.

Thomas F. Coleman
The Ophelia Lazaridis Research Chair
University of Waterloo
tfcoleman@uwaterloo.ca

MS138

Automatic Differentiation for Machine Learning
Applications

We describe the use of automatic/algorithmic differenti-
ation (AD) in machine learning applications. We report
on the development of AD capabilities for functions imple-
mented in python and R, describe the use of AD to provide
derivatives for the stochastic gradient and stochastic quasi-
Newton methods, and discuss how to exploit structure in
the computation of derivatives.

Paul D. Hovland
Argonne National Laboratory
MCS Division, 221/C236
hovland@anl.gov

Kaitlyn MacIntyre
Northwestern University
kaitlynmacintyre2017@u.northwestern.edu

Sri Hari Krishn Narayanan
Argonne National Laboratory
snarayan@mcs.anl.gov

MS138

Binomial Checkpointing for Arbitrary Programs
with No User Annotation

Abstract not available
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MS138

Second and Higher Order Derivatives Using Re-
verse Mode of Automatic Differentiation

Automatic Differentiation is a technique to augment a com-
puter program for computing a function so that the aug-

mented program computes the derivatives as well as the
function values. We revisit the Edge Pushing algorithm
of Gower and Mello (2012), which evaluates the Hessian,
and show that it could be interpreted as the second order
reverse mode algorithm for the Hessian. The intermediate
results we maintain are the first and second order deriva-
tives of a suitably defined equivalent function fk(Sk), where
Sk constitutes the current set of live variables (currently
active variables whose values will be used in future steps
in the computation). This observation can be extended to
compute high order derivatives via the reverse mode. That
is, the intermediate results in each step are the derivative
tensors up to order d of the equivalent function fk(Sk).
Thus a general expression for the high order chain rule for
evaluating derivatives of fk(Sk) from values at the previ-
ous step, fk+1(Sk+1), yields an implementation of the high
order reverse mode. To further improve the efficiency, we
exploit the sparsity by performing updates with only the
nonzero values and exploit the symmetry by keeping only
the unique elements in the high order derivative tensor due
to the inherently high degree of symmetry. We also show
applications of our work in uncertainty quantification and
quantum chemistry.
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MS139

Bayesian Averaging for Estimating RANS Inade-
quacy in Large Simulations

Abstract not available
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MS139

A Framework for Epistemic Uncertainty Quantifi-
cation in Large-Eddy Simulation Closures

Large-eddy simulation (LES) approaches reduce the com-
putational cost of solving turbulent flows by removing
small-scale information (and the corresponding need to use
fine grids and small time integration steps) from the gov-
erning equations via low-pass filtering. However, the effect
of the small-scales on the resolved flow field is not negli-
gible and the corresponding subgrid-stresses (SGS) contri-
butions need to be modeled. As a consequence, the as-
sumptions introduced in the formulation of the SGS clo-
sure result in a potentially important source of structural
incertitude that propagates to the quantities of interest
(QoI). The aim of this work is to develop a framework
for uncertainty quantification (UQ) in LES closures that is
independent of the initial SGS model formulation to over-
come the limitations of traditional sensitivity studies. The
framework is based on introducing perturbations to the six
degrees of freedom of the modeled SGS tensor, i.e. dis-
crepancy in magnitude, eigenvalues (shape) and eigenvec-
tors (orientation) of the normalized turbulent stresses. The
methodology is ensured to produce physically plausible
states by limiting the perturbations within the realizability
limits of the advection term in the filtered Navier-Stokes
equations. In the mini-symposium, the strategy will be
described in detail and its capabilities will be analyzed by
presenting results of simulations involving turbulent flows
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in different scenarios.
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MS139

Deep Learning for Turbulence Modeling

Reynolds Averaged Navier Stokes (RANS) models are
widely used in turbulent flow simulations because of their
computational efficiency. However, they are notoriously
inaccurate in flows with swirl, strong pressure gradients,
separation, and stagnation. Recently, there has been in-
creased interest in developing data-driven methods to pro-
vide improved RANS model closures. This talk will discuss
a deep learning approach to data-driven turbulence mod-
eling. A deep neural network was trained on a database of
flows for which high fidelity data were available in order to
predict the Reynolds stress anisotropy tensor. A special-
ized neural network architecture was developed to embed
Galilean invariance into the model predictions. The net-
work performance was evaluated through cross-validation
on a database of flows. SAND2016-12088 A
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MS139

Estimating and Verifying K-Epsilon Model Coeffi-
cients for Jet-in-Crossflow Simulations

k-epsilon RANS models predict jet-in-crossflow interac-
tions poorly. This is due to the use of inappropriate model
parameters simply picked from the literature and the ap-
proximations inherent in RANS. In this work we calibrate
RANS parameters to three different experimental datasets
using a Bayesian technique. The parameters are compared
with values predicted using an analytical model of the jet-
in-crossflow interaction. Our preliminary results show that
the bulk of the prediction error results from the use of in-
appropriate parameter values.
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MS140

Probabilistic, Coarse-Grained Models for PDEs
with Random Coefficients

We describe a Bayesian perspective to coarse-graining
(CG) of PDEs in the context of uncertainty quantification.
It can also be seen as an attempt to learn reduced-order
models that are physically inspired and that retain some of
the structure of the full-order model. The canonical prob-
lem considered consists of a PDE where coefficients (e.g.
material parameters) exhibit fine-scale, random variability.
The brute-force approach for the solution of such problems
requires grids that are small enough to resolve these fluctu-
ations and ultimately yield a very large system of algebraic
equations. Several physically- and mathematically-inspired
techniques have been developed (e.g. classical or numerical
homogenization) that generate closed systems of equations
for the solution at the coarser scale while accounting for the
effects of the unresolved subgrid scales. In order to make
pertinent multiscale techniques feasible in the stochastic
setting, it is critical that they achieve sublinear complex-
ity i.e., the computational cost scales sublinearly with the
cost of solving the fine-scale problem. We describe such
a data-driven attempt where the CG model attempts to
learn the features of the microscopic details that are im-
portant in terms of predicting the macroscopic response.
Furthermore, we attempt to quantify the epistemic uncer-
tainty in the CG model which arises due to the unavoidable
information loss that takes place, and propagate it in the
predictions produced.
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MS140

Data and the Computational Modeling of Com-
plex/Multiscale Systems

Obtaining predictive dynamical equations from data lies at
the heart of science and engineering modeling, and is the
linchpin of our technology. In mathematical modeling one
typically progresses from observations of the world (and
some serious thinking!) first to equations for a model, and
then to the analysis of the model to make predictions.Good
mathematical models give good predictions (and inaccu-
rate ones do not) - but the computational tools for ana-
lyzing them are the same: algorithms that are typically
based on closed form equations. While the skeleton of the
process remains the same, today we witness the develop-
ment of mathematical techniques that operate directly on
observations -data-, and appear to circumvent the serious
thinking that goes into selecting variables and parameters
and deriving accurate equations. The process then may ap-
pear to the user a little like making predictions by ”looking
into a crystal ball”. Yet the ”serious thinking” is still there
and uses the same -and some new- mathematics: it goes
into building algorithms that ”jump directly” from data
to the analysis of the model (which is now not available
in closed form) so as to make predictions. Our work here
presents a couple of efforts (e.g. the reconstruction of nor-
mal forms from data) that illustrate this “new path from
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data to predictions: It really is the same old path, but it
is travelled by new means.

Ioannis Kevrekidis
Princeton University
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MS140

The Parallel Knowledge Gradient Method for
Batch Bayesian Optimization

In this talk, we will introduce parallel knowledge gradient
(pKG) algorithm for batch Bayesian optimization. The
method chooses to evaluate the one-step Bayes optimal
batch of points. We demonstrate empirically that the
method can find global minima significantly faster than
previous batch Bayesian Optimization methods on both
synthetic functions and tuning hyperparameters of com-
plex machine learning algorithms. Especially, the method
provides most value in the noisy setting.
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Cornell University
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MS140

Deep Gaussian Processes for Uncertainty Quantifi-
cation

Recently-developed deep Gaussian process (DGP) models
are an attractive solution for powerful nonlinear dimen-
sionality reduction and hierarchical feature representation
as well as modeling nonstationary response surfaces. We
introduce a fully Bayesian version of the DGP model for
unsupervised and supervised learning tasks and demon-
strate its utility in overcoming the above-mentioned chal-
lenges under limited training data while performing un-
certainty quantification tasks for multiscale/multiphysics
problems. First, the hierarchical structure of DGPs allows
for flexible nonlinear dimensionality reduction that outper-
forms standard methods for the representation of multi-
scale/multiresolution properties. Second, we use a super-
vised DGP to construct a surrogate for the corresponding
multi-output response surface and demonstrate its ability
to learn nonstationary behavior. Finally, we examine how
the Bayesian nature of our model guards against overfitting
and produces estimates of the model outputs capturing the
epistemic uncertainty due to limited data. Examples will
be shown from UQ tasks in random heterogeneous media.

Nicholas Zabaras, Steven Atkinson
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MS141

Title Not Available at Time of Publication

Abstract not available
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High-Order Finite-Difference Time-Domain Simu-
lation of Electromagnetic Waves with Emphasis on

Interfaces Between Dispersive Optical Media

Abstract not available
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Pulse Slowdown in Two-Dimensional Active Media

Abstract not available
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Title Not Available at Time of Publication

Abstract not available
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MS142

GPU Algorithms for Monte Carlo Particle Trans-
port

The random nature of Monte Carlo particle transport
presents significant challenges for efficient execution on
GPUs. The wide variety of particle history lengths as
well as types of interactions that particles can undergo
are not easily adapted to the vectorized nature of GPUs
and other advanced architectures such as the Intel Xeon
Phi. In this talk we describe algorithmic improvements
aimed at reducing thread divergence and improving effi-
ciency for both traditional history-based transport as well
as event-based transport. We primarily consider multi-
group transport, but will also briefly discuss approaches for
treating continuous-energy nuclear data. We compare the
efficiency of GPU implementations to standard distributed
memory (MPI) and shared memory (OpenMP) CPU im-
plementations. On-node speedups of 2.5-3x relative to 8-
core CPU calculations are achieved. Additionally, parallel
weak scaling efficiency above 95% on more than 1000 GPUs
is demonstrated on the Titan supercomputer at Oak Ridge
National Laboratory.
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MS142

A Fast Iterative Method for Non-Linear LTE Ra-
diative Transfer Problems

We implement a multigrid preconditioned, asymptotic pre-
serving, weakly penalized discontinuous Galerkin method
using non-overlapping Schwarz smoothers to solve a non-
linear, frequency and angle dependent radiative transfer
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equation in local thermodynamic equilibrium with appli-
cations in particle transport through diffusive media. Our
methodology pursues a scalable implementation in order
to address large scale calculations arising from applica-
tions such as astrophysics, atmospheric radiation calcula-
tions and nuclear applications. Frequencies are addressed
by a multi-group approach and angles by discrete ordi-
nates, non-overlapping Schwarz smoothers are based on
solving full local radiative transfer problems for each grid
cell which are performed in parallel on a matrix-free imple-
mentation. In several tests we show the robustness of the
approach for different mesh sizes, cross sections, frequency
distributions and anisotropic regimes.

José Pablo Lucero Lorca
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MS142

Adaptive Time Step Selection in Radiative Trans-
fer Calculations

Time step selection in thermal radiative transfer simu-
lations is often an afterthought when compared to the
choice of spatial discretization and thermal iteration strat-
egy. However, time step selection is a critical component of
time dependent radiative transfer calculations. Taking too
small of time steps inhibits productive throughput. Tak-
ing too large of time steps yields inaccurate solutions. In
this presentation, we compare the results obtained using
multi-stage, embedded S-stable diagonally Implicit Runge-
Kutta (ESDIRK) time integrators to control time step ver-
sus more traditional, ad-hoc methods of time step control.
Additionally, we compare the effects of adapting time step
size within a given time step versus using adaptive time cri-
teria to only inform subsequent time step sizes. *This work

was performed under the auspices of the U.S. Department
of Energy by Lawrence Livermore National Laboratory un-
der Contract DE-AC52-07NA27344.
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MS142

A Fully Synchronous Domain Decomposed Trans-
port Algorithm with Splitting

We have developed a fully synchronous domain decom-
posed transport algorithm that allows particle splitting for
Monte Carlo radiation transport. This algorithm builds
upon previously developed asynchronous domain decom-
posed algorithms with splitting but allows for a fully syn-
chronous solve to avoid the race conditions that can occur
with load imbalances due to splitting. Scaling studies of
this algorithm on small clusters and on Titan at ORNL as
applied to several radiation transport problems of interest
will be performed and results will be reported. A sensitiv-
ity study to determine optimal algorithm parameters will
also be performed.
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MS143

Adjoint Sensitivity Analysis for Scale-Resolving
Turbulent Flow Solvers

Adjoint-based sensitivity methods are powerful design
tools for computational fluid dynamics. At the same time,
engineers are starting to use scale-resolving simulations like
Large-eddy simulations (LES) and direct numerical simu-
lations (DNS), which resolve more scales in complex flows
with unsteady separation and jets than Reynolds-averaged
Navier-Stokes (RANS) methods. However, the conven-
tional adjoint method computes large, unusable sensitiv-
ities for scale-resolving simulations, which unlike RANS
simulations exhibit the chaotic dynamics inherent in tur-
bulent flows. Sensitivity analysis based on Least-squares
shadowing (LSS) avoids the issues encountered by conven-
tional adjoint methods, but has a high computational cost
even for relatively small simulations [Q. Wang, R. Hui, and
P. Blonigan. Least squares shadowing sensitivity analysis
of chaotic limit cycle oscillations. Journal of Computa-
tional Physics, 267:210224, June 2014.]. The following talk
discusses a new, more computationally efficient formulation
of LSS and its application to turbulent flows simulated with
Eddy, a discontinuous-Galkerin spectral-element-method
LES/DNS solver [ L. Diosady and S. Murman, Higher-
order methods for compressible flows using entropy vari-
ables. AIAA Paper 2015-0294]. First, the new LSS formu-
lation, called Non-intrusive LSS, is outlined, followed by
a cost analysis of the method. Results are presented for
benchmark turbulent flows, including flow around a low-
pressure turbine blade.

Patrick J. Blonigan
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MS143

Adjoint and Tangent Methods in a Higher-Order
Space-Time Discontinuous-Galerkin Solver for Tur-
bulent Flows

We present a higher-order space-time discontinuous-
Galerkin solver for the scale resolving solution of com-
pressible turbulent flows. Tangent and adjoint methods are
presented for sensitivity analysis. We apply this solver for
the solution of compressible flows with increasing Reynolds
number. We demonstrate period doubling with increas-
ing Reynolds number and show the unbounded growth of
adjoint solutions as the flow becomes chaotic. The tan-
gent and adjoint methods described herein may be used as
part of more advanced sensitivity techniques such as least-
squares shadowing as will be presented in ”Adjoint Sensi-
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tivity Analysis for Scale-Resolving Turbulent Flow Solvers”
also in this mini-symposium.
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MS143

Sensitivity of Wakes Via Global Stability Analy-
sis, Covariant Lypanuov Vectors and Shadowing
Method

We apply two methods based on eigenvalue analysis to in-
vestigate the physics and sensitivity of chaotic bluff-body
wakes, obtained by high-fidelity fluid dynamics computa-
tions. First, we perform a global stability analysis by
calculating the eigenpairs of the Navier-Stokes operator
linearized around the mean flow, from laminar to turbu-
lent regimes. Although the analysis is mathematically re-
stricted to laminar flows, for which fixed points of the equa-
tions are well-defined, we qualitatively predict the domi-
nant dynamic features of the turbulent wake. The calcula-
tion of the adjoint eigenpairs enables the sensitivity calcu-
lation of control devices placed into the flow. Secondly, to
tackle turbulent wakes, we extend the global stability anal-
ysis by computing the Lyapunov covariant vectors and ex-
ponents. This method does not rely on mean flow assump-
tions, hence, it is suitable for the calculation of chaotic
flow sensitivities. We compare the Lyapunov eigenpairs
with the eigenpairs calculated by global stability analysis.
By using a non-intrusive method, the sensitivity of chaotic
wakes is calculated via the shadowing method. The pros
and cons of the two analyses are elucidated.
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Adjoint-Based Sensitivity Analysis of Unsteady
and Chaotic Flows in Fun3d

Abstract not available
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MS144

Lessons from Running Open Source Projects:
Building Sustainable Software and Sustainable
Communities

Computational science has given rise to quite a number of
open source software projects and libraries that have sev-
eral 100,000 or millions of lines of code, have been main-
tained over many years or decades, and are used by hun-
dreds or thousands of users. Given academic time scales,
both the user, developer, and maintainer base may be re-
placed several times over the lifetime of such projects. This
raises the question of how these projects can be built and
administered in a way that leads to sustainability both in
the code base and in the community that supports the
project. In this talk, we will share our experience in lead-
ing the deal.II project (see http://www.dealii.org/), a large
C++ library that supports finite element computations to
solve partial differential equations. In particular, we will
discuss our approach to forging and growing a community
of developers whose members are mentored to grow into
roles that allow them to replace those who rotate out of the
project. We will also discuss some of the technical aspects
that we believe are important for long-term sustainability
of open source software projects.
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MS144

The Research Software Engineer: An Emerging
New Role in Academia in the UK

Since 2012, in the UK, we have been defining a new role
in the academic ecosystem: the research software engi-
neer. Hypothesising that a key cause of problems with
reusability, readability and reliability of scientific software
has been the lack of a career structure for scientific pro-
grammers in universities, we have defined a new role and
title, and have been working to normalise this with insti-
tutions and research councils. The research software engi-
neer combines a strong scientific and mathematical back-
ground, and membership in the research community, with
a focus on best practice in software engineering, and is not
measured through traditional research performance met-
rics. Our work has resulted in a new fellowship call from
the UK Engineering and Physical Sciences research council,
establishing a prestigious new programme for future leaders
of scientific programming. Research Software Engineering
Groups, who collaborate with researchers in all fields to co-
create well engineered scientific software for problems, have
been established in several leading UK universities, includ-
ing Cambridge, Manchester, Sheffield, Southampton, Bris-
tol and University College London. Established scientific
programming groups in UK national laboratories are also
embracing the new title and professional status, helping
with the establishment of a sustainable new career struc-
ture. In this talk, we will share some experiences from the
four years of this campaign.

James Hetherington
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MS144

CSE Software Ecosystems: Critical Instruments for
Scientific Discovery

Software is an essential product of CSE research when com-
plex models of reality are cast into algorithms; moreover,
the development of efficient, robust, and sustainable soft-
ware is at the core of CSE. While the community is begin-
ning to embrace the fundamental role of open-source soft-
ware ecosystems to support CSE collaboration and enable
advances in scientific and engineering understanding, much
work remains to overcome challenges in software sustain-
ability and productivity. Difficulties arise from the con-
fluence of disruptive changes in computing architectures,
new opportunities for greatly improved simulation capa-
bilities, and demand for greater scientific reproducibility.
New architectures require fundamental algorithm and soft-
ware refactoring, while at the same time enabling new mul-
tiscale and multiphysics modeling, simulation, and analy-
sis. This presentation will introduce activities un-
der way throughout the community to address a variety of
technical and social issues in scientific software. We will
also highlight multipronged work in the IDEAS Scientific
Software Productivity Project to distill and promote best
practices in software engineering and productivity for CSE,
develop the xSDK as a foundation of a community CSE
software ecosystem, use these best practices and software
to achieve science advances (e.g., in subsurface flow with
hydrological and biogeochemical recycling), and engage the
community in collaborative contributions.
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MS144

Data Skills and Software Training to Enable Data-
Driven Discovery

Although petabytes of data are now available, most scien-
tific disciplines are failing to translate this sea of data into
scientific advances. The missing step between data collec-
tion and research progress is a lack of training for scientists
in crucial skills for effectively and reproducibly managing
and analyzing large amounts of data. Already faced with
a deluge of data, researchers themselves are demanding
this training and need to learn while on-the-job. They re-
quire training that is immediate, accessible, appropriate
for their level and relevant to their domain. This training
needs to include not only technical skills, but ways of think-
ing about data to provide learners with the knowledge of
what is possible along with the confidence to continue self-
guided learning. Short, intensive, hands-on Software and
Data Carpentry workshops give researchers the opportu-
nity to engage in deliberate practice as they learn these
skills, starting with strong foundational skills and receiv-
ing feedback as they learn. This model has been shown
to be effective, with the vast majority (more than 90%),
of learners saying that participating in the workshop was
worth their time and led to improvements in their data
management and data analysis skills. We have trained
over 20,000 learners since 2014 on 6 continents with over
700 volunteer instructors, with the goal of providing effec-
tive training that empowers researchers to turn data into
knowledge and discovery.

Tracy K. Teal
Data Carpentry
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MS145

Multi Space Reduced Basis (MSRB) Precondition-
ers for Large-Scale Parametrized PDEs

In this talk we present a new 2-level preconditioner for
the efficient solution of large-scale linear systems arising
from the discretization of parametrized PDEs. Our pre-
conditioner combines multiplicatively a reduced basis (RB)
coarse solver and a nonsingular preconditioner, such as
1-level Additive Schwarz, Gauss-Seidel or Jacobi precon-
ditioner. The proposed technique hinges upon the con-
struction of a new Multi Space Reduced Basis (MSRB)
method, where a RB space is built through proper orthog-
onal decomposition at each iteration of the Richardson or
the flexible GMRES method used to solve the large-scale
linear system. As a matter of fact, each reduced space is
suited to solve a particular iteration and aims at fixing the
scales that have not been treated by previous iterations
and the fine preconditioner yet. Not only, the RB error
decays exponentially fast for each space, thus yielding to
very small (compared to the dimension of the original sys-
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tem) reduced spaces. Since the RB accuracies obtained for
each space affect the overall convergence of the iterative
method in a multiplicative way, a very accurate solution of
the large-scale system can be computed in very few iter-
ations. Numerical tests have been carried out to evaluate
the performance of the preconditioner in different large-
scale modeling settings related to parametrized equations,
up to millions of degrees of freedom, and compared with the
current state-of-art algebraic multigrid preconditioners.
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MS145

Online Interpolation Point Refinement for Reduced
Order Models

A genetic algorithm procedure is demonstrated that re-
fines the selection of interpolation points of the discrete
empirical interpolation method (DEIM) when used for
constructing reduced order models for time dependent
and/or parametrized nonlinear partial differential equa-
tions (PDEs) with proper orthogonal decomposition. The
method achieves nearly optimal interpolation points with
only a few generations of the search, making it potentially
useful for online refinement of the sparse sampling used to
construct a projection of the nonlinear terms. With the ge-
netic algorithm, points are optimized to jointly minimize
reconstruction error and enable dynamic regime classifi-
cation. The efficiency of the method is demonstrated on
two canonical nonlinear PDEs: the cubic-quintic Ginzburg-
Landau equation and the Navier-Stokes equation for flow
around a cylinder. Using the former model, the procedure
can be compared to the ground-truth optimal interpolation
points, showing that the genetic algorithm quickly achieves
nearly optimal performance and reduced the reconstruction
error by nearly an order of magnitude.

Nathan Kutz
University of Washington
Dept of Applied Mathematics
kutz@uw.edu

Syuzanna Sargsyan
University of Washington
n/a

Krithika Manohar
University of Washington, USA
kmanohar@uw.edu

Steven Brunton
Princeton University

sbrunton@princeton.edu

MS145

Multifidelity Monte Carlo Estimation of Variances
and Sensitivity Indices

In variance-based global sensitivity analysis, sensitivity in-
dices are computed which attribute the variance of the out-
put of a forward model to the variance of its inputs, allow-
ing the inputs to be ranked in terms of importance. In
general, these sensitivity indices are unknown and must be
estimated, e.g. using Monte Carlo (MC) methods. When
the forward model is expensive to evaluate, the MC esti-
mation of the sensitivity indices may become prohibitively
expensive. To accelerate MC global sensitivity analysis, we
have developed new multifidelity Monte Carlo (MFMC) es-
timators for the variance of the forward model output and
the main and total effect sensitivity indices. Our MFMC
approach leverages surrogate models of varying fidelities to
accelerate the MC estimation. These surrogate models may
be of any type and we do not require any error estimates or
bounds for the surrogate predictions to be available to us.
Instead, minimal high-fidelity forward model evaluations
are used to maintain accuracy of the MFMC estimator. For
a fixed computational cost, our MFMC estimators exhibit
a mean-squared error reduction of 2-3 orders of magnitude
relative to their MC counterparts. We present results for
both analytical model problems as well as a groundwater
flow model problem.
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Nonlinear Model Order Reduction for Steady
Aerodynamic Design Applications

This talk introduces a framework for building and lever-
aging projection-based Reduced Order Models (ROMs)
for industrial-scale steady-state nonlinear Computational
Fluid Dynamics (CFD) applications involving shape pa-
rameters. The proposed framework is demonstrated for the
Reynolds-averaged Navier-Stokes equations past two para-
metrically deformed geometries: a commercial aircraft at
cruise conditions, and a passenger car at highway speed. In
these examples, the proposed ROM framework is shown to
predict integrated forces with accuracy similar to simple
data-fit approaches, and is shown to predict distributed
quantities with better accuracy than simple data-fit ap-
proaches. Computational speedups are reported to be four-
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to-five orders of magnitude relative to the original CFD
model.
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Regionally Implicit and Explicit Methods for the
Relativistic Vlasov-Maxwell System

In the relativistic limit, the Vlasov-Maxwell system intro-
duces numerical difficulties as explained in (Suzuki, 2010).
We develop an efficient solver for the relativistic Vlasov-
Maxwell (RVM) system in order to model laser-plasma in-
teractions; and in particular, the acceleration of electrons
or ions to relativistic energies. In doing so we expand on the
so called Locally Implicit Discontinuous Galerkin method
(LIDG) developed in (Qiu2005,a) by defining Regionally
Implicit Discontinuous Galerkin Methods. These methods
are parametrized by the region parameter r. For a given
cell, the region parameter determines how many neighbor-
ing cells (this collection of cells known as the region) will
provide information to the prediction step of the method.
We use a Rusanov Riemann solver on the interior of said
region and the interior cell values on the boundary of the re-
gion. We show that these methods allow a much larger CFL
number when compared to the LIDG method, and thus of-
fer a vastly improved efficiency over the LIDG method.
Here we introduce the methods for 1D and 2D problems
including optimal CFL choices, convergence tests, and dis-
cussion of nonlinear problems.
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Vector-Potential Finite-Element Formulations for
Two-Dimensional Resistive Magnetohydrodynam-
ics

Vector-potential formulations are attractive for electro-
magnetic problems in two dimensions, since they reduce
both the number and complexity of equations, particu-
larly in coupled systems, such as magnetohydrodynamics
(MHD). In this talk, we consider the finite-element for-
mulation of a vector-potential model of two-dimensional
resistive MHD. Existence and uniqueness are considered
separately for the continuum nonlinear equations and the
discretized and linearized form that arises from Newton’s
method applied to a modified system. Under some con-
ditions, we prove that the solutions of the original and
modified weak forms are the same, allowing us to prove
convergence of both the discretization and the nonlinear
iteration.
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A Least-Squares Approach to Two-Fluid, Electro-
magnetic Plasma

A two-fluid plasma (TFP) model is presented, both as a
stand-alone solver and as the preconditioner to a fully im-

plicit, particle-in-cell (PIC) simulation. The model cou-
ples fluid conservation equations for ions and electrons to
Maxwells equations. A Darwin approximation of Maxwell
is used to eliminate spurious light waves. After scaling
and modification, the TFP-Darwin model yields a nonlin-
ear, first-order system of equations whose Frchet deriva-
tive is shown to be uniformly H1-elliptic. This system is
addressed numerically by nested iteration (NI), a First-
Order System Least Squares (FOSLS) discretization, adap-
tive local mesh refinement, and scaled AMG system solver.
Numerical tests demonstrate the efficacy of this approach,
yielding an approximate solution within discretization er-
ror in a relatively small number of computational work
units.
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A Fast Linear-Time Higher-Order Unconditionally
Stable 2D Implicit Wave Equation Solver

In the current scientific computing era, computing solu-
tion to the wave equation is a basic need for several appli-
cations. Since finding analytical solutions is not an easy
task for most wave propagation problems, it is essential
to develop accurate and efficient numerical computation
tools. Towards the end, we have implemented an im-
plicit multi-dimensional wave equation solver which breaks
the Courant-Friedrichs-Lewy (CFL) time step restriction
and is highly efficient. The method is based on an A-
stable (to all orders) solver for the two way wave equation.
The formulation of the method is based on the Method of
Lines Transpose (MOLT) - a practical approach to Rothes
method - which starts by discretizing the problem in time
and then solving the resulting Helmholtz equation with
a Green’s function method. By leveraging an alternating
direction implicit (ADI) splitting and a fast convolution
method for the 1D Greens function, it can be shown that
the method has O(N) computational cost. High-order ac-
curacy is achieved through successive convolution. This
existing solver has been implemented and verified for 2D
constant and variable speed problems. In this talk we show
the extension of the method to the problem of general scat-
terers with non-reflecting boundary conditions, while as-
sessing the accuracy of our method on classical E.M. prob-
lems.
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MS147

Fourth Order Time Stepping Methods for Space
Fractional Nonlinear Schrodinger Equations

A fourth-order implicit-explicit time-discretization scheme
based on the exponential time differencing approach with a
fourth-order compact scheme in space is proposed for space
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fractional nonlinear Schrodinger equations. The stability
and convergence of the compact scheme are discussed. It is
shown that the compact scheme is fourth-order convergent
in space and in time. Numerical experiments are performed
on single and coupled systems of two and four fractional
nonlinear Schrodinger equations. The results demonstrate
accuracy, efficiency, and reliability of the scheme. A lin-
early implicit conservative method with the fourth-order
compact scheme in space is also considered and used on
the system of space fractional nonlinear Schrodinger equa-
tions.
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A Unified Spectral Method for Time and Space
Distributed FPDEs

We develop a unified spectral method of Petrov-Galerkin
sense for a general class of linear distributed-order frac-
tional partial differential equations (FPDEs) in any (d+1),
d ≥ 1, spatio-temporal dimensions. To efficiently solve
the corresponding linear systems, we also develop a unified
fast solver with optimal complexity. The proposed scheme
works with the same ease and efficiency for parabolic, el-
liptic, and hyperbolic problems.
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Sparse Approximation of Stochastic Tempered
Fractional Differential Equations

Compressive sensing has become a powerful addition to un-
certainty quantification in recent years. This talk employs
compressive sensing algorithms to obtain the sparse ap-
proximation of stochastic tempered fractional differential
equations. In particular, to reduce the high dimensional-
ity in stochastic space and enhance sparsity, we identify
new bases for random variables through linear mappings
such that the representation of the quantity of interest is
sparser with new basis functions associated with the new
random variables. This sparsity increases both the effi-
ciency and accuracy of the compressive sensing-based un-
certainty quantification method. Specifically, we consider
rotation-based linear mappings which are determined itera-
tively for Hermite polynomial expansions. We demonstrate
the effectiveness of the new method by solving stochastic
tempered fractional partial differential equations with more
than 50 random dimensions.
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Numerical Solution of Fractional Partial Differen-
tial Equations Via Hybrid Functions

A new numerical method for solving the fractional partial
differential equations is presented. The method is based
upon hybrid functions approximation. The Riemann-
Liouville fractional integral operator for hybrid functions is
given. This operator is then utilized to reduce the solution

of the fractional partial differential equations to a system of
algebraic equations. Illustrative examples are included to
demonstrate the validity and applicability of the technique.
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Algebraic Multigrid: Theory and Practice

This talk gives an overview of recent progress made in the
design and analysis of algebraic multigrid methods. The
focus is on the setup algorithm that automatically con-
structs the multilevel hierarchy used in the solve phase. A
sharp two-grid theory is introduced and then used to derive
various quality measures of the coarse spaces constructed
by the setup algorithm, based on the ideas of compatible
relaxation, a related identity that assumes the use of the
so-called ideal interpolation operator, and an optimal form
of classical algebraic multigrid interpolation that gives the
best possible two-grid convergence rate. Various numerical
results are presented to illustrate these theoretical results.
As a test problem, we focus on a finite volume discretiza-
tion of a scalar diffusion problem with highly varying (dis-
continuous) diffusion coefficient.
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Discretization-Accuracy Convergence for Full Al-
gebraic Multigrid

Full multigrid (FMG) is well known for converging to the
level of discretization accuracy in a single cycle for a wide
class of partial differential equations when the multigrid
hierarchy is derived from problem geometry. When apply-
ing an FMG cycle to a hierarchy generated by algebraic
multigrid (AMG), however, this scalable convergence to
discretization accuracy is usually lost. This talk examines
the cause of this loss and explores some improvements to
standard AMG interpolation that can restore single-cycle
convergence to discretization accuracy.
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Improved Robustness with Root-Node Algebraic
Multigrid

Algebraic multigrid (AMG) is a successful solver for a
range of problems, yet several types of applications still
challenge AMG, driving up the computational cost of
the method. Systems of PDEs, problems with strong
anisotropy, and non-symmetric problems all require addi-
tional aspects when constructing an effective solver. In this
talk, a method is presented for controlling cost, called root-
node AMG, which can be interpreted as both classical and
aggregation-style AMG. The basics of the root-node algo-
rithm will be outlined along with theoretical motivation
for the root-node approach. Numerical experiments will
be shown that demonstrate robustness of the root-node
solver for a range of problems, including systems of PDEs,
non-symmetric problems, and SPD problems with strong
anisotropy.
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MS148

Algebraic Multigrid for Non-Symmetric Linear
Systems

Algebraic multigrid (AMG) is a powerful solver for cer-
tain classes of large, sparse linear systems, Ax = b, often
arising from the discretization of PDEs. However, conver-
gence theory and most variations of AMG rely on A being
symmetric positive definite. Here, new theoretical results
for AMG applied to non-symmetric linear systems will be
presented. These results motivate a new variation on clas-
sical AMG for non-symmetric problems and further moti-
vate the known non-symmetric root-node AMG. Numerical
results for each involving advection-diffusion and upwind
discretizations of the transport equation will be presented,
demonstrating their potential as robust solvers for a wide
range of elliptic and hyperbolic PDEs
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MS149

A Finite Element Scheme for a Phase Field Model
of Nematic Liquid Crystals

We present a phase field model for nematic liquid crystals.
Our model couples the Cahn-Hilliard equation to Erick-
sen’s one constant model for nematic liquid crystals with
variable degree of orientation. We present a special dis-
cretization of the liquid crystal energy that can handle the
degenerate elliptic part without regularization. In order to
develop the finite element scheme, we derive a discrete gra-
dient flow by computing variational derivatives and setting
the discrete time derivatives equal to minus the gradient.
A convex splitting finite element scheme is used for the
Cahn-Hilliard equation. Additional care is needed to ac-
count for the coupling of the two systems. We prove that
our resulting finite element scheme is uniquely solvable and
unconditionally stable. We also present numerical simula-
tions to illustrate the method.
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MS149

Weak Free Surface Anchoring Model for Partially
Wetting Nanoscale Nematic Liquid Films

A weak free surface anchoring model is presented for a thin
nematic liquid crystals (NLC) film. Applying the long wave
approximation to the Leslie-Ericksen equations (an exten-
sion of the Navier-Stokes equations), a fourth order non-
linear partial differential equation is derived for the free
surface height. Unique to NLC are the dipole moments
of the molecules, which induce an elastic response in the
bulk of the film, and the anchoring (boundary) conditions
at the free surface and substrate. In general, the anchor-
ing conditions at the two interfaces are different. Satisfy-
ing the antagonistic conditions for very thin films incurs a
large energy penalty in the bulk of the fluid. To alleviate
this issue, we present a novel weak anchoring model, which
dynamically relaxes the free surface anchoring to that of
the substrate, as the thickness of NLC film decreases. Us-
ing linear stability analysis, we are able to draw a paral-
lel between the stability properties of our model, and the
so-called “forbidden film thicknesses” seen in experiments.
In addition, large-scale simulations are carried out using a
GPU, and the morphology of simulated dewetted films are
compared to experimental results.
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MS149

Biological Plywoods

This contribution presents recent results on the structure,
self-assembly, and functionality of biological plywood ma-
terials, an ubiquitous material organization found through-
out Nature, including plant cell walls, exocuticles of insects,
bone, and cornea. The key objective is to demonstrate the
principles used by Nature to develop multifunctional ma-
terials from simple rod-like filaments. A systematic mul-
tiscale modelling based on liquid crystal material physics
is used to characterize the formation of these plywoods
through chiral directed self-assembly. The role of orien-
tational diffusivity in the temporal kinetics is established.
In real system, second phases, curved confinements lead
to defects which are shown to follow topological features
determined by the plywoods architecture. We develop a
geometric modeling methodology to characterize the order
and orientation of the plywoods. The approach is validated
with cornea-like tissues and with the exocuticle of a bee-
tle.Finally we study the nano-wrinkling in surface layers
of biological plywoods, which are responsible for optical
functionalities and cell growth. In the former, we develop
and apply a model the explain the diffraction patterns and
color changes in tulips. Taken together, the results pro-
vide a quantitative understanding of the principles that
govern the formation of biological plywoods for armor and
strength as well as functionalities such as structural color.
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Finite Element Approximation of Nematic Liquid
Crystals with Variable Degree of Orientation

We consider the simplest one-constant model, put forward
by J. Ericksen, for nematic liquid crystals with variable
degree of orientation. The equilibrium state is described
by a director field n and its degree of orientation s, where
the pair (s,n) minimizes a sum of Frank-like energies and
a double well potential. In particular, the Euler-Lagrange
equations for the minimizer contain a degenerate elliptic
equation for n, which allows for line and plane defects to
have finite energy. We present a structure preserving dis-
cretization of the liquid crystal energy with piecewise linear
finite elements that can handle the degenerate elliptic part
without regularization, and show that it is consistent and
stable. We prove Γ-convergence of discrete global minimiz-
ers to continuous ones as the mesh size goes to zero. We de-
velop a quasi-gradient flow scheme for computing discrete
equilibrium solutions and prove it has a strictly monotone
energy decreasing property. We present simulations in two
and three dimensions to illustrate the method’s ability to
handle non-trivial defects. Our results include electric and
colloidal effects. This work is joint with R.H. Nochetto and
S. Walker.
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MS150

Toward Distributed Eigenvalue and Singular Value
Solver Using Data Flow System

The computation of the Eigenvalue problems and Singular
Value Decomposition, has a long history, with many im-
provements over the years, both in implementations and al-
gorithmically. To address cache-based memory hierarchies,
it was reformulated to use Level 3 BLAS in the LAPACK
library. ScaLAPACK was introduced to take advantage of
distributed computing. Algorithmi- cally, the divide and
conquer algorithm reduced the number of operations. Still,
methods remained memory bound, so two stage algorithms
were developed recently to reduce memory operations and
increase the com- putational intensity. We investigate the
impact of these changes by testing various historical and
current implementations on a common, modern multicore
machine and a distributed computing platform.
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MS150

Communication Avoiding and Synchronous Reduc-
ing Techniques for Dense Parallel Eigenvalue Solver

Recently and in near-future, communication latency be-
comes a significant and severer bottleneck in parallel com-
puting. A lot of communication optimization techniques
such as communication reduction, avoidance and hiding
could be applied for parallel numerical libraries as well as
parallel simulation codes. In this study, we demonstrate
several strategies or remarkable reduction of the amount
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of communication latency focused on eigenvalue solver,
EigenExa. We confirmed that the optimized routines for
the Householder tridiagonalization show good performance
improvement up to 20 to 50 percentage compared with the
naive implementation when we use more than a thousand
nodes on the K computer.
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Computing a Partial SVD of General Matrices

It is well known that the SVD of a real matrix A, A =
USV T , can be obtained from the eigenpairs of the matrix
CV = ATA or CU = AAT . Alternatively, the SVD can
be obtained from the eigenpairs of the augmented matrix
CUV = [0 A;AT 0]. This formulation is particularly at-
tractive if A is a bidiagonal matrix and only a partial SVD
(a subset of singular values and vectors) is desired. This
presentation focuses on CUV formed with bidiagonal matri-
ces, discusses how tridiagonal eigensolvers can be applied
in that context, and significant savings that can be thus
propagated to the SVD of general matrices. The presenta-
tion will also discuss opportunities for parallelism, accuracy
and implementation issues.
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Towards Materials Design with Extreme-Scale
Quantum Simulations

With ever improving accuracy of ab initio electronic struc-
ture methods, quantum simulations have now become a
predictive tool that can be used to search for new mate-
rials with desired properties. For simulations tools to be
relevant for such searchers, calculations for individual com-
pounds have to be very reliable and optimized to minimize
the machine and energy footprint, as they have to be re-
peated automatically tens or hundreds thousands of times.
Today, this can be accomplished with clusters that have
hybrid CPU-GPU nodes. We will discuss the algorithmic
developments that were necessary to run modern electronic
structure codes on such systems.
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MS151

Stochastic Collocation Methods Via Compressive
Sensing and Its Applications in Uncertainty Quan-
tification

Stochastic computation has received intensive attention in
recent years, due to the pressing need to conduct uncer-
tainty quantification (UQ) in practical computing. One
of the most widely used techniques in UQ is general-
ized polynomial chaos. In this talk, we will discuss col-
location method via compressive sampling for recover-
ing sparse polynomial chaos expansions (PCE) using ran-
domized quadratures. The framework includes both the
bounded measures such as the uniform and the Chebyshev
measure, and the unbounded measures which include the
Gaussian measure. We provide theoretical analysis on the
validity of the approach. Several numerical examples are
given to confirm the theoretical results.
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Multivariate Quadrature Rules for Correlated Ran-
dom Variables

Numerical quadrature is ubiquitous in computer science
and engineering. A number of techniques, such as sparse
grids and cubature rules, are available for computing inte-
grals of tensor-product measures, however integrating func-
tions parameterized by correlated variables is much more
difficult. In this talk I will present a gradient-based opti-
mization approach for computing multivariate quadrature
rules for correlated variables and arbitrary shapes. The
efficacy of this method will be demonstrated with various
numerical examples motivated by a number of challenges
faced when quantifying uncertainty.
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Effective Quadratures: Least Squares Polynomials
for Parametric Studies

We present a new sampling strategy for constructing poly-
nomial chaos approximations for expensive physics sim-
ulation models. The proposed approach, effectively sub-
sampled quadratures involves sparse subsampling an exist-
ing tensor grid using QR column pivoting such that well-
conditioned least squares estimates can be computed. We
also demonstrate how to construct gradient-enhanced poly-
nomial approximations using the same subsamples.
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Gradient-Enhanced Stochastic Collocation Meth-
ods for Uncertainty Quantification

The talk is concerned with stochastic collocation methods
with the gradient information, namely, we consider the case
where both the function values and derivative informations
are avaliable. Particular attention will be given to discrete
least-squares and the compressive sampling methods. Sta-
bility results of these approaches will be presented.
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MS152

Homogenization of the Transmission Eigenvalue
Problem for a Periodic Media

In this talk we consider the inverse acous-
tic/electromagnetic scattering problem of determining
information about the macro and micro-structure of a
periodic media where the period is characterized by a
small parameter. To this end, we study the transmission
eigenvalue problem as the small parameter tends to zero
to obtain the homogenized eigenvalue problem. This is a
is non-linear and non-selfadjoint eigenvalue problem which
makes its investigation mathematically challenging. We
prove (weak) convergence of the eigenvalues/functions as
well as show that the effective material properties can be

determined by the measured homogenized transmission
eigenvalues.
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An Introduction to Interior Transmission Eigenval-
ues and Non-Destructive Testing

The efficient numerical calculation of interior transmission
eigenvalues is a challenging task due to the fact that the
corresponding interior transmission problem is neither el-
liptic nor self-adjoint. It is explained what interior trans-
mission eigenvalues are, how they can be computed to
high accuracy with boundary integral equations, and how
they can be used to visualize the interior of a given three-
dimensional object which is the aim in non-destructive test-
ing in order to uncover location, size, and geometry of inho-
mogeneities. Additionally, some open problems both from
the theoretical and practical point of view are illustrated.
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Spectral Results of the Interior Transmission
Eigenvalues for Maxwell’s Equations

We consider the transmission eigenvalue problem for
Maxwell’s equations corresponding to non-magnetic inho-
mogeneities with contrast in electric permittivity that has
fixed sign (only) in a neighborhood of the boundary. Fol-
lowing the analysis made by Robbiano in the scalar case we
study this problem in the framework of semiclassical analy-
sis and relate the transmission eigenvalues to the spectrum
of a Hilbert-Schmidt operator. Under the additional as-
sumption that the contrast is constant in a neighborhood of
the boundary, we prove that the set of transmission eigen-
values is discrete, infinite and without finite accumulation
points. A notion of generalized eigenfunctions is introduced
and a denseness result is obtained in an appropriate solu-
tion space.
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A Spectrum Projection Method for Transmission
Eigenvalues

In this talk, we consider a nonlinear integral eigenvalue
problem, which is a reformulation of the transmission
eigenvalue problem arising in the inverse scattering theory.
The boundary element method is employed for discretiza-
tion, which leads to a generalized matrix eigenvalue prob-
lem. We propose a novel method based on the spectral pro-
jection. The method probes a given region on the complex
plane using contour integrals and decides if the region con-
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tains eigenvalue(s) or not. It is particularly suitable to test
if zero is an eigenvalue of the generalized eigenvalue prob-
lem, which in turn implies that the associated wavenumber
is a transmission eigenvalue. Effectiveness and efficiency of
the new method are demonstrated by numerical examples.
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Title Not Available at Time of Publication

Abstract not available
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Numerical Methods for the Chemotaxis Models
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Convergence Estimates for the Approximation of
Scalar Conservation Equations

Abstract not available
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Computational Efficiency of a Parallel High-Order
Spectral Method for 3D Water Wave Simulations

CFD- or finite-element-type simulations of the three-
dimensional non-linear evolution of ocean and coastal
waves are still widely impractical on todays high perfor-
mance computers because of the complexity of the under-
lying equations. A common simplifying assumption is that
the fluid is inviscid and incompressible, and the flow is ir-
rotational which leads us to have to solve Laplace equa-
tion with boundary conditions at the free surface. For
reasons of computational efficiency, we propose to solve
the latter with a high-order spectral model (HOSM) to ac-
curately simulate relevant processes within an acceptable
amount of computing time. In fact, we are going to present
a MPI parallel HOSM that is capable of simulating non-
linear wave interaction and effects that originate from a
non-trivial bathymetry profile. In its current optimized
version, the computation of the bottom influence and the
global communications needed for the fast Fourier trans-
forms (FFTs) are two major limiting factors. We are go-
ing to discuss recent computational improvements that we
have undertaken in order to reduce runtime and increase
efficiency and parallel scalability on a supercomputer. This
includes rearranging indices and loops, exploring the via-
bility of using single as opposed to double precision as well

as reducing the number of FFTs involved in the computa-
tions.
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Requirements and Progress Towards Answering
the Big Questions in Storm Surge Modelling

Coastal hazards are a growing problem worldwide due to
not only the current and projected sea-level rise but also
due to increasing populations and economic dependence
on coastal areas. Today, coastal hazards related to strong
storms are one of the most frequently recurring and wide
spread hazards to coastal communities today. In partic-
ular storm surge, the rise of the sea surface in response
to wind and pressure forcing from these storms, can have
a devastating effect on the coastline. Furthermore, with
the addition of climate change related effects, the ability
to predict these events quickly and accurately is critical
to the protection and sustainability of these coastal areas.
Computational approaches to this problem must be able
to handle its multi-scale nature while remaining compu-
tationally tractable and physically relevant. In this talk
I will outline some of the approaches we are developing
to address the issues faced by computational models of
storm surge including the use of adaptive mesh refinement,
and embedded sub-scale physics. Combining these new ap-
proaches promises to address some of the problems in cur-
rent state-of-the-art models while continuing to decrease
the computational overhead needed to calculate a forecast
or climate scenario.
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Scaling at Exascale in Blended Isogeometric,
Discontinuous Galerkin, and Particle-in-Cell Ap-
proaches

Recent HPC studies performed on various architectures
will be presented, including on second generation Xeon
Phi Knights Landing (KNL) processors. This will in-
clude studies on a general coprocessor based code called
ArcSyn3sis, that runs blended isogeometric discontinu-
ous Galerkin methods using the Open Concurrent Com-
pute Abstraction (OCCA) library. Next work being per-
formed on a discontinuous Galerkin shallow water solver,
DGSWEM, using an asynchronous MPI alternative called
High Performance ParalleX (HPX) will be presented. And
finally, we will discuss results from a pair of particle-in-
cell gyrokinetic solvers XGC1 and XGCa, that utilize the
Adaptable IO System (ADIOS).
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Multiscale Flood Simulations in Urban Regions

Risk assessment and prediction of floods in complex envi-
ronmental settings, like urban environments, is a challeng-
ing task, especially when done in real time. While often
(simplified) hydrological models coupled with meteorolog-
ical models for precipitation input are sufficient, they are
no longer valid when three-dimensional effects take place
in the flow and considerably impact the flow dynamics.
In such situations, a full three-dimensional solution is in-
dispensable to obtain a sufficiently correct prediction of
flow variables. Within our researches, floods and impact of
floods on infrastructure should be predicted, reaching from
the river down to the scale of the built infrastructure, such
as railway, subway, tunnels, waste water channels, build-
ings, and building infrastructure. A real-time simulation
based on an efficient and transparent 2D–3D coupling for
an integrated prediction of local flows together with large
scale flow dynamics should therefore support experts for
a better protection against extreme flood events, allowing
him or her to interactively explore and evaluate various
scenarios and, thus, enabling decision makers to decide on
a new level of information detail and accuracy.
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MS155

Fast Charge Equilibration Solvers for Polarizable
Force Fields

Polarizable and reactive force fields which incorporate dy-
namic charges into their molecular models have been shown
to address the shortcomings of classical force fields that
define static charges and static bonding topologies. A
crucial component of polarizable and reactive force fields
is a charge distribution model. Accurate solution of the
charge distribution problem, as formulated by several dif-
ferent models proposed to date, manifests itself as large-
scale sparse linear systems. Krylov subspace methods em-
ployed to solve these systems represent a significant lim-
itation in terms of solution time and scalability in large
simulations. In this talk, we will discuss our recent efforts
to accelerate the convergence rate of these iterative tech-
niques via scalable thread parallel Incomplete LU based
preconditioning methods. We will present extensive nu-
merical tests regarding the trade-offs involved in choosing
a good preconditioner and its efficient implementation on
shared memory computers. While our focus has been on
the Charge Equilibration (QEq) model, preliminary results
suggest that our techniques can be highly useful for more
complex models such as SQE and ACKS2.
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Greatly Scalable Multiple-Copy Enhanced Sam-
pling Algorithm on Massively Parallel Computing

One broad strategy to improve sampling relies on multiple
copies to enhance sampling efficiency of MD. Multiple copy
algorithms adopt a divide-and-conquer strategy to execute
the desired computation with massive parallel resources.
We report a robust implementation of generalized multi-
ple copy algorithms for molecular dynamics simulations in
the greatly scalable program NAMD that is on the par-
allel programming system charm++. Multiple concurrent
NAMD instances are launched with internal partitions of
charm++ and located continuously within a single commu-
nication world. Communication between NAMD instances
are executed by low-level point-to-point communication
functions and further implemented in NAMDs Tcl script-
ing interface. The communication enabled Tcl scripting
provides a sustainable application interface for end user to
realize generalized multiple copy enhanced sampling with-
out modifying source code. Novel applications of enhanced
sampling algorithms with fine-grained inter-copy commu-
nication structure, including replica exchange solute tem-
pering, global lambda exchange along an absolute alchem-
ical reaction path, Hamiltonian exchange umbrella sam-
pling of complex collective variables in multidimensional
order parameter space and string method with swarms-of-
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trajectories, were carried out on Mira, a 10 flops IBM Blue
Gene/Q supercomputer, to demonstrate the versatility and
massive scalability of the present implementation.
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Scalable, Reproducible and Fast Quantum and Re-
active Molecular Dynamics Simulations

We have developed a divide-conquer-recombine algorithmic
framework for large quantum molecular dynamics (QMD)
and reactive molecular dynamics (RMD) simulations. The
framework is globally scalable and reproducible, as well as
locally fast, on current and future computing platforms,
with minimal architectural assumptions. The framework
has achieved parallel efficiency over 0.98 on 786,432 IBM
Blue Gene/Q processors for 39.8 trillion electronic degrees-
of-freedom QMD in the framework of density functional
theory and 67.6 billion-atom RMD. We will discuss several
applications including (1) 16,616-atom QMD simulation of
rapid hydrogen production from water using metallic alloy
nanoparticles, (2) 6,400-atom nonadiabatic QMD simula-
tion of exciton dynamics for efficient solar cells, and (3)
112 million-atom RMD simulation of metacarbon synthe-
sis by high temperature oxidation of SiC nanoparticles. We
will also discuss the merger of exaflop/s high performance
computing and exabyte big data anaytics for the discovery
of new materials at our MAterials Genome Innovation for
Computational Software (MAGICS) center.
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Performance Issues for Modeling Materials via
Molecular Dynamics on Current and Future Hard-
ware

Optimizing our LAMMPS molecular dynamics (MD) code
for current and future accelerator hardware (many-core,
GPU, KNL, etc) has been challenging because of the wide
variety of materials models (force fields) it supports for
both pairwise and manybody interactions. I’ll discuss some
of our successes and challenges, as well as lessons learned.
This includes creation of hardware-specific code (for CPU,
GPU, Phi), as well as efforts to use Kokkos, a Sandia-
developed library which attempts to insulate applications
like MD codes from hardware details. I’ll also describe
load-balancing strategies that work well for MD, especially
for coarse-grained material models, and on-the-fly visu-
alization ideas which we’ve found particularly useful for
large-scale particle simulations, including MD.
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Monitoring HPC Systems for Improving Efficiency

Performance variations are becoming more prominent with
new generations of HPC machines. Understanding these
variations and resilience to anomalous application behav-
ior are critical challenges for extreme-scale computing. To
address these challenges, data collection systems gather de-
tailed information about system resources. This data is
applicable to a wide range of tasks including identification
of applications, anomalous/malicious behavior, and per-
formance variation root causes. This talk introduces our
recent work to address two key problems: 1) automatic
detection of anomalous HPC application behavior and 2)
automatic identification of observed performance anomaly
root causes. To address the first problem, we build semi-
supervised classification models that represent healthy ap-
plication behavior and enable identifying deviation from
the defined norm. To tackle the harder second problem, we
train classification models using well-documented anoma-
lous application behavior and match suspicious application
behavior to the previously labeled anomalies. To efficiently
identify anomalies, we perform statistical analysis to create
definitive features. The high-dimension, noisy, and high
volume of the data make analysis a challenge. Thus we
apply clustering and feature extraction to reduce the di-
mensionality of the feature space covered by the employed
machine learning algorithms. This talk presents results
based on data collected on our local clusters and DOE ma-
chines.

Ayse Coskun
Boston University
Electrical and Computer Engineering Department
acoskun@bu.edu

MS156

Analysis of User Job Level Performance Data Us-
ing XDMoD with Application Kernels

HPC systems are a complex combination of hardware
(servers, networks, storage) and software, and it is desirable
to have a way to continuously ensure that the infrastruc-
ture is running with optimal efficiency as well as the ability
to proactively identify underperforming hardware, system
software, and user jobs. XDMoD, through integration with
monitoring frameworks such as TACC Stats, Performance
Co-Pilot, and Ganglia, allow end-users and system support
personnel to obtain detailed job level information for all
jobs running on the HPC resource. In addition to job level
performance data, XDMoD, through the implementation
of benchmark application kernels, provides diagnostic in-
formation on system wide performance.While application
kernel data are used by XDMoD as a quality assurance
tool, they are inherently an ideal probe of the status of
the system and provide primary information on all system
contentions issues that a typical user would encounter. An
analysis of application kernel run data will be presented
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along with the implications of this analysis.

Thomas Furlani
State University of New York at Buffalo
furlani@buffalo.edu

MS156

Network Congestion: Challenges and Approaches
to Understanding Application Impact

In large-scale HPC systems, contention for shared resources
is a major cause of performance variability. Analysis of
continuous system-wide state information is necessary for
understanding the conflicting demands for shared resources
and for assessing the resultant impact on application per-
formance. Such analysis requires obtaining right-fidelity
system data and accounting for adaptive mechanisms in
system software and dynamic system workloads. In this
work, we present our methods for data collection, conges-
tion analysis, and application impact assessment as they
have been applied to large-scale platforms, both during
production and in controlled experiments, across multiple-
generations of networks. We present challenges and op-
portunities in enabling continuous, run-time operational
analysis of network state and potential application impact
and in using such data to improve system operations.

Ann Gentile, James Brandt, Anthony Agelastos,
Benjamin Allan
Sandia National Laboratories
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MS156

Detecting Application Interference Through Sys-
tem Log Analysis with Spark

Performance variability on HPC platforms is a critical is-
sue with serious implications on the users: irregular run-
times prevent users from correctly assessing performance
and from efficiently planning allocated machine time. The
hundreds of applications concurrently sharing thousands of
resources escalate the complexity of identifying the causes
of runtime variations. On production systems, implement-
ing trial-and-error approaches is practically impossible. On
that account, making use of existing information represents
a preferable path to solution. Cray systems collect large
amounts of data related to user applications, data that
can be highly valuable for understanding performance vari-
ability. Novel analytics tools enable the exploring of ways
to use the data for identifying and understanding perfor-
mance variability. In this context, we have developed a
Spark-based tool for analyzing system logs with the goal
of identifying applications that show high variability (vic-
tims) and applications potentially causing the variability
(aggressors). Understanding the nature of both types of
applications is crucial to developing a solution to these
issues. This talk goes through the different steps of the
analysis (data aggregation and filtering, victim and aggres-
sor detection, validation) and the configuration parameters
that help refine the search space. The analysis was imple-
mented using Sparks RDD and DataFrame API and was
tested on data coming from production systems.

Diana Moise
Cray, Inc.

dmoise@cray.com

MS157

Quantitative Assessment of Transportation Net-
work Vulnerability with Dynamic Traffic Simula-
tion Methods

Safe, secure, and reliable operation of our nation’s trans-
portation networks is critical for sustaining modern society.
This includes mitigating congestion and assessing impacts
of natural, accidental, and intentional disruptions to such
networks. Past research on transportation network vul-
nerability has primarily focused on static traffic models,
many of which are formulated as traditional optimization
problems. However, transportation networks are dynamic
because their usage varies over time. As a result, a realis-
tic characterization of network vulnerability must account
for these dynamic properties. This talk describes a dy-
namic traffic simulation-based approach to assess the vul-
nerability of transportation networks to disruptions. The
approach includes prioritization of critical links over time
and is generalizable to the case where both link and node
disruptions are of concern. Motivating case study examples
are presented and insights into the time varying criticality
of links are discussed.

Venkateswaran Shekar
University of Massachusetts Dartmouth
vshekar@umassd.edu

Samrat Chatterjee
National Security Directorate
Pacific Northwest National Laboratory
samrat.chatterjee@pnnl.gov

Mahantesh Halappanavar
Pacific Northwest National Laboratory
mahantesh.halappanavar@pnnl.gov

Lance Fiondella
University of Massachusetts Dartmouth
lfiondella@umassd.edu

MS157

Dynamic Brain Networks

Current functional neuroimaging (fMRI) studies focus pri-
marily on correlational network analyses, though some still
apply classical frequency analysis methods. Few, however,
consider global spatiotemporal patterns of cortical activity
beyond identifying groups of voxels whose signals fluctuate
together. In this talk, I will discuss a recently developed
modal decomposition algorithm called Dynamic Mode De-
composition (DMD) and its applicability to study global
brain activity patterns of fMRI data acquired by the Hu-
man Connectome Project (HCP). DMD was developed by
Schmid [J. Fluid Mech., 2010] as an equation-free method
to model the behavior of complex dynamical systems to
identify spatially coherent modes in a flow field. Impor-
tantly, each mode is associated with an eigenvalue defining
a unique frequency of oscillation and growth/decay rate.
So far, DMD has been applied to the analysis of brain sleep
spindles using EEG in a small data set by Brunton et al.
[arXiv, 2014], but has not yet been applied in a large-scale
population study or to high-resolution fMRI data such as
that acquired by the HCP. I will discuss how we can use
DMDs dynamic modes to build new graphical representa-
tions of the cortex, and also how we can use them to shed
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light on the relationship that various factors like age and
neurological disorders (such as Alzheimers and Schizophre-
nia) have with brain function.
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University of Washington
keschenb@uw.edu

Tom Grabowski
Integrated Brain Imaging Center
University of Washington
tgrabow@uw.edu

David Haynor
Dept. Radiology
University of Washington
haynor@uw.edu

MS157

Advances in Algorithms and Applications for Dy-
namic Graphs

Over the last decade, dynamic graph formulations have
emerged in multiple application sectors. In social net-
working, the webs for connectivity and social discourse are
maintained as complex networks that continuously evolve
at rates that make them intractable to store, let alone an-
alyze. In life sciences, high-throughput technologies for
genotyping, phenotyping and imaging are being deployed
at massive scales, in order to capture dynamic data at var-
ious scales. Similar trends also persist in other domains-
e.g., cybersecurity, urban networks. While the machin-
ery to collect dynamic data at scale have made significant
strides, software capabilities and in particular, algorithmic
modeling and network characterizations are mostly in their
nascent stages. In this introductory talk, we will provide
an overview of some of the notable algorithmic advances
for dynamic networks analysis, as motivated by several ap-
plication use-cases in the life sciences, cybersecurity and
brain imaging. Specifically, we will focus on algorithms for
community detection, graph matching, and network com-
parison, and their related challenges. Of emphasis will be
to explore the connections (or gaps thereof) between algo-
rithmic modeling and real world application. The talk will
be followed by other talks that serve to highlight a subset of
the specific application use-cases in more depth. The sec-
ond part of the mini-symposium will focus on algorithms
and network models for dynamic graph analyses.

Ananth Kalyanaraman
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MS157

Dynamic Networks of Microbial Biofilms

Cell-based therapeutics is a key component of precision
medicine, i.e., the new paradigm for disease prevention and
treatment aimed at providing customized healthcare solu-
tions on a patient-by-patient basis. While there has been
significant progress towards understanding the cellular be-
havior and controlling individual cells, our understanding
still lacks a computational framework able to capture the
population-level cell interactions and emerging behaviors

that are critical to fighting diseases like antibiotic-resistant
infections or cancer. In this talk, we bring a new perspec-
tive on molecular communication and nano-networking at
population-level (as opposed to single cell-level) which is
critical to engineer cells behavior, reprogram the cell-cell
communication, and develop new strategies to control the
dynamics of population of cells. In particular, we discuss
the significance of the network-based approach to explore
the subtleties of bacteria inter-cellular network and its im-
plications to biofilm dynamics. Indeed, as computational
models become more and more powerful, a network-centric
approach to studying cell populations can improve our un-
derstanding their social behaviors and possibly help con-
trolling the infectious diseases they cause. This is a major
step towards developing new drugs and targeted medical
treatments to fight biofilm-related infections.
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MS158

A Model Reification Approach to Fusing Informa-
tion from Multifidelity Information Sources

Engineers often have a variety of models available to aid in
any given task. Typically, one of these models is used based
on its cost and fidelity. We present a method that utilizes
fused information from multiple models that results in su-
perior predictive performance than any of the constituent
models. Our methodology first estimates the correlation
between each model using a reification procedure and then
fuses the available information in a Bayesian sense.
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Texas A&M
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MS158

A Bayesian Approach to Optimal Coupling of Mul-
tidisciplinary Models

Design of complex engineering systems requires coupled
analyses of multiple disciplines. In many cases, disciplines
may be weakly coupled, so that some of the interaction
terms can be neglected without significantly impacting the
accuracy of the system output while reducing the compu-
tational cost of using the model for design optimization
and/or uncertainty quantification. As a result, we propose
a new Bayesian approach based on Sequential Monte Carlo
that balances accuracy and complexity to find optimal sys-
tem coupling.
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MS158

Multi-Information Source Optimization with Un-
known Constraints

In the constrained multi-information source optimization
problem we study an optimization task where our goal
is to optimize a design specified by multiple parameters
under unknown constraints. Both the objective and the
constraints are expensive-to-evaluate black-box functions.
However, we also have access to a variety of information
sources that offer cheaper approximations, e.g., numerical
simulations that employ models of the true functions of
varying complexity. These information sources are subject
to model discrepancy, i.e. their internal model inherently
deviates from reality. Note that our notion of model dis-
crepancy goes considerably beyond typical observational
noise that is common in multi-fidelity optimization: in our
scenario information sources can be biased and are not re-
quired to form a hierarchy. We present a novel algorithm
that is based on a rigorous mathematical treatment of the
uncertainties arising from the model discrepancies. Its op-
timization decisions rely on a stringent Bayesian value of
information analysis that trades off the predicted benefit
and its cost. Moreover, we present an experimental eval-
uation demonstrating that our method consistently out-
performs the state-of-the-art techniques: it finds designs of
considerably higher objective value and additionally inflicts
less cost in the exploration process.
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Cornell University
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Reducing the Error of Monte Carlo Algorithms by
Learning Control Variates

Control variates are a powerful technique to reduce the
error of Monte Carlo, but conventionally it is necessary
to know a good function approximation a priori. Stacked
Monte Carlo (StackMC) is a post-processing technique that
overcomes this limitation by constructing a control variate
from data samples. This talk shows extensions to StackMC
for use with importance sampling, Latin-hypercube sam-
pling and quasi-Monte Carlo sampling, as well as use with
multiple fitting functions and discrete input spaces.

David Wolpert
Santa Fe Institute
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MS159

A Multiscale, Coulomb Collision Machine-Learning
Approach for Particle-in-Cell Plasma Algorithms

Coulomb collisions in plasmas are governed by the Landau-
Fokker-Planck equation. Collision modules in PIC sim-
ulations are typically Monte-Carlo-based. Monte Carlo
is attractive for its simplicity, efficiency in multiple di-
mensions, and conservation properties. However, it is
noisy, of low temporal order (typically O(

√
Δt), and has

to resolve the collision frequency for accuracy [Dimits, et.
al., JCP, 228 (2009)]. In this study, we explore a non-
stochastic, multiscale alternative to Monte Carlo for PIC.
The approach is based on a Green-function-based refor-
mulation [Hu, Krommes, PoP, 1 (1994)] of the Vlasov-
Fokker-Planck equation, which can be readily incorporated
in modern multiscale collisionless implicit PIC algorithms
[Chen, Chacón, and Barnes, JCP, 230 p.7018 (2011);
Chen, Chacón, CPC, 185 (2014); Chen, Chacón, CPC,
197 (2015)]. An asymptotic-preserving operator-splitting
approach allows the collisional step to be treated indepen-
dently from the particles while preserving the multiscale
character of the method. A significant element of novelty
in our algorithm is the use of machine learning strategies
to avoid a velocity space mesh for the collision step [Yoon
and Chang, PoP, 21 (2014)]. The resulting algorithm is
non-stochastic and first-order-accurate in time. We will
demonstrate the method with several relaxation examples.

Luis Chacon, Guangye Chen
Los Alamos National Laboratory
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MS159

Spectral Methods for Multiscale Plasma Physics
Simulations

The Vlasov-Maxwell (VM) equations are extremely chal-
lenging numerically because of their high dimensionality,
nonlinearities and the wide disparity of spatial and tem-
poral scales. In this work, we present a spectral method
for the VM equations based on a decomposition of the
plasma phase-space density in Hermite or Legendre modes.
It leads to a truncated system for the expansion coefficients
(i.e. moments). Its most important feature is that, with
a suitable spectral basis, the low-order moments are akin
to the typical moments (mass, momentum, energy) of a
fluid/macroscopic description of the plasma, while the ki-
netic/microscopic physics can be retained by adding more
moments. In addition, spectral convergence, stability and
exact conservation laws in the limit of finite time step can
be proven. Selected results illustrating the properties and
the potential of the method will be presented. A compar-
ison between PIC and the spectral method on standard
electrostatic test problems shows that the spectral method
can be orders of magnitude faster/more accurate than PIC.
Some attempts to optimize the spectral decomposition in
velocity space and multi-dimensional fully electromagnetic
tests with efficient preconditioning techniques will also be
presented. With the built-in fluid/kinetic coupling and fa-
vorable numerical properties, spectral methods might offer
an optimal way to perform accurate large-scale simulations
including microscopic physics.

Gian Luca Delzanno, Gianmarco Manzini
Los Alamos National Laboratory
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MS159

Fluid-Kinetic Coupling with the Hermite-Fourier
Spectral Method

The Hermite-Fourier spectral method for solving the
Vlasov-Maxwell equations combines the fluid and kinetic
approaches into one framework. In fact, the method links
near-Maxwellian plasmas that can be represented with very
few moments (fluid description) with plasmas where the
kinetic physics drives strong non-Maxwellian behavior and
therefore many moments are needed for an accurate rep-
resentation of the distribution function. In this work, we
show first how the Hermite-Fourier spectral method com-
bines the fluid and kinetic plasma models and second how
to transition continuously from one description to the an-
other one by increasing/decreasing the number of Her-
mite functions dynamically during the simulation. Finally,
the applications of such adaptive Hermite-Fourier spectral
method are discussed.
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MS159

Hybrid Method and Its Applications to Selected
Problems in Space Physics

In many problems in space, astrophysical, and laboratory
plasma the dominant kinetic effects are associated with
ions. For such problems, the so-called hybrid class of meth-
ods provides an efficient description. Hybrid approxima-
tion retains full kinetic treatment of the ions using a Vlasov
equation, but approximates electrons using a fluid model,
for example as a massless fluid with a prescribed equation
of state. As a result, the spatial and temporal scales asso-
ciated with kinetic electron physics are removed from the
problem. In this talk, I will review the method and will dis-
cuss its advantages and disadvantages using several practi-
cal examples drawn from space physics. Specifically, I will
describe applications of a hybrid particle-in-cell method to
global simulations of the Earths magnetosphere and plasma
turbulence.

Vadim Roytershteyn
Space Science Institute
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Mathematical Models for the Correspondence
Problem

We introduce the fascinating correspondence problem also
known as image registration. Roughly spoken, the goal is
to automatically establish correspondences between points
in different projections of a scene. In particular in medi-
cal imaging, this problem is very important and used for
applications such as motion correction or data fusion. Sev-
eral examples displaying different facets of the problem are
discussed. A mathematical framework for the correspon-
dence problem is outlined. Starting point is a variational
formulation, where a joint energy is to be minimized on an
appropriate set. Modular building blocks such as distance
measures and regularizers are briefly discussed and related
to particular applications. Finally, a brief outlook on con-
strained image registration is presented. Constraints are
used to improve the modelling by restricting the admissi-
ble set in a smart way.
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A Lagrangian Solver for Diffeomorphic Image Reg-
istration

We present an efficient solver for diffeomorphic registra-
tion problems in the framework of Large Deformations Dif-
feomorphic Metric Mappings (LDDMM). We use an opti-
mal control formulation, in which the (stationary or in-
stationary) velocity field of a hyperbolic PDE needs to be
found such that the distance between the final state of
the system (the transformed/transported template image)
and the observation (the reference image) is minimized.
As transformation models, we consider both the transport
equation (assuming intensities are preserved during the de-
formation) and the continuity equation (assuming mass-
preservation). We consider the reduced form of the opti-
mal control problem and solve the resulting unconstrained
optimization problem using a discretize-then-optimize ap-
proach. A key idea of our method is the elimination of
the PDE constraint using a Lagrangian hyperbolic PDE
solver. Lagrangian methods rely on the concept of char-
acteristic curves, which we compute approximately and in
parallel using a fourth-order Runge-Kutta method. The
solver can be differentiated efficiently enabling fast Gauss-
Newton based optimization methods. We present quickly
converging iterative linear solvers using multigrid or spec-
tral preconditioners that render the overall optimization
efficient and scalable. We demonstrate the potential of our
new approach using several synthetic and real world test
problems.
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Stochastic Newton and Quasi-Newton Methods for
Large-Scale Least-Squares Problems

In this work, we describe stochastic Newton and stochastic
quasi-Newton approaches to efficiently solving large lin-
ear least squares problems, for applications where the size
of the data exceeds the memory capabilities or for prob-
lems with time-dependent data acquisition. We present
a novel framework called combined subsampling, where
stochasticity is introduced to overcome computational limi-
tations, and we describe stochastic approximation methods
for computing solutions. Theoretical results for consistency
of both the stochastic Newton and stochastic quasi-Newton
methods are provided. Numerical results demonstrate the
potential benefits of this approach.
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Reduced Order Models for One-Step Multispectral
Quantitative Photoacoustic Tomography

Photoacoustic tomography, a high contrast, high resolu-
tion imaging modality, is an ill-posed inverse coefficient
problem for a coupled wave equation and diffusion equa-
tion pair. Standard inversion methods such as regularized
quasi-Newton optimization involve a significant computa-
tional cost which increases linearly with the number of op-
tical wavelengths. To accelerate the inversion, we use a
POD-based reduced order model for the wavelength de-
pendence. We demonstrate the computational gains on a
synthetic problem motivated by neuroimaging.
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MS161

The Effect of Snapshot Divergence Error on the
Accuracy of Reduced Order Modeling

We consider using ROM bases derived from strongly
divergence-free (Scott-Vogelius) and weakly divergence-
free (Taylor-Hood) finite element simulations. We find that
the strongly divergence-free bases provides more accurate
predictions of lift and drag, in particular over longer time
intervals.
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MS161

libROM: A Distributed-Memory Adaptive Incre-
mental Proper Orthogonal Decomposition

Model reduction is increasingly applied to large-scale dy-
namical systems in order to reduce the computational ef-
fort required for multi-query applications such as opti-
mization, control, and sensitivity analysis. A bottleneck
in proper orthogonal decomposition-based approaches, in-
cluding those used as inputs to hyperreduction schemes,
is the use of direct linear algebra on very large snapshot
matrices. We present a distributed-memory algorithm to
overcome these limitations using a combination of incre-
mental algorithms for singular value decomposition and
adaptive control of snapshot selection using methods in-
spired by adaptive time-stepping algorithms for ordinary
differential equations. An implementation of our algorithm
is available on GitHub in the C++ library libROM. Results
are presented for example applications in transport phe-
nomena to illustrate libROMs performance, and to suggest
how libROM can incorporated into users applications.
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Adaptive Reduced-Order Modeling for Flows un-
der Uncertainty

Space-adaptive numerical methods have recently found
their way into reduced-order modeling of parametrized
PDEs, because they promise simultaneous control of the
snapshot discretization error and the reduced basis ap-
proximation error. We consider the snapshot computation
with adaptive finite elements for POD-Galerkin reduced-
order modeling of time-dependent incompressible flows. It
is convenient to represent the snapshots as members of
a reference finite element space containing all snapshot
spaces. In our talk we are going to address the result-
ing challenges with respect to Galerkin orthogonality, dis-
crete divergence-freeness and computational cost. Our mo-
tivation for reduced-order modeling is the quantification of
uncertainty for flow problems with random data. In this
context, a reduced-order model can be viewed as a surro-
gate model. This means, for given realizations of the input
data, the model provides realizations of the corresponding
output data at a low numerical cost. When put in the
framework of stochastic sampling, this enables the estima-
tion of statistical quantities at essentially the cost of the
snapshot computations.
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MS161

Hierarchical Model Reduction Methods for Incom-
pressible Navier-Stokes Equations in Pipes and
Networks: Challenges and Perspectives

Emerging applications of scientific computing require a
progressively improved efficiency without affecting accu-
racy. Reduction of computational costs is pursued by ei-
ther general methods (for instance based on a off-line/on-
line paradigm) or by specific customization of a method for
a specific problem. In this talk, we consider a dimensional
model reduction called HiMod (Hierarchical Model Reduc-
tion) specifically developed for problems where the geome-
try induces dynamics consisting of a mainstream and trans-
verse components. The background application is hemody-
namics in network of pipes (arteries). When we consider a
fluid in a pipe or in a network, we can take advantage
from this particular configuration. HiMod constructs a
”psychologically 1D” model by adding 2D transverse de-
tails to a 1D backbone finite element discretization of the
incompressible Navier-Stokes equations. By an educated
choice of the spectral basis that describes the transverse
components, we can obtain a significant reduction of the
size of the numerical problem with a consequent signifi-
cant computational saving. In the talk, we address recent
advances of the method including an extensive discussion
of the choice of the modal function, the simulation of real
vascular geometries and the use of isogeometric methods
for the mainstream. Work in collaboration with S. Per-
otto, S. Guzzetti, P.J. Blanco, L. Alonso Alvarez, A. Reali.
Supported by NSF DMS 1412963
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Solution of Large-Scale Constrained Riccati Equa-
tions for Low-Order Models and Controllers of
Flows

Riccati equations play a prominent role in model reduction
and controller design of dynamical systems. If flows are
concerned, the solution process of Riccati equations faces
two major obstacles. Firstly, models for the simulation
of flows are typically of high-order which is particularly
problematic for the solution of matrix equations like the
Riccati equations. Secondly, the divergence free constraint
has to be respected also by the Riccati solutions which
calls for extension of established solution techniques. In
this talk, we will present a general approach to the solu-
tion of high-dimensional constrained Riccati equations and
illustrate the performance of the approach and the imple-
mentation for the design of low-dimensional compensators
for the stabilization of the cylinder wake.
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Ghosts of Model Reduction: Past, Present and

Yet-To-Come

The emergence of model reduction is related to the rise of
digital information processing: To enable the simulation of
differential equation models with numerical complexities
beyond computational capabilities, reduced order models
are sought which approximate the original model’s behav-
ior. The evolution of this discipline at the interface between
applied mathematics and scientific computing, is illus-
trated exemplary by Gramian-based approaches for input-
output systems. Starting with linear time-invariant sys-
tems, this class of model reduction methods developed vari-
ous specializations, among others, for: nonlinear, paramet-
ric, time-varying, structured or descriptor systems. These
techniques are outlined, related to current research and
to set in perspective to future challenges such as control-
ling large-scale complex networks with high-dimensional
parameter-spaces. Furthermore, issues such as comparabil-
ity and metrics for efficient model reduction are discussed.
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Reduced-Order Optimal Feedback Control of Semi-
linear Parabolic Dynamics

Feedback control design plays a fundamental role in mod-
ern engineering. For an optimality-based formulation of
the control problem, the Dynamic Programming Principle
allows the characterization of the associated value func-
tion as the viscosity solution of a first-order, fully non-
linear Hamilton-Jacobi-Bellman equation. The equation
is defined over the state-space of the controlled dynami-
cal system and therefore, even control problems over low-
dimensional dynamics lead to HJB equations of high com-
plexity. In this talk, we present an approximation frame-
work to compute (sub)optimal feedback controllers based
on the solution of a Generalized HJB equation and a pol-
icy iteration algorithm. The controller is computed upon a
state space representation of reduced dimension, obtained
via spectral elements. Problems arising from the feedback
control of partial differential equations illustrate the effec-
tiveness of our approach in a high-dimensional context.
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MS162

Feedback Control for Parametric PDEs Using RB
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Methods

Feedback control for PDEs is in general a computationally
demanding procedure, since the spatial discretization leads
to very large discrete systems. When parametric problems
are considered, e.g. geometric variations, material coef-
ficients or uncertainties, the procedure can easily become
infeasible in contexts where in real-time new controllers are
desirable, or where the computational power is limited, e.g.
on microcontrollers or smartphones. We thus apply the
reduced-basis method to feedback control problems, start-
ing with the standard (and most simple) linear-quadratic
regulator setup. We then extend this formulation by in-
troducing disturbances and thus come up with H2-optimal
control problems. Finally, nonlinear MPC schemes will be
tackled with the RB method. The goal is always to obtain
online/offline efficient schemes and to derive a-posteriori er-
ror bounds that certify the quality of the approximations.

Andreas Schmidt, Bernard Haasdonk
University of Stuttgart
schmidta@mathematik.uni-stuttgart.de,
haasdonk@mathematik.uni-stuttgart.de

MS163

Analysis and Approximation of a Fractional Cahn-
Hilliard Equation

We derive a Fractional Cahn-Hilliard Equation (FCHE) by
considering a gradient flow in the negative order Sobolev
space Ha, a ? [0, 1] where the choice a = 1 corresponds to
the classical Cahn-Hilliard equation whilst the choice a =
0 recovers the Allen-Cahn equation. It is shown that the
equation preserves mass for all positive values of fractional
order a and that it indeed reduces the free energy. The well-
posedness of the problem is established in the sense that
the H1 -norm of the solution remains uniformly bounded.
We then turn to the delicate question of the L8 bound-
edness of the solution and establish an L8 bound for the
FCHE in the case where the non-linearity is a quartic poly-
nomial. As a consequence of the estimates, we are able to
show that the Fourier-Galerkin method delivers a spectral
rate of convergence for the FCHE in the case of a semi-
discrete approximation scheme. Finally, we present results
obtained using computational simulation of the FCHE for
a variety of choices of fractional order a. It is observed that
the nature of the solution of the FCHE with a general a
¿ 0 is qualitatively (and quantitatively) closer to the be-
haviour of the classical Cahn-Hilliard equation than to the
Allen-Cahn equation, regardless of how close to zero be the
value of a.
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MS163

Implicit-Explicit Difference Schemes for Fractional
Differential Equations with Non-Smooth Solutions

We propose second-order implicit-explicit (IMEX) time-
stepping schemes for nonlinear fractional differential equa-
tions with fractional order 0 < β < 1. From the known

structure of the non-smooth solution and by introduc-
ing corresponding correction terms, we can obtain uni-
formly second-order accuracy from these schemes. We first
prove the convergence and linear stability of the proposed
schemes. Numerical examples illustrate the flexibility and
efficiency of the IMEX schemes and show that they are
effective for nonlinear and multi-rate fractional differential
systems, and also multi-term fractional differential systems
with non-smooth solutions.
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Southeast University of China
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MS163

Thermodynamically Viable Fractional Wave Equa-
tions for Power Law Attenuation in Viscoelastic
Media

Many complex media of great practical interest, such as in
medical ultrasound and sediment acoustics, display an at-
tenuation that increases with a power law as a function of
frequency. Usually measurements can only be taken over
a limited frequency range, while fractional wave equations
model attenuation over all frequencies. There is therefore
some freedom in how the models behave outside of this lim-
ited interval, and many different fractional wave equations
have been proposed. In addition, it is desirable that a wave
equation models physically viable media and for that two
conditions have to be satisfied. The first is causality, and
the second is a criterion that comes from thermodynamic
considerations and implies that the relaxation modulus is a
completely monotonic function. The latter implies that at-
tenuation asymptotically cannot rise faster than frequency
raised to the first power. These criteria will be explained
and used to evaluate several of the fractional wave equa-
tions that exist.

Sverre Holm
Universitetet i Oslo
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Space-Time Duality and Anomalous Diffusion

Abstract not available
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Incompressible Two-Phase Flows with
Open/Outflow Boundaries: Boundary Condi-
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tions and Algorithm

This work focuses on the motion of a mixture of two immis-
cible incompressible fluids in a domain with open bound-
aries. The domain boundary is open in the sense that the
fluids can freely leave or even enter the domain through
such boundaries. In particular, we concentrate on situa-
tions where the interface formed between the two fluids
passes through the open portions of the domain bound-
ary. The problem therefore involves truly two-phase out-
flow/open boundaries. The challenge facing the design of
effective numerical techniques for treating such problems is
manyfold. Some primary issues are associated with the vis-
cosity contrasts, density contrasts, surface tension, and the
presence of fluid interface, backflows and strong vortices on
the open boundaries. Large density ratios and large viscos-
ity ratios of the two fluids make two-phase outflow simula-
tions tremendously challenging. In this talk we present a
family of boundary conditions, and an associated numeri-
cal algorithm, for two-phase outflow simulations within the
phase field framework. These open boundary conditions
have the salient feature that they all ensure the energy
stability of the two-phase system, even in situations where
strong vortices, backflows, and large viscosity contrast are
present at the open boundaries. Numerical experiments
will be presented to demonstrate the long-term stability
of the method in situations where large density contrast,
large viscosity contrast?

Suchuan Dong
Purdue University
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Scalable Compact Localized Exponential Time Dif-
ferencing Method for Simulating Coarsening Dy-
namics of Cahn-Hilliard Equations

Numerical simulation of microstructure coarsening is a sub-
ject of great interest in computational materials science.
The coarsening dynamics in a binary mixture can be mod-
eled by the celebrated Cahn-Hilliard equations. In this
talk, we first present a stabilized compact exponential time
differencing (cETD) method for solving the Cahn-Hilliard
equations. The proposed method combine linear operator
splittings, compact discretizations of spatial operators, ex-
ponential time integrators, multistep or Runge-Kutta ap-
proximations and fast Fourier transform, to produce effi-
cient and accurate numerical algorithms. Then we propose
a scalable implementation of the cETD method based on
domain decomposition and operator localization, which is
highly suitable for parallel computing. Various numerical
experiments are carried out to computationally study the
coarsening dynamics under different diffusion mobilities,
including extreme spatial scale simulations on the Sunway
TaihuLight supercomputer.

Lili Ju
University of South Carolina
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Computational Models of the Endoplasmic Retic-
ulum, Bifurcation and Evolution

The Endoplasmic Reticulum is a continuous membrane
that separates the luminal and cytostolic fluids with cells.
It takes a wide variety of morphologies, from flat, cister-

nal phases, fenestrated, and reticulated tubule networks.
Each of these phases is associated with an essential role in
cellular functioning, serving as a host sit for protein tran-
scription as well as the principle transport mechanism for
cellular Calcium. We present a family of models that de-
scribe the interaction of surface proteins with the curvature
of the underlying membrane morphology, reducing the the
coupled evolution to a geometric flow.

Keith Promislov
Michigan State University
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Linear Unconditional Energy-Stable Splitting
Schemes for Mixtures of Nematic-Isotropic Flows
with Anchoring Effects

The study of interfacial dynamics between two different
components has become the key role to understand the
behavior of many interesting systems. Indeed, two-phase
flows composed of fluids exhibiting different microscopic
structures are an important class of engineering materi-
als. The dynamics of these flows are determined by the
coupling among three different length scales: microscopic
inside each component, mesoscopic interfacial morphology
and macroscopic hydrodynamics. Moreover, in the case of
complex liquids composed by the mixture between isotropic
(newtonian fluid) and nematic (liquid crystal) flows, its in-
terfaces exhibit novel dynamics due to anchoring effects of
the liquid crystal molecules on the interface. In this talk I
will introduce a new differential problem to model mixtures
composed by isotropic fluids and nematic liquid crystals,
taking into account viscous, mixing, nematic, and anchor-
ing effects and reformulating the corresponding stress ten-
sors in order to derive a dissipative energy law. Then, I
will present two new linear unconditionally energy-stable
splitting schemes that allows us to split the computation
of the three pairs of unknowns (velocity-pressure, phase
field-chemical potential and director vector-equilibrium) in
three different steps. Finally, I will present several nu-
merical simulations in order to show the efficiency of the
proposed numerical schemes.
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Cluster Sampling Filters for Non-Gaussian Data
Assimilation

We present a fully non-Gaussian version of the Hamiltonian
Monte Carlo (HMC) sampling filter. The Gaussian prior
assumption in the formulation of the original HMC sam-
pling filter is relaxed. Specifically, a clustering step is in-
troduced after the forecast phase of the filter, and the prior
density function is estimated by fitting a Gaussian Mixture
Model (GMM) to the prior ensemble. Using the data like-
lihood function, the posterior density is then formulated as
a mixture density, and is sampled using a HMC approach
(or any other scheme capable of sampling multimodal den-
sities in high-dimensional subspaces). The main filter pre-
sented is named ”cluster HMC sampling filter” (ClHMC).
A multi-chain version of the ClHMC filter, namely MC-
ClHMC is also proposed to guarantee that samples are
taken from the vicinities of all probability modes of the
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formulated posterior.
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Multilevel Higher Order Quasi Monte Carlo Meth-
ods for Bayesian Inverse Problems

We consider forward and inverse uncertainty quantifica-
tion of partial differential equations with distributed uncer-
tain inputs. Focusing on the Bayesian approach to inverse
problems together with suitable uncertainty parametriza-
tion, the problem reduces to the computation of high-
dimensional integrals. Under certain sparsity conditions on
the parametric input, the resulting integrands fulfill anal-
ogous conditions, allowing recently developed higher-order
QMC methods to be applied. We focus in this talk on com-
putational aspects of this problem, including single-level
and multilevel formulations of the discrete Bayesian in-
verse problem, which are shown to outperform conventional
Monte Carlo-based approaches. Numerical results confirm-
ing the theoretical improvement of the time-to-solution for
a given error level are presented. [J. Dick et al. Mul-
tilevel higher order Quasi-Monte Carlo Bayesian Estima-
tion. Tech. rep. 2016-34. Seminar for Applied Mathemat-
ics, ETH Zurich, 2016.] We also comment on software for
the application of these methods, and their pertinence in a
high-performance setting. [R. N. Gantner and Ch. Schwab.
Computational Higher Order Quasi-Monte Carlo Integra-
tion. In: MCQMC14, Leuven, Belgium, April 2014. Ed. by
Ronald Cools and Dirk Nuyens. 2016, pp. 271-288.] This
work was supported by CPU time from the CSCS under
project ID d41, by the SNSF under Grant No. SNF149819,
and by the Australian Research Council under project No.
DP150101770.
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Adaptive Dimension Reduction to Accelerate
Infinite-Dimensional Geometric MCMC

Bayesian inverse problems highly rely on efficient and ef-
fective MCMC algorithms for uncertainty quantification.
Infinite-dimensional MCMC algorithms, directly defined
on function spaces, are robust under refinement of phys-
ical models. Recently, a class of algorithms also starts
to take advantage of geometric information provided by,
for example, quadratic approximation of the parameter-to-
observation map so that they are capable of exploring com-

plex probability structures, as frequently arise in UQ for
PDE constrained inverse problems. However, the required
geometric information, in particular the Fisher informa-
tion metric, is very expensive to obtain in high dimen-
sions. The issue can be mitigated by dimension reduction
techniques. By carefully splitting the unknown parameter
space into a low-dimensional geometry-concentrated sub-
space, and an infinite-dimensional geometry-flat subspace,
one may then apply geometry-informed MCMC methods to
the low-dimensional subspace and simpler methods to the
infinite-dimensional complement (DILI, Cui et at 2016).
In this paper, we explore randomized linear algebraic al-
gorithms (Halko et at 2011) to efficiently obtain a local
low-dimensional subspace to speed up geometric infinite-
dimension MCMC methods. It enables adaptive dimension
reduction at low cost.
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Optimization-Based Samplers in a Measure Trans-
port Framework

In the Bayesian statistical paradigm, uncertainty in the pa-
rameters of a physical system is characterized by a proba-
bility distribution. Information from observations is incor-
porated by conditioning on the resulting data; this condi-
tioning describes an “update’ from the prior distribution
to the posterior distribution. Quantities of interest—such
as credible regions and event probabilities—can then be
obtained by taking expectations with respect to this pos-
terior. Solving a Bayesian inference problem thus amounts
to characterizing the posterior, and a flexible way to do
so is via sampling. Markov chain Monte Carlo (MCMC)
algorithms can produce asymptotically exact samples from
the posterior using only unnormalized density evaluations,
but their efficiency rests on the design of effective proposal
distributions. Recent optimization-based MCMC meth-
ods, for example randomize-then-optimize (RTO), repeat-
edly solve optimization problems to generate good proposal
samples. We analyze RTO using a new interpretation that
describes each optimization as a projection that yields the
action of a transport map. From this analysis, several new
variants of RTO—adaptive RTO, mixtures of proposals,
and transformed random walks—follow naturally.
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Numerical Approximation of Optimal Transport
Maps via Monge-Ampere Equations

We describe an almost-monotone filtered approximation of
the Monge-Ampere equation, which is designed to cap-
ture weak (viscosity) solutions. The optimal transport
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constraint is reformulated as a Hamilton-Jacobi equation,
which can also be approximated using a monotone scheme.
The combined scheme allows for the numerical approxima-
tion of optimal transport maps in a range of challenging
settings. Applications to beam shaping are discussed.
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Freeform Multifocal Lenses Designed with Sup-
porting Quadric Method (SQM): Geometry and
Diffraction Effects

Design of freeform refractive lenses is known to be a dif-
ficult inverse problem. But solutions, if available, can be
very useful, especially in devices required to redirect and
reshape the radiance of the source into an output irradiance
redistributed over a given target according to a prescribed
pattern. In this report we present results of theoretical
and numerical analysis of refractive lenses designed with
the Supporting Quadric Method. It is shown that such
freeform lenses have a particular simple geometry and qual-
itatively their diffractive properties are comparable with
rotationally symmetric lenses designed with classical meth-
ods.
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Inverse Reflector Problem in Arbitrary Coordi-
nates

In inverse modelling of optical systems, the shape of an op-
tical surface is governed by the Monge-Ampère equation.
I shall present a coordinate-free formulation of this equa-
tion for the inverse reflector problem using tensor calculus.
The solution of the Monge-Ampère equation proceeds in
two stages, i.e., we first compute a mapping from source
to target, and from this we compute the shape of the re-
flector. For the numerical computation of the mapping we
employ a least-squares method. I shall demonstrate the
performance of the method for a circular source employing
polar coordinates.
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Monge-Ampre Equation in Freeform Illumination
Optics

Freeform optics design is an important technique widely
used in optical systems to redistribute the spatial energy
distribution of a light source. In practical applications, it is
usually the case that the influence of the size or the angular
extent of the actual source on the performance of an illumi-
nation system can be ignored. This allows the actual source
to be considered as an ideal source (point source/collimated
beam) in the design, meanwhile a good agreement between
the actual performance and the nominal performance of
the illumination system still can be guaranteed. Under the

assumption of an ideal source, the design of freeform illu-
mination optics becomes essentially a mathematical prob-
lem. There are several zero-tendue methods that can be
applied to the design of freeform illumination optics, such
as the optimization method, the ray targeting method, the
Supporting-Ellipsoid method and the Monge-Ampre (MA)
equation method. Among these methods, the MA method
may be the most advanced, because a good numerical so-
lution to the prescribed illumination design can easily be
obtained without cumbersome Monte Carlo ray tracing and
smooth surfaces can be constructed by use of the numerical
solution without step discontinuities. In this presentation,
we will give a detailed derivation of the elliptic MA equa-
tion and introduce the application of MA method to the il-
lumination design of one freeform surface and two freeform
surfaces in LED lighting and laser beam shaping.
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Image Processing, Optimization, and Uncertainty
Quantification for Large-Scale Experimental Sci-
ence

Abstract not available
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Using Conjugate Gradient Iterations for Sampling
in Hierarchical Gaussian Inverse Problems

In this talk, we focus on the problem of using truncated
conjugate gradient (CG) iterations to approximately solve
a linear system whose solution yields an independent sam-
ple from a Gaussian distribution. The question is, if we
only have the ability to obtain approximate solutions of
the linear system, how can we obtain a Markov chain whose
stationary distribution is the Gaussian distribution of in-
terest? To this end, we present the gradient scan Gibbs
sampler, which recently appeared in the literature, and
then discuss preconditioning techniques for accelerating its
convergence properties. Such methods are motivated by
applications in large-scale linear inverse problems, where
linear systems are large enough that they can only be ap-
proximately solved using an iterative method, such as con-
jugate gradient, but where uncertainty quantification, and
hence provably convergent MCMC methods, are needed.

Johnathan M. Bardsley
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Robust-Adaptive Decision-making for Financial
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Forecasting

This work illustrates a robust-adaptive strategy applied to
financial portfolio allocation. The application relies on ac-
tual financial data and, while simplified, is representative
of what would need to be dealt with for real analysis. The
Capital Asset Pricing Model (CAPM) selects one of nine
potential stock indices for investment. The choice is re-
peated daily and the goal is to maximize the value of the
portfolio at the end of a 16-year period. We establish, first,
that a purely random selection strategy (select the stock in-
dex randomly) offers the potential to outperform selection
based on CAPM forecasts (select the stock index predicted
to perform best). Both purely random and CAPM-based
strategies track well with the expected market growth as
indicated by the S&P-500 Index. We further establish that
the proposed robust-adaptive strategy grows the value of
the portfolio several times more than what can be achieved
based solely on CAPM forecasts. The improvement is up
to a factor of forty if a wait-and-see option is exercised
whereby the analyst decides to either keep investing (at
the risk of losing value) or sell everything (and protect the
current value of the portfolio) until the decision is made
to invest again. The discussion addresses why a robust-
adaptive approach to decision-making offers the potential
of superior results for a wide range of applications from
financial analysis to condition monitoring and big data an-
alytics.
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Estimating Particle Size Distributions in Dynamic
Experiments via Mie Scattering

An important problem in the study of aerosols and gases
is the size distribution of particulates entrained in the gas.
In particular, in dynamic material studies, it is often of
interest to understand the distribution of sizes of parti-
cles released from a metal surface when it is shocked. Mie
scattering theory gives a closed form solution to Maxwells
equations under the assumption that the particles are per-
fectly spherical, so that one can, in principle, determine
the size distribution of particles by measuring the scatter-
ing of incident laser light at different angles. In this work
we present the mathematical model for computing size dis-
tributions from measured data using the Mie model, which
results in a Volterra integral operator of the first kind. We
will discuss some of the challenges associated with invert-
ing such operators, which are ill-posed but not severely, as
well as the challenges introduced by analyzing real data.
We will also demonstrate a statistical formulation of the
problem and show Monte Carlo results that give the sen-
sitivity of this approach to experimental factors such as
the number of light probes and the scattering angles cho-
sen and present results from real experiments taken at the
U.S. Department of Energys Special Technologies Labora-
tory.
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Solving Multi-Scale Stochastic Partial Differential

Equations Using Deep Neural Networks

The applicability of traditional methods for stochastic par-
tial differential equations (SPDEs) including Monte Carlo
(MC) methods (and its variants), operator based meth-
ods, moment methods and generalized polynomial chaos
(gPC) is typically restricted by the fact that they are ei-
ther incapable of dealing with the curse of dimensionality
or require a vast number of evaluations of the (generally
expensive) forward model to obtain convergent statistics.
The challenge is compounded when one is dealing with
multiscale systems which require resolving small-scale ef-
fects on the large scale to get accurate predictions. We
demonstrate a modification of the multiscale finite element
method (MFEM) where the multiscale basis functions are
predicted using a deep neural network (DNN). The DNN
is trained with data obtained by solving the corresponding
homogeneous PDE on coarse block elements of the finite
element (FE) grid with a broad range of length scales of the
random field. The full solution is obtained by coupling the
locally adaptive multiscale basis functions with the global
FE formulation. Our approach is validated with examples
on steady flow through random porous media.
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Probabilistic Meshless Methods for Partial Differ-
ential Equations and Bayesian Inverse Problems

Partial differential equations (PDEs) are a challenging class
of problems which rarely admit closed-form solutions, forc-
ing us to resort to numerical methods which discretise the
problem to construct an approximate solution. We seek
to phrase solution of PDEs as a statistical inference prob-
lem, and construct probability measures which quantify the
epistemic uncertainty in the solution resulting from the dis-
cretisation [Jon Cockayne, Chris Oates, Tim Sullivan, and
Mark Girolami. Probabilistic Meshless Methods for Par-
tial Differential Equations and Bayesian Inverse Problems,
2016]. We explore construction of probability measures for
the strong formulation of elliptic PDEs, and the connec-
tion between this and meshless methods. We seek to apply
these probability measures in Bayesian inverse problems,
parameter inference problems whose dynamics are often
constrained by a system of PDEs. Sampling from parame-
ter posteriors in such problems often involves replacing an
exact likelihood involving the unknown solution of the sys-
tem with an approximate one, in which a numerical approx-
imation is used. Such approximations have been shown to
produce biased and overconfi- dent posteriors when error in
the forward solver is not tightly controlled. We show how
the uncertainty from a probabilistic forward solver can be
propagated into the parameter posteriors, thus permitting
the use of coarser discretisations which still produce valid
statistical inferences.
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A Fully Bayesian Solver for ODEs Based on Runge-
Kutta

In an ongoing push to construct probabilistic extensions
of classic ODE solvers for applications in statistics, ma-
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chine learning and control engineering, Schober et al. re-
cently showed that Runge-Kutta methods can be recast as
a Bayesian (Kalman) filter with an Integrated Wiener Pro-
cess prior on the solution. This filter returns a posterior
measure which returns the result of a Runge-Kutta step as
a posterior mean and additionally outputs the covariance
from Gaussian Process (GP) regression with low computa-
tional overhead compared to classical Runge-Kutta solvers.
In an attempt to amend this methods rough uncertainty
calibration while sustaining its small cost overhead, Ker-
sting and Hennig proposed a novel way to quantify the
uncertainty in this filtering framework by probing the vec-
tor field using Bayesian Quadrature. By linking the free
parameters of this new probabilistic ODE solver to the (lo-
cal) Lipschitz constants and differentiability of the under-
lying vector field of the ODE, we derive a fully Bayesian
ODE filter by encoding these properties in a Matrn prior
on the vector field. If sufficient prior knowledge is available,
this Bayesian solver returns a well-calibrated uncertainty
quantification and average-case error analysis, while stay-
ing sufficiently close to Runge-Kutta solvers and inheriting
their proven desirable properties.
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Risk-Averse Assessment, Learning, and Optimiza-
tion Using Surrogate Models

We formalize a unifying framework for handling paramet-
ric, surrogate, and learning uncertainty. Specifically, we
develop an optimization workflow that offers a principled
and risk-averse handling of uncertainties not only origi-
nating from random inputs, but also in the training of
probabilistic surrogate models, and the exploration of the
input/design space towards identifying feasibility and op-
timal configurations. The effectiveness of the proposed
methodology is demonstrated though simple pedagogical
examples and established benchmark problems, as well a
realistic application involving the risk-averse design opti-
mization of super-cavitating hydrofoils using multi-fidelity
simulations.
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Goal Oriented Adaptivity Based on the Forward-
Adjoint Symmetrization of the Transport Equation

In this talk, we will more thoroughly investigate the nu-
merical properties of the second-order form of neutron
transport equation based on combining the forward and
adjoint equations. As shown in our previous exploratory
work [Hanus and McClarren, JCTT Vol. 45, 2016], this
formulation allows obtaining the solution of both the for-
ward and the adjoint problem by solving only the forward
problem and performing a relatively cheap post-processing
step. This feature has been utilized in our previous work in
the framework of adjoint-weighted goal oriented adaptive

FEM. Here we will primarily focus on the biggest shortcom-
ing outlined in that work the oscillatory behavior caused
by inadequate approximation of the gradient of the finite
element solution, required to reconstruct the solution of
the original transport problem. To address this issue, we
will apply a locally averaging gradient recovery technique
and discuss its effect on the final solution, as well as on
the quality of the error indicators used in the adaptivity
procedure.
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Implicit Solution of the Vlasov-Poisson System

Most Eulerian and semi-Lagrangian codes use a splitting
in time approach for implicit, charged particle transport
solvers. The reason for this is advection with respect to
only position or only velocity can be solved explicitly and
even exactly, but advection with respect to both position
and velocity requires solving a linear system whose order
is the size of the phase space discretization. This becomes
unacceptable for higher dimensional problems. We propose
a new approach which does not involve splitting in time,
but splitting the phase space into subdomains. If each sub-
domain is appropriately chosen, the transport problem can
be solved explicitly on each subdomain. A Krylov solver is
then used to solve for the boundaries between subdomains,
which involves a much smaller linear system than the one
required for the no splitting approach.
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Rattlesnake - MOOSE-Based Radiation Transport
Application for Multi-Physics Simulations at INL

Rattlesnake is the MOOSE based application for simulat-
ing the physics of radiation transport. Radiation transport
studies the motion of particles, typically neutrons or pho-
tons, in a stationary host-medium. To this end, radiation
transport codes solve the linear Boltzmann transport equa-
tion (BTE). In contrast to standard PDEs the BTE is an
integro-differential equation featuring a seven-dimensional
phase space: three spatial dimensions, three dimensions
for the momentum of motion, and time. Rattlesnake is a
MOOSE based application and has been designed from the
outset to be deployed within a multi-physics framework.
Temperature and densities affected by the solution of BTE
have a significant influence on the material properties - the
nuclear cross sections - that the BTE relies on. Hence, BTE
coupled with other physics is a high-dimensional non-linear
problem in the multiphysics environment. Typical radia-
tion transport methods assume constant cross sections over
each element, while Rattlesnake allows for direct injection
of the feedback on quadrature points leading to a consistent
treatment within the FEM framework. We focus on three
Rattlesnake features: (1) multiphysics coupling with a few
benchmark problems (2) multi-scale approach where mul-
tiple discretization methods are matched on various prob-
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lem subdomains utilizing either mortar FEM or interface
penalty method, (3) a multigroup cross section manage-
ment toolkit, YAKXS, used by Rattlesnake.
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MS169

Fmm Preconditioner for Radiative Transport
Equation with Isotropic Coefficients

We propose in this work a fast numerical algorithm for solv-
ing the equation of radiative transfer (ERT) in isotropic
media. The algorithm has two steps. In the first step, we
derive an integral equation for the angularly averaged ERT
solution by taking advantage of the isotropy of the scat-
tering kernel, and solve the integral equation with a fast
multipole method (FMM). In the second step, we solve
a scattering-free transport equation to recover the origi-
nal ERT solution. Numerical simulations are presented to
demonstrate the performance of the algorithm for both ho-
mogeneous and inhomogeneous media. This is a joint work
with Kui Ren and Rongting Zhang.
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MS170

Exploring Model-Form Uncertainties in Boyancy-
Driven Les Simulations

Abstract not available
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MS170

Lyapunov Stability of Scale-Resolving Turbulent
Flow Simulations

With the increase in computing power, scale-resolving tur-
bulent simulations –such as LES and DNS– emerge as
promising approaches to improve both knowledge of com-
plex flow physics and reliability of flow predictions. While
these techniques have become essential tools in science, no
comparable impact has been observed in engineering. The
chaotic dynamics that these simulations inherit from the
underlying turbulent flow are largely responsible for this
lag. In particular, conventional sensitivity analysis breaks
down for chaotic systems and this compromises critical
tasks in engineering such as flow control, design optimiza-
tion, error estimation, and uncertainty quantification.
While a number of sensitivity analysis methods have been
proposed for chaotic dynamics, they all come at a high com-
putational cost. This is ultimately related to the positive
portion of the Lyapunov spectrum of the system. As such,
a better understanding of the dynamic behavior of scale-

resolving simulation is necessary both to estimate the cost
of these methods and to drive informed strategic decisions
about what methods have the most promise for complex
flow configurations.
In this talk, we investigate the effect of mesh resolution,
discretization order, and flow conditions on the Lyapunov
spectrum of LES and DNS simulations. From these re-
sults, we provide guidelines on how different approaches
would perform and in particular which ones are likely to
perform best for complex turbulent flows.
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MS170

Lyapunov Spectrum Shift of an LES from Addition
of Localized Aritificial Viscosity

Large eddy simulations have been quite successful in cap-
turing the complex nonlinear dynamics of turbulent fluid
flows. A Lyapunov exponent analysis of such simulations
has shown that there can be hundreds or even thousands of
unstable modes which cause the tangent and adjoint solvers
to diverge exponentially from almost all initial conditions.
But, the number of positive Lyapunov exponents are typ-
ically much smaller than the number of dimensions of the
nonlinear system which can range in 10’s of millions to bil-
lions. This presentation demonstrates a method on further
reducing that number. In many industrial turbulent flows
it has been observed that there are only a few regions in
the domain of the problem that contribute to the insta-
bility of the linearized solvers. By using energy analysis,
such regions are identified, and localized artificial viscos-
ity is added. This curbs the instability of the linearized
flow solutions and reduces the number of unstable modes.
Results are shown on a turbomachinery flow problem of
transonic flow over a turbine vane using an adjoint solver
for LES.
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MS171

A Software Infrastructure for Solving Quantum
Physics Problems on Extremely Parallel Systems

In the German Research Foundation (DFG) project ES-
SEX (Equipping Sparse Solvers for Exascale), we de-
velop scalable sparse eigensolver libraries for large quantum
physics problems. Partners in ESSEX are the Universities
of Erlangen, Greifswald, Wuppertal, Tokyo and Tsukuba
as well as DLR. The project pursues a coherent co-design
of all software layers where a holistic performance engi-
neering process guides code development across the clas-
sic boundaries of application, numerical method and basic
kernel library. The ESSEX Sparse Sover Repository
(ESSR) follows a distributed software development strat-
egy using the distributed version control system Git and
supports application driven fault tolerance. ESSR includes
the kernel library GHOST (Gerneral, Hybrid, and Opti-
mized Sparse Toolit) and the flexible software framework
PHIST for implementing iterative methods on HPC sys-
tems. PHIST (Pipelined Hybrid Iterative Solver Toolkit)
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has been developed containing an interface to the exist-
ing numerical software framework Trilinos. PHIST also
includes adapters to basic building block libraries so that
high-level algorithm developments can benefit from high-
performance kernel implementations, e.g. sparse matrix-
vector multiplication kernels. Moreover, PHIST provides
systematic and continuous testing of all software compo-
nents and allows us to develop stable implementations of
innovative iterative methods in an evolving hard- and soft-
ware environment.
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MS171

What We Have Learned About Using Software En-
gineering Practices in Scientific Software

The increase in the importance of Scientific Software mo-
tivates the need to identify and understand which software
engineering (SE) practices are appropriate. Because of the
uniqueness of the scientific software domain, existing SE
tools and techniques developed for the business/IT com-
munity are often not efficient or effective. Appropriate SE
solutions must account for the salient characteristics of the
scientific software development environment. To identify
these solutions, members of the SE community must in-
teract with members of the scientific software community.
This presentation will discuss the findings from a series
of case studies of scientific software projects, an ongoing
workshop series, and the results of interactions between
my research group and scientific software projects.
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MS171

Potential for Big Data Technologies to Radically
Change the Software Engineering of HPC Visual-
ization and Analysis Tools

Forbes Magazine estimated the Big Data Analytics market
at $125 billion in 2015. That is 25x the entire DOE 2015
budget for HPC computing. This market uses Hadoop
Map-Reduce and Apache Spark for parallel processing
of vast amounts of textual data. The parallel program-
ming paradigm is highly simplified relative to its message-
passing based, HPC counterpart. Some HPC researches
have considered Big Data technologies for HPC workflows.
However, for visualization tools, too much focus has been
on rendering. While scalable, parallel surface and volume
rendering is important, this does not represent the major-
ity of recent software engineering investments in tools such
as VisIt or ParaView. More and more, these tools repre-
sent large investments in scalable, parallel data processing
algorithms involving end-to-end advancements from par-

allel I/O, to task management to computed results which
are often numerical metrics instead rendered images. In
addition, new algorithms can involve varying degrees of
machine learning, a cornerstone of the Big Data toolbox.
We will give an overview of research in the application of
Big Data technologies for HPC visualization and analysis
with some emphasis on approaches studied at LLNL. We
will look in depth at how best to represent HPC scientific
mesh and field data for Big Data tools and outline potential
challenges and rewards of a new parallel programing model
for writing HPC data analysis algorithms using PySpark.
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Role of the Molecular Science Software Institute
Toward Sustainable Software

The Molecular Sciences Software Institute (MolSSI) is a
new initiative funded by the National Science Foundation
that will serve as a nexus for science, education, and co-
operation serving the community of computational molec-
ular scientistsa broad field that includes biomolecular sim-
ulation, quantum chemistry, and materials science. Ulti-
mately, the MolSSI will enable computational scientists to
tackle science and software challenges that are orders of
magnitude larger and more complex than those currently
within our grasp. The MolSSI will deploy a team of Soft-
ware Scientists and support Software Fellows in research
groups across the U.S. to build sustainable, open-source
software components for the benefit of the full spectrum of
computational chemistry codes. This talk will focus on how
MolSSI will catalyze significant advances in software infras-
tructure, education, standards, and best-practices to open
new windows on the next generation of scientific Grand
Challenges.
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MS172

Manifold Clustering for Nonlinear Local Reduced
Order Structural Models with Contact

Building on the work presented in [Balajewicz,Projection-
based model reduction for contact problems,2015] featur-
ing the ussage of a Non-Negative Matrix Factorization
(NNMF) algorithm for constructing a Reduced-Order Ba-
sis (ROB) for contact forces, a complete framework for
constructing stable, robust, and accurate local Hyper Re-
duced Order Models (HROMs) for comprehensive non-
linear contact problems is described in this presentation.
This framework incorporates the local ROB approach [Am-
sallem,Nonlinear model order reduction based on local
reduced-order bases,2012] for both displacement and La-
grange multiplier degrees of freedom, when the latter are
used for enforcing contact constraints. Unlike previous
works, in this approach clusters are formed by directly
minimizing the the intrinsic dimensionality of the resulting
local subspaces through a scalable manifold clustering al-
gorithm based on l1-minimization. This approach provides
insight into the number and corresponding dimensionality
of physical regimes present in a given parametric prob-
lem. Additionally, matrix completion techniques based on
fast convex optimization methods are used in conjunction
with NNMF in order to improve the compression of the
dual snapshots and robustness of the dual ROB. The per-
formance of this framework is assessed for several contact
problems and contrasted with that of a counterpart where
local hyper reduction is performed using k-means cluster-
ing and standard NNMF.
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Lagrangian Basis Method for Dimensionality Re-
duction of Convection Dominated Nonlinear Flows

High-fidelity simulations of high-Reynolds numbers flows
require very fine spatial and temporal discretizations to ac-
curately resolve the multi-scale features of the flow, which
makes an efficient reduced order model a very desirable
and yet hard to obtain goal. It is well known that stan-
dard projection techniques using POD are not well suited
for the reduction of convection dominated flows featuring
moving sharp gradients and discontinuities. In this talk, we
summarize foundations of a new model reduction approach
specifically developed for the reduction of such flows. In the
proposed new approach, global basis functions are used to
approximate the flow in the Lagrangian frame of reference,
that is, basis functions are used to approximate both the
position and states of fluid particles. Thus, flow features
requiring a large set of basis functions in the Eulerian frame
of reference require relatively few in the Lagrangian frame.
The proposed approach is successfully demonstrated for
the reduction of several simple but representative nonlin-
ear flows.
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MS172

Modeling and Predicting Reversals of Earth’s
Dipole by Low-Dimensional Models

Low-dimensional models for Earth’s magnetic dipole may
be a powerful tool for studying large-scale dipole dynamics
over geological time scales, where direct numerical simula-
tion remains challenging. We investigate the utility of sev-
eral low-dimensional models by calibrating them against
the signed relative paleointensity over the past 2 million
years. Model calibrations are done by “data assimilation’
which allows us to incorporate nonlinearity and uncertainty
into the computations. We find that the data assimilation
is successful, in the sense that a relative error is below
8% for all models and data sets we consider. The success-
ful assimilation of paleomagnetic data into low-dimensional
models suggests that, on millennium time scales, the occur-
rence of dipole reversals mainly depends on the large-scale
behavior of the dipole field, and is rather independent of
the detailed morphology of the field. This, in turn, suggests
that large-scale dynamics of the dipole may be predictable
for much longer periods than the detailed morphology of
the field, which is predictable for about one century. We
explore these ideas and introduce a concept of “coarse pre-
dictions’, along with a sound numerical framework for com-
puting them, and a series of tests that can be applied to
assess their quality.

Matthias Morzfeld
University of Arizona
Department of Mathematics
mmo@math.arizona.edu

Alexandre Fournier, Gauthier Hulot
Institute de Physique du Globe de Paris
fournier@ipgp.fr, gh@ipgp.fr

MS172

Error Surrogates for Reduced-Order Models Based
on Machine Learning Techniques

Characterizing the epistemic uncertainty introduced by
substituting a full-order model with a reduced-order model
(ROM) is crucial for developing rapid yet reliable un-
certainty quantification (UQ) procedures involving time-
dependent partial differential equations. We propose an
automatic procedure for the construction of ROM error
surrogate (ROMES) based on machine learning techniques,
such as random forests and high-dimensional regression.
First, a large number of additional inexpensive error in-
dicators is computed at each ROM query. Then, high-
dimensional regression methods identify the most relevant
error indicators by relying on automatic feature selection;
finally, selected features are adaptively combined to provide
unbiased, low variance error surrogates. We show how the
resulting ROMES can enhance the accuracy of UQ strate-
gies exploiting ROMs.
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MS173

Parallel Monolithic Multigrid Preconditioners for
MHD

Magnetohydrodynamics (MHD) models describe a wide
range of plasma physics applications, from thermonuclear
fusion in tokamak reactors to astrophysical models. These
models are characterized by a nonlinear system of partial
differential equations in which the flow of the fluid strongly
couples to the evolution of electromagnetic fields. As a re-
sult, the discrete linearized systems that arise in the nu-
merical solution of these equations are generally difficult
to solve, and require effective preconditioners to be devel-
oped. We investigate monolithic multigrid preconditioners
for a one-fluid, viscoresistive MHD model in two dimen-
sions that utilizes a second Lagrange multiplier added to
Faraday’s law to enforce the divergence-free constraint on
the magnetic field. We consider the extension of a well-
known relaxation scheme from the fluid dynamics litera-
ture, Vanka relaxation, to this formulation, as well as ap-
proximate block-factorization smoothers. To isolate the
relaxation scheme from the rest of the multigrid method,
we utilize structured grids, geometric interpolation oper-
ators, Galerkin coarse grid operators, and inf-sup stable
elements for both constraints in the system. Parallel nu-
merical results are shown for the Hartmann flow problem,
a standard test problem in MHD.
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MS173

A Generalized Approach for Scalable N-Body Cal-
culations

Particle-based schemes play an important role in resolving
kinetics in many plasma calculations. Nonetheless, their
extension to complex domains and non-standard boundary
conditions can pose a challenge to traditional approaches.
In this talk a finite element-based approach to particle-
particle particle-mesh (P3M) methods is presented. P3M
methods work by splitting a potential into a quickly decay-
ing short-range component and a smooth long-range com-
ponent that is be accurately resolved on the underlying
mesh. Unlike traditional P3M methods, which utilize a
Gaussian screen function to perform this decomposition,
the method presented herein is constructed using screen
functions based on a finite element basis, thus allowing
generalizations to the method. One consequence is that
this approach no longer depends on the FFT, but instead

utilizes multigrid methods which exhibit excellent scalabil-
ity. Additionally, the finite element formulation facilitates
a more general approach to handling boundary conditions.
Numerical evidence is presented in support of this approach
for a range of applications.
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MS173

Scalable Block Preconditioners for Maxwells Equa-
tions and Continuum Plasma Physics Models

Multiple time-scales can arise in electromagnetic systems
due to source currents, boundary effects, and coupling
to other physics. In such situations, time-scales associ-
ated with light waves can be many orders of magnitude
faster than time-scales of interest. When efficient linear
solvers are available, implicit time integration can allow
simulations to take large time-steps compared to the ex-
plicit limit. In this work, we develop block preconditioners
that allow integration at slow time-scales of interest. We
consider a compatible discretization of the Maxwell equa-
tions, using edge elements for the electric field and face
elements for the magnetic field. We pursue block precon-
ditioners that segregate edge and face variables so that ex-
isting multilevel solvers can be employed in subblocks. We
propose a new augmentation-based approach to approxi-
mating the electric field Schur complement that requires
only the application of traditional algebraic multigrid. We
demonstrate the robustness and algorithmic scalability of
our solution method on test problems that contain mul-
tiple realistic time-scales. Additionally, we extend these
techniques to a multifluid model for plasma physics. This
model couples a nodal discretization of the fluid equations
to the edge-face electromagnetic discretization. We demon-
strate that the augmentation-based approach for the elec-
tromagnetic subsystem allows for implicit time integration
at time-scales much slower than the speed of light.
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Mimetic Finite Difference Schemes for Maxwell
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Equations

We are interested in the efficient numerical solution of
Maxwell’s equations. Mimetic finite difference (MFD)
schemes are considered. They are structure-preserving dis-
cretizations which work on general unstructured and irreg-
ular grids and result in discrete operators that satisfy the
exact sequence connecting grad, div and curl operators on
the continuous level. By finding the relationship between
such MFD schemes and the finite element method, we are
able to analyze the convergence of the MFD discretizations
and construct efficient multigrid methods.

Carmen Rodrigo
University of Zaragoza
carmenr@unizar.es

James H. Adler
Tufts University
james.adler@tufts.edu

Francisco José Gaspar
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MS174

A Second Order Finite Difference Method for
Time-Space Fractional Diffusion Equations with
Riesz Derivative

In this paper a second order finite difference method is pre-
sented to solve time-space fractional diffusion equations.
Specifically, the central difference is used to approximate
the Riesz fractional derivative in space. To obtain the
second-order accuracy in temporal discretization for Ca-
puto derivative, a trapezoidal formula is used to solve a sys-
tem of Volterra integral equations transformed from spa-
tial discretization. The stability and convergence of this
method are proved. Finally numerical experiments are
given.
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Highly Efficient Methods for Space-Fractional

Reaction-Diffusion Systems

High-order time stepping methods for space-fractional sys-
tems of reaction-diffusion equations have been developed.
A fourth-order compact spatial approximation is used in
order to achieve fourth order accuracy in time and space.
The methods are based on the exponential time differenc-
ing Runge-Kutta method and the Pade approximations of
the matrix exponential functions. In order to avoid the
multiplications of matrices with higher powers, a partial
fractional approach is used. The stability and convergence
of the methods are analyzed and numerical experiments
for different fractional orders are conducted on several ex-
amples. These methods are proved to maintain high order
accuracy in the case of non-smooth initial data. To enhance
the computational efficiency, the short memory approach
is utilized.

Khaled Furati
Department of Mathematics & Statistics
King Fahd University of Petroleum & Minerals
kmfurati@kfupm.edu.sa

Mohammad Yousuf
King Fahd University of Petroleum and Minerals
Saudi Arabia
myousuf@kfupm.edu.sa

Harish Bhatt
Department of Mathematics and Statistics
Texas A&M University-Corpus Christi
harish.bhatt@tamucc.edu

Abdul Khaliq
Middle Tennessee State University
abdul.khaliq@mtsu.edu

MS174

Fractional-Order Modeling and Simulation of the
Human Ear System

We develop a physical-mathematical model of the human
ear employing fractional-order lumped elements in order to
account for viscoelastic characteristics of biological tissues
in the human ear. In order to fit the parameters of the pro-
posed model and assess its performance, we experimentally
obtain the impedance estimates along with gain estimates
using distortion product otoacoustic emissions (DPOAEs)
from normal hearing adults. Employing fractional-order el-
ements generalizes the traditional lumped element models
and yields new attractive possibilities for fine tuning of the
resulting models to better capture the viscoelastic response
of biomaterials, exhibiting nonlocal and history effects.
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Well-Balanced Central Fractional Derivatives in
Reaction-Diffusion Modeling Applications

This discussion concerns variational properties of a much
natural and balanced class of fractional derivative opera-
tors based on both left-sided and right-sided α-th order
formulations, where α ∈

(
1
2
, 1
)
. Approximations of frac-

tional differential equations equipped with such naturally
balanced fractional derivatives are constructed via Ritz-
Galerkin approaches. It is found that not only the novel
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fractional derivative structures preserve desirable dynamic
features, but also equations equipped with them possess
expected variational properties when a Ritz-Galerkin for-
mula is applied. Several simulation examples are given to
illustrate our results.
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MS175

Reducing Parallel Communication Costs in Alge-
braic Multigrid

Algebraic multigrid (AMG) is often viewed as a scalable
solver for sparse linear systems, yet the method lacks par-
allel scalability due to high costs associated with commu-
nication. Sparse matrix-vector multiplication (SpMV), for
example, is a dominant operation in each iteration of the
solve phase of AMG and is communication bound, particu-
larly at coarser levels of the AMG hierarchy. Indeed, as the
sparsity pattern of a matrix increases in density, the com-
munication costs of each SpMV also increases. As a result,
performing a SpMV on a coarse level of the hierarchy can
be more costly than the same operation on the original
fine level, due to the increased communication costs. The
communication costs associated with coarse levels of the
AMG hierarchy can be greatly reduced through changes to
both the AMG algorithm and the parallel implementation.
The sparsity pattern of each coarse level can be altered to
decrease the number of nonzeros, increasing the number of
iterations required while limiting per-iteration cost. Fur-
thermore, the parallel strategy for communication can be
rearranged to limit the costly inter-node communication.
In this talk we will highlight several strategies to reduce
communication costs that are applicable to a range AMG
methods and other sparse computations.
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Algebraic Multigrid for Directed Graph Laplacian
Systems

Currently there is a lack of robust multigrid solvers for di-
rected graph Laplacian linear systems including directed

graphs with scale-free degree distribution. We seek to ap-
ply similar multigrid techniques used for undirected graph
for directed graphs due to the robustness of multigrid
solvers for undirected graphs Laplacian systems. We use
Petrov-Galerkin restriction and prolongation operators to
lift the restriction of symmetry, applied Lean Algebraic
Multigrid affinity measurement for coarsening and we re-
define low-degree elimination to be applicable for the di-
rected case. We have performed preliminary tests with our
native prototype on a variety of real-world directed graphs
and our results show that our solver has promise to be
robust.
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Nonlinear Algebraic Multigrid for the Power Flow
Equations

The power flow problem is a standard problem in power en-
gineering. It is a networked-structured, complex quadratic
system of equations that today is typically solved via New-
tons method. However, the Newtons method requirement
to repeatedly solve large linear systems is becoming a com-
putational bottleneck as problem sizes grow. Here we de-
velop an algebraic multigrid approach to address this bot-
tleneck.
We first discuss the power flow problem itself and point out
its similarity with graph Laplacian linear systems, despite
the fact that it is complex and nonlinear. Based on this
similarity, we apply standard algebraic multigrid ideas, but
using a multiplicative coarse-grid correction rather than
the typical additive one. The result is a coarse problem
that has the structure of a power flow problem, allowing
for multilevel recursion. We also discuss a nonlinear Gauss-
Seidel smoother. Experiments demonstrate the scalable
nature of our approach.
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Active Liquid Crystals and their Applications to
Cell Motility

I will discuss a set of models for active liquid crystals that
are derived following the generalized Onsager principle.
Their predictions in various confined geometries will be dis-
cussed briefly. Then, I will apply these models to study cell
motility. A multiphase complex fluid model incorporating
the active liquid crystal as one of the active matter layer
will be introduced and discussed. Numerical simulations
using the model for cell migration on patterned substrates
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will be presented.
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A Direct Proof on the Eigenvalue Preservation for
the Beris-Edward System Modeling Liquid Crys-
tals

The Beris-Edward is a hydrodynamic system modeling ne-
matic liquid crystals in the setting of Q-tensor order pa-
rameter. Mathematically speaking it is the incompressible
Navier-Stokes equations coupled with a Q tensor equation
of parabolic type. In our talk we revisit the simplified
Beris-Edward system modeling nematic liquid crystals and
study its eigenvalue preservation property. We give an al-
ternative but direct proof to the eigenvalue preservation
of the initial data for the Q-tensor. The advantage of this
proof is that such result is not only valid in the whole space
case, but the bounded domain case as well.
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Numerical Approximations to a New Phase Field
Model for Two Phase Flows of Complex Fluids

We derive a new phase field theory for immiscible mixtures
of nematic liquid crystals and viscous fluids using the varia-
tional principle coupled with the generalized Onsager prin-
ciple. A novel phase transition mechanism is implemented
to couple the nematic liquid crystal phase with the vis-
cous fluid phase to arrive at the dissipative hydrodynamic
model for incompressible fluid mixtures. Through a deli-
cate explicit-implicit numerical discretization, we develop
a decoupled, linear scheme for a simplified version of the
phase field model, as well as a coupled, nonlinear scheme
for the full model. Both schemes are shown as uncondi-
tionally energy stable with consistent, discrete dissipative
energy laws. Several numerical examples are presented to
show the effectiveness of the new model and the new nu-
merical schemes developed for it.

Xiaofeng Yang
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MS176

On Energy Stable Shemes for a Hydrodynamic Q-
Tensor Model of Liquid Crystals

The hydrodynamic Q-tensor model has been widely used
for studying flows of liquid crystals and liquid crystal poly-
mers. It is derived from a variational approach together
with the generalized Onsager principle, in which the to-
tal energy decreases in time. In this talk, I will present a
novel, linear, second order semi-discrete scheme in time to
solve the governing system of partial differential equations
in the model. The new scheme is developed following the
energy quadratization strategy so that it is linear and un-
conditionally energy stable at the semi-discrete level. The
convergence rate in time is established in a mesh refine-
ment test. Several numerical examples are presented to

demonstrate the effectiveness of the model and the numer-
ical scheme in simulating defect dynamics in flows of liquid
crystals.
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MS177

Fast Batched SVD on GPUs

Hierarchical matrices are an efficient way for storing the
dense matrices of very large dimension that appear in the
discretization of integral operators associated with ellip-
tic PDEs, in Schur complement methods exploiting dimen-
sion reduction, in spatial statistics and computational as-
tronomy when describing pairwise relations between data
points, etc. They exploit the fact that the underlying ma-
trices, while formally dense, are data sparse. They have a
structure consisting of blocks, many of which can be well-
approximated by low rank factorizations, resulting in com-
pressing the dense matrix in an accuracy-controlled man-
ner. Singular value decomposition of these very small hi-
erarchical blocks is a crucial operation and should be opti-
mized by ensuring high occupancy on throughput-oriented
manycore architectures. This representation can avoid su-
perlinear growth in memory requirements to store n n
dense matrices in a scalable manner requiring O(n) units
of storage with a constant depending on the representative
rank k for the low rank blocks.
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MS177

Some Notes on Divide-and-Conquer Eigensolvers

Most existing divide-and-conquer eigensolvers for symmet-
ric band matrices (BDC eigensolvers) are based on trans-
forming rank-k modification problems arising in this con-
text into a sequence of rank-one modification problems.
As a consequence, the aggregation of the eigenvector in-
formation tends to become the computational bottleneck.
We will discuss advances in two aspects: On the one hand,
we will summarize new insights resulting from performance
and accuracy comparisons with algorithmic variants which
handle the rank-k modification problems as a whole. On
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the other hand, we will present and compare various algo-
rithmic modifications of the divide-and-conquer strategy
for computing eigenvalues only .
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MS177

Accelerating the Singular Value Decomposition
with a Hybrid Two-Stage Algorithm

The classic algorithm for computing the Singular Value
Decomposition (SVD) of a matrix first reduces it to bidi-
agonal form, then applies an iterative algorithm to reduce
it to diagonal form. The performance of the one-stage re-
duction to bidiagonal is well known to be memory band-
width limited, because of the use of matrix-vector prod-
ucts (GEMV). Due to the growing gap between memory
bandwidth and computation speed, two-stage reductions
were developed that first reduce to band form, then re-
duce from band form to bidiagonal form. These remove
the bandwidth limitation by concentrating operations in
matrix-matrix products (GEMM). Also, when computing
singular vectors, the divide-and-conquer algorithm has im-
proved the performance of the SVD. Here, we investigate
the use of accelerators such as GPUs and the Intel Xeon Phi
to speed up SVD computations. We demonstrate signifi-
cant speedups compared to one-stage implementations and
CPU-only two-stage implementations. All three phases of
the SVD algorithm are accelerated: reduction to bidiago-
nal, bidiagonal SVD using divide-and-conquer, and com-
putation of singular vectors.
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MS177

Efficient Transformation of the General Eigenprob-
lem with Symmetric Banded Matrices to a Banded
Standard Eigenproblem

The solution of symmetric eigenproblems plays a key role in
many computational simulations. Generalized eigenprob-
lems are transformed to a standard problem. This trans-
formation has the drawback that for banded matrices in
the generalized eigenproblem the banded structure is not
preserved. The matrix of the standard eigenproblem will
generally be a full matrix. We followed the ideas of the
Group of Lang (Univeristy of Wuppertal) who modified

Crawford’s algorithm and implemented this procedure to
ELPA. By keeping the banded structure we save one re-
duction step on the matrix and one backtransformation
step for the eigenvectors. This provides a good speedup
compared to the standard tranformation procedure with
Cholesky factorization.
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MS178

Continuous Alternating Least Squares for Regres-
sion of Low-Rank Functions

We present a nonlinear regression algorithm for creating
low-rank functional approximations from sampled data.
The resulting approximation is represented in the function-
train format, a recently developed continuous analogue to
the tensor-train decomposition. The representation is ob-
tained using a rank-revealing algorithm to solve a corre-
sponding optimization problem. In contrast to other low-
rank functional decompositions, our approximation can be
parameterized in a manner where the output can be non-
linear with respect to unknown parameters. The flexibil-
ity of this approach provides a greater capability to adapt
to structure within the data. We investigate the effect of
several sampling strategies on the resulting approximation
quality, and demonstrate their performance in the context
of an elliptic PDE with an uncertain permeability field.
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MS178

Low Rank Approximation and Integration of High
Dimensional Functions for Quantum Chemistry
Applications

A method is proposed for a fast evaluation of high-
dimensional integrals of potential energy surfaces (PES)
that arise in many areas of quantum dynamics/chemistry.
Our approach decomposes the integrand into suitable low-
rank tensor formats using a set of integrand evaluations.
The high dimensional integration problem is then reduced
to a relatively short sum of products of easy-to-evaluate
low-dimensional integrals, each of which can be estimated
using appropriate quadrature rules. The decomposition is
achieved by suitable version of alternating least squares al-
gorithm depending on the type of tensor format considered.
This approach also eradicates a force-constant evaluation
as the hotspot of many quantum dynamics simulations and
also delays the curse of dimensionality. In this work, we
specifically consider canonical and tensor train formats for
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approximation. This general method is applied to two ap-
plications in quantum chemistry.
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MS178

A New Sampling Method for Alternating Least-
Squares Regression

One approach to regression of scattered data in high di-
mensions uses alternating least-squares (ALS) to construct
separated representations (or canonical decompositions).
Such functional representations are built via a sequence of
univariate regression problems corresponding to the indi-
vidual dimensions of the data. Despite recent applications
of separated representations to non-intrusive algorithms for
uncertainty quantification, there is currently no established
theory for the selection of optimal sampling distributions.
Inspired by optimal sampling of multivariate orthogonal
polynomials, we propose a sampling method that improves
the stability and accuracy of ALS relative to standard sam-
pling approaches where the quantity of interest is sampled
according to the probability distribution of the input vari-
ables. We present numerical examples to demonstrate the
improvement achieved by this sampling method with no
additional costs.
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MS179

Distributed-Memory Graph Ordering

Ordering vertices of a graph is key to minimize fill-in and
data structure size in sparse direct solvers, maximize local-
ity in iterative solvers, and improve performance in graph
algorithms. Except for naturally parallelizable ordering
methods such as nested dissection, many important order-
ing methods (e.g., reverse Cuthill-McKee and minimum
degree) have not been efficiently mapped to distributed-
memory architectures. We report on our progress in devel-
oping scalable parallel implementations of such challenging
graph-ordering algorithms.
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MS179

Impact of Blocking Strategies for Sparse Direct
Solvers on Top of Generic Runtimes

Among the preprocessing steps of a sparse direct solver,
reordering and block symbolic factorization are two major
steps to reach a suitable granularity for BLAS kernels effi-
ciency and runtime management. In this talk, we present
a reordering strategy to increase off-diagonal block sizes.
It enhances BLAS kernels and allows to handle larger
tasks, reducing runtime overhead. Finally, we will com-
ment the resulting gain in the PaStiX solver implemented
over StarPU and PaRSEC.
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MS179

Refined Ordering in Supernodes to Improve Block
Structure and Data Locality

In this work, we propose a low complexity heuristic which
aims at improving the block structure of non zeros below
the diagonal blocks by bringing non-zero rows closer to-
gether. This is of particular importance to achieve higher
computational efficiency on GPU platforms for instance.
We compare our heuristic to the state-of-the-art heuristic
based on solving the Traveling Salesman Problem in terms
of reordering time, quality of the block structure, and fi-
nally impact on numerical factorization time.
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MS179

Reducing the Complexity of the Minimum Local



CS17 Abstracts 191

Fill Algorithm

The minimum local fill (MLF) heuristic computes a fill-
reducing permutation for sparse Cholesky factorization. It
is generally believed that MLF is very expensive and pro-
duces marginally better permutations than the well-known
minimum degree (MD) heuristic. Recently we have intro-
duced implementations of MLF that are effective in reduc-
ing fill but are much less time-consuming than conventional
implementations of the past. In this talk, we will describe
further enhancements that result in more efficient imple-
mentations of the MLF heuristic. The first enhancement
is a technique to compute the required local fill counts in a
more indirect, and ultimately, more efficient manner. The
second enhancement is a technique for limiting the number
of times entire elimination cliques are searched during the
computation of Reach sets.
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MS180

Modelling Liquid-Vapor Phase Change with
Metastability

We propose a model that describes phase transition includ-
ing metastable states present in the van der Waals Equa-
tion of State. From a convex optimization problem on the
mixture energy, we deduce a dynamical system that is able
to depict all the stable equilibria as attraction points in-
cluding metastable states. The dynamical system is then
used as a relaxation source term in an isothermal 44 two-
phase model. Although the model turns to be conditionally
hyperbolic, we manage to prove that, for smooth solutions,
the hyperbolicity regions are invariant domains of the sys-
tem with relaxation. This is a joint work with Hala Ghazi
(Univ. of Nantes) and Francois James (Univ. of Orlans).
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MS180

High Order Maximum Principle Preserving Semi-
Lagrangian Finite Difference Weno Schemes for the
Vlasov Equation

Abstract not available
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MS180

Low-Dissipation Centred Fluxes for Discontinuous
Galerkin Finite Element Methods

We propose a class of centred (no explicit upwinding) nu-
merical fluxes that depend on a parameter alpha and orig-

inate from the multidimensional extension of the FORCE
scheme on unstructured meshes. It turns out that such a
parameter generates an alpha family of numerical methods
that are well suited for use in DG methods, as demon-
strated here. Given an order of accuracy N and a cor-
responding CFL number CN , there exists a real number
alphaN that exactly matches the stability condition of DG,
for any order of accuracy N. The resulting schemes, in their
first order mode, are monotone and have surprisingly small
dissipation, which is particularly evident for slowly moving
waves. We shall present details on the construction, anal-
ysis and assessment of the numerical methods, for linear
model problems and for non-linear systems. The perfor-
mance of the schemes is indeed very encouraging, showing
in particular, that the performance of DG does depend on
the numerical flux and that the centred fluxes proposed
here are well suited to the DG approach.
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MS180

Positivity-Preserving Well-Balanced Discontinuous
Galerkin Method for Tidal Bores

Abstract not available
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MS181

Modeling the 1976 Teton Dam Failure using Geo-
Claw

Using the GeoClaw software package, we model the 1976
Teton Dam failure that led to massive flooding in eastern
Idaho, The flood boundaries reported by GeoClaw show
excellent agreement with the boundaries recorded by the
USGS at the time of the event and with historical descrip-
tions of the dam failure. Performance results for recent
work on developing a GeoClaw extension of ForestClaw, a
parallel library based on p4est for solving PDEs on adap-
tive Cartesian meshes will also be reported.
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MS181

Many Waves on Many Cores

ExaHyPE is a H2020 project where an international con-
sortium of scientists write a simulation engine for hyper-
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bolic equation system solvers based upon the ADER-DG
paradigm. Two grand challenges are tackled with this en-
gine: long-range seismic risk assessment and the search for
gravitational waves emitted by binary neutron stars. The
code itself is based upon a merger of flexible spacetree data
structures with highly optimised compute kernels for the
majority of the simulation cells. This talk is a tour de
force through ExaHyPE. We start with a brief sketch of
the project and the underlying workflow of the ADER-DG
scheme. It becomes obvious that the scheme - if not im-
plemented naively - suffers significantly from high memory
and data movement demands on modern architectures. In
the main part of the talk, we thus highlight various tech-
niques how to reduce the number of data movements to
and from the memory subsystem, how to squeeze out bits
from the MPI data exchange and how to eliminate some
MPI messages completely. A brief discussion of first results
closes the talk.
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MS181

Performance and Time to Solution of Dynamically
Adaptive Tsunami Simulations

We attempt a comparison of time-to-solution for solving
the shallow water equations in the context of tsunami sim-
ulation. Using several benchmark and tsunami scenarios,
we discuss the performance of a Finite Volume scheme on
tree-structured triangular meshes that may include regular
grid patches. We will also compare the Finite Volume per-
formance with recent results using discontinuous Galerkin
methods. We consider different HPC platforms including
the Salomon supercomputer, where heterogeneous com-
pute nodes (with Xeon Phi coprocessors) pose additional
challenges on the load balancing. Here, we particularly re-
port on experiences with using the Xeon Phi coprocessors
in symmetric mode.
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MS181

Metaprogramming for Unstructured-Mesh Appli-
cations in Ocean Modeling

Recent advances in computer hardware technology make
more realistic ocean simulations possible; however, this
progress has a price. On the one hand, the growing com-
plexity of the physical and mathematical models requires
the development of new and efficient numerical methods.
On the other hand, the trend towards heterogeneous and
highly parallel architectures increases the programming ef-
fort necessary to implement, develop, and maintain these
models. We propose one possible approach both to sig-
nificantly improve the computational performance of the
discontinuous Galerkin finite element method and, at the
same time, to decrease the effort to implement new meth-
ods and applications. The first goal will be reached by uti-
lizing a number of techniques aiming to address the existing
performance bottlenecks; those include a new approach to
domain decomposition and performance oriented adaptive
numerical schemes. The second goal will be achieved by
resorting to modern software design strategies, including

code generation and automatic optimization techniques for
the compute-intensive kernels. The performance and code
design advances resulting from the work proposed here can
cover a lot of ground towards making unstructured mesh
models the mainstream of ocean science and, in particular,
available to users with limited access to HPC systems.

Harald Koestler
University Erlangen-Nürnberg
harald.koestler@fau.de

Sebastian Kuckuk
Universitaet Erlangen-Nuernberg, Germanyh
sebastian.kuckuk@fau.de

MS182

Vectorization of Multi-Body Potentials: Perfor-
mance and Portability

As today’s supercomputers become more and more pow-
erful, simulations can cover bigger length-scales and time-
scales using more accurate, but also more expensive force
fields. In the materials science community, many-body po-
tentials are widely used for their predictive power with
respect to certain material properties, at the expense of
higher computational cost. The challenge lies in mapping
the complex calculations necessary to evaluate such poten-
tials onto the available computing devices. Since modern
architectures concentrate the computational power in wide
SIMD units, and compilers commonly have trouble gen-
erating efficient code for them, a dedicated optimization
effort is necessary. Special care is needed to minimize the
effort required to implement a potential on a new architec-
ture, and to allow for portability at the algorithmic level.
Our research provided insights in the vectorization of the
Tersoff, REBO and AIREBO potentials, widely used for
semiconductor, carbon material, and carbohydrate simu-
ations. We target a diverse set of hardware ranging from
x86 CPUs (Westmere to Skylake), to Xeon Phi accelerators
of both generations, and even GPUs. The improvements
typically double the simulation throughput in large-scale,
parallel runs, and higher speedups are possible when de-
ploying accelerators.
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MS182

Multilevel Summation Method for Efficient Com-
putation of Nonbonded Forces in Molecular Dy-
namics Simulations

The multilevel summation method (MSM) provides an ef-
ficient algorithm for computing the long-range nonbonded
electrostatic forces arising in molecular dynamics (MD)
simulations. The method imposes a splitting on the 1/r
interaction kernel, calculating the short-range part exactly
and interpolating the remaining long-range parts from a
hierarchy of nested grids, where interpolation between grid
levels produces an algorithm with operation count that
scales linearly in the number of atoms. The methodol-
ogy is quite flexible, permitting use for simulations that
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employ non-periodic, semi-periodic, or periodic boundary
conditions, and allowing generalization to other interac-
tion kernels, most notably the long-range dispersion forces.
The use of B-spline interpolation is shown to improve the
accuracy of the approximation by an order of magnitude
over previous formulations. The parallelization of MSM in
the MD program NAMD makes use of a combined domain
decomposition and force decomposition approach to pro-
vide scaling to large numbers of processors, together with
fine-grained SIMD (single instruction, multiple data) par-
allelism employed to greatly enhance the performance of
the localized convolution calculations.
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MS182

Particle-Particle Particle-Mesh (P3M) on Knights
Landing Processors

Particle-particle particle-mesh methods are often used in
molecular dynamics codes to approximate the effects of
long-range forces between atoms where it would not be
feasible to compute all pair-wise interactions. While short-
range interactions are computed in a pair-wise fashion, the
forces produced by long-range interactions are obtained by
mapping particle charge to a grid, solving Poisson’s equa-
tion in the frequency domain for the electrical potential,
and then mapping the local potential back to the particles.
Using the popular molecular dynamics code LAMMPS, we
present vectorization and new implementations of the two
mapping algorithms. We also discuss how using larger sten-
cil sizes when mapping charges and forces better takes ad-
vantage of the Xeon Phi architecture, both by making use
of its large vector registers and because a larger stencil al-
lows a coarser grid to be used. This shifts work from the
poorly-scaling FFTs used to solve Poisson’s equation and
to the newly-accelerated and highly parallel mapping func-
tions. The acceleration of the PPPM method as a whole
also affects the optimal input parameters in a similar fash-
ion; using a smaller cutoff to shift work from the pair-wise
short-range computation to the long-range PPPM compu-
tation saves time even while using a finer charge grid to
preserve accuracy.
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MS182

Towards Autotuning Between OpenMP Schemes
for Molecular Dynamics on Intel Xeon Phi

Shared-memory performance is a key component for ob-
taining good scalability on manycore architectures such as
the Intel Xeon Phi. In the area of Molecular Dynamics,
the performance of the non-bonded short-range force cal-
culation kernel is crucial to the overall runtime of the sim-
ulation. The characteristics of this kernel, however, vary
strongly. Systems with a small number of particles need a
very fine-grained OpenMP scheme. At the same time, fine-
grained schemes may be inferior to more coarse-grained
ones for larger numbers of molecules. Particle density, the
number of interaction sites per molecule and the type of
potential also affect the required granularity. The spatial
distribution, on the other hand, may impose a need for
load-balancing, while the runtime environment may place
restrictions on the available memory for parallelization-
related buffers that some schemes require. In the present
work we evaluate several OpenMP schemes for the force
calculation on multiple simulation systems via ls1-mardyn
[Niethammer et al., ls1-mardyn: The Massively Parallel
molecular dynamics code for large systems, 2014], [Tchipev
et al., Optimized Force Calculation of Molecular Dynam-
ics Simulations for the Intel Xeon Phi, 2015] on up to 256
threads. We observe that none of the evaluated schemes
can deliver the best results across all simulation parameters
and outline our work on autotuning, in order to not burden
the end-user with a manual choice of the best scheme.
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MS183

Detecting and Attributing Application Perfor-
mance Anomalies to Root Causes

Resources such as the filesystem and interconnection net-
work are shared by all jobs running on a supercomputer
and sometimes, even by multiple supercomputers at a fa-
cility. Understanding the performance variability of indi-
vidual applications and attributing it to its root causes
is crucial to optimize application performance and overall
system throughput. Identifying the root causes can help us
in developing better algorithms for resource-aware schedul-
ing, placement and routing. In this talk, I will present
recent work on monitoring, visualizing and analyzing per-
formance variability on different platforms.
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MS183

TOKIO: Using Lightweight Holistic Characteriza-
tion to Understand, Model, and Improve HPC I/O
Performance

I/O performance is playing an increasingly large role in sci-
entific application efficiency, not only because of the gap
between storage and computational hardware performance,
but also because scientific discovery is more data-driven
now than ever before. I/O performance variance and pre-
dictability are therefore major concerns for HPC data cen-
ters. Why are some applications more efficient than oth-
ers, why does performance vary from run to run, and what
can we do about it? A myriad of factors including appli-
cation I/O strategies, resource contention, resource alloca-
tion, and bursty I/O traffic may contribute to the problem,
and focusing too deeply on any single factor might lead us
to overlook true root causes and critical correlations. In
this talk, we will explore this issue with a particular focus
on the TOKIO (TOtal Knowledge of I/O) project, a col-
laboration between Lawrence Berkely National Laboratory
and Argonne National Laboratory. The goal of TOKIO is
to advance I/O instrumentation techniques, data integra-
tion, and analysis to improve our understanding of I/O in
the datacenter and produce actionable insight for the sci-
entific computing community.
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MS183

Understanding and Avoiding Performance Vari-
ability in High Performance Networks

Performance variability on large systems is manifested from
multiple different sources. One important subsystem that
can introduce performance variability is the interconnec-
tion network. In this talk I will discuss work covering two
different areas of understanding network induced perfor-
mance variability. The first area is the network fabric itself
and how inter-job interference can create performance vari-
ability. Overtime, a tool for studying fabric contention that
can impact performance, was developed in order to better
understand the impact of other jobs usage of the network
as well as understanding the impact of the most frequently
used application communication patterns in the presence
of interference on real large systems under study. The sec-
ond area is how network traffic can cause contention for
local resources at the node level, causing slowdown due to
memory subsystem contention. This work concentrates on
onloaded vs. offloaded networking interfaces over a wide
variety of generations of x86 processor servers. Overall, it
is shown that such interference can have great impact at
scale even on applications known to have low performance

variability.
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MS183

Resource Management Techniques for Reducing
Interference Among Message-Passing Applications

Interference among nearby jobs has been recently identified
as the dominant reason for the high performance variabil-
ity of message-passing applications running on High Per-
formance Computing (HPC) systems. Typically, HPC sys-
tems are dynamic with multiple jobs coming and leaving in
an unpredictable fashion, sharing simultaneously the sys-
tem interconnection network. In such environment con-
tention for network resources is causing random stalls in
the progress of application execution degrading application
and system performance overall. Eliminating job interac-
tions is the key for guaranteeing performance predictability
of applications. In order to achieve this objective we pro-
pose resource management techniques at different levels of
decision: 1) job scheduling policy that controls the node
fragmentation in the system, and reduces the number of
applications sharing the same part of the network, and 2)
QoS policy that allows for fair sharing of the network link
by multiple HPC applications of different bandwidth re-
quirements using virtual channels arbitration enabled in
modern interconnects (e.g. InfiniBand). Experimental re-
sults show that the proposed job scheduling policy leads to
few jobs sharing network resources and thus having fewer
jobs interactions while the QoS policy is able to effectively
reduce the degradation from the remaining jobs interac-
tions. These two software techniques are complementary
and could be used together without additional hardware.
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MS184

Massive-Scale Streaming Analytics for Dynamic
Graphs

Emerging real-world graph problems include: detecting
community structure in large social networks; improving
the resilience of the electric power grid; and detecting and
preventing disease in human populations. Unlike tradi-
tional applications in computational science and engineer-
ing, solving these problems at scale often raises new chal-
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lenges because of the sparsity and lack of locality in the
data, the need for additional research on scalable algo-
rithms and development of frameworks for solving these
problems on high performance computers, and the need for
improved models that also capture the noise and bias inher-
ent in the torrential data streams. In this talk, the speaker
will discuss the opportunities and challenges in massive
data-intensive computing for applications in computational
science and engineering.
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Models for Principled Characterization of Dy-
namic, Spatially Embedded, Multiscale Networks

Advances in neuroimaging techniques have made it possi-
ble to reconstruct whole-brain networks composed of struc-
tural (physical fiber tracts) and functional (statistical re-
lationships) connections among brain regions. Analysis of
these static networks has revealed a host of non-random
attributes, including highly connected hubs, modular ar-
chitecture, and rich clubs. In this talk I will discuss two
recent advances in brain network modeling. First, I will
introduce the multi-layer network model for characterizing
time-varying functional brain networks. I will cover recent
work showing that the brains flexibility the extent to which
its multi-layer modular organization is stable across time
can be used to predict an individuals learning rate, is as-
sociated with executive function and state of arousal, and
is also altered in psychiatric diseases such as schizophre-
nia. Second, I will discuss the role that the brains intrinsic
geometry plays in shaping its network architecture. I will
cover two recent studies one in which we show that simple
wiring rules can explain a wide variety of the brains topo-
logical features and another in which we modify classical
community detection tools to uncover space-independent
community structure in brain networks.
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MS184

Dynamic Network Analysis: From Inference to In-
sight

From gene interactions and brain activity to cellphone calls
and zebras grazing together, large, noisy, and highly dy-
namic networks of interactions are everywhere. Unfortu-
nately, in this domain, our ability to analyze data lags sub-
stantially behind our ability to collect it. Moreover, we may
be collecting the wrong data for the questions we want to
answer in the first place. From collecting the data and
inferring the networks to producing meaningful insight at
scale, challenges are there every step of the way and com-
putational approaches have been developed to meet those
challenges. We will present computational approaches that
address some of the questions about dynamic interaction
networks: whom should we sample? how often? what is
the “right” network? what are the meaningful patterns and

trends? and how can we use the network to gain insight
into other aspects of the node behavior? The methods
leverage the topological graph structure of the networks
and the size of the available data to, somewhat counter-
intuitively, to produce more accurate results faster. We
will demonstrate the scientific implications of the compu-
tational analysis on networks of zebras, baboons, and in-
teracting brains cells.
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Scalable Algorithms for Graph Matching and Edge
Cover Computations

Computing a matching and an edge cover in a graph are
two basic problems in computer science, with many ap-
plications in network science, machine learning, computa-
tional science and engineering, etc. Most variants of match-
ing and edge cover problems can be solved in polynomial
time, yet the running times are high and the algorithms are
sophisticated. It is even more challenging to design paral-
lel algorithms, since many algorithms rely on searching for
long paths in a graph, or implicitly communicate informa-
tion along long paths, and thus have little concurrency. We
design new approximation algorithms for variant matching
and edge cover problems that have high concurrency. For
b-Matching, we obtain a 1/2-approximation algorithm; and
for b-Edge cover, we describe a 3/2-approximation algo-
rithm. Both algorithms have been implemented on shared
memory and distributed memory machines, and we report
results from tens of thousands of cores. We also discuss
some applications of b-Matchings and b-Edge covers.
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MS185

Multifidelity Moment Estimation in Coupled Mul-
tidisciplinary Systems Under Uncertainty

The objective of this work is to tackle the complexities
involved with uncertainty propagation in feedback cou-
pled multidisciplinary systems. We present a multifidelity
Monte Carlo approach to estimate the first and second mo-
ments of the system output. The method employs control
variates to exploit multiple surrogate models and reduce
the variance in the final estimate as compared to standard
Monte Carlo simulation. We also explore several ways to
build different fidelities for the system output.
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Modeling and Identification of Multi-Physics Un-
certainties in the Response of Heated Structures

This investigation is focused on the response of uncertain
heated structures, i.e., for which both structural displace-
ments and temperature fields must be determined with the
former strongly affected by the latter. Projection-based,
nonlinear, reduced order modeling techniques have recently
been devised to address this class of multi-physics problems
at a much reduced cost than full finite element computa-
tions. In this light, the present effort centers on the in-
troduction, directly in these ROMs, of uncertainty in the
disciplinary properties (structural and thermal ones) but
also on the coefficient of thermal expansion field connect-
ing both disciplines. It is first recognized that the linear
and nonlinear stiffness structural properties and the ther-
mal terms in the structural equations can be regrouped in
a symmetric positive definite matrix. Then, maximum en-
tropy concepts are utilized to formulate a stochastic model
of this uncertain matrix and of the corresponding con-
ductance and capacitance matrices. Next, the identifica-
tion of the hyperparameters of this stochastic model is
next addressed from measurements of the coupled thermal-
structural response. The application of these concepts is fi-
nally demonstrated on a representative hypersonic aircraft
panel example.

Pengchao Song, X.Q. Wang
Arizona State University
pengchao.song@asu.edu, xiaoquan.wang.1@asu.edu

Marc P. Mignolet
Arizona State
marc.mignolet@asu.edu

MS185

Sparsity Identification in Non-Gaussian Distribu-
tions, with Applications to Multi-Disciplinary Sys-
tems

In a Markov network, represented as an undirected prob-
abilistic graphical model, the lack of an edge denotes con-
ditional independence between the corresponding nodes.
Sparsity in the graph is of interest as it can acceler-
ate inference. We develop an algorithm to identify the
sparsity structure of continuous high-dimensional non-
Gaussian distributions. The algorithm relies on exploiting
the connection between the sparsity of the graph and the
sparsity of transport maps, which deterministically cou-
ple one probability measure to another. We present results
for datasets drawn from multi-disciplinary engineering sys-
tems.
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MS185

Lookahead in Single and Multiple Fidelity Bayesian
Optimization

Bayesian optimization (using a function prior) is usually
implemented using a greedy search policy. Expected im-
provement, for example, heuristically balances exploration
and exploitation. Lookahead policies, alternately, decide

evaluations knowing future optimization behavior. This
talk compares lookahead and greedy policies, explores do-
mains where lookahead excels, and prove that lookahead
can be arbitrarily better than greedy. We show exact nu-
meric results for lookahead in standard GP optimization,
and results in multifidelity optimization.
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MS186

MHD with Embedded Particle-in-Cell (MHD-
EPIC): Capturing Kinetic Effects in Global Sim-
ulations

A new modeling capability to embed the implicit Particle-
in-Cell (PIC) model iPIC3D into the extended magneto-
hydrodynamic model BATS-R-US has been developed re-
cently in University of Michigan. The PIC domain can
cover the regions where kinetic effects are most important,
such as the magnetopause reconnection sites. The BATS-
R-US code,which is a MHD model, with its block-adaptive
grid can efficiently handle the rest of the computational do-
main where the MHD or Hall MHD description is sufficient.
The current implementation of the MHD-EPIC model al-
lows two-way coupled simulations in two and three dimen-
sions with multiple embedded PIC regions. The MHD and
PIC grids can have different grid resolutions and grid struc-
tures. The MHD variables and the moments of the PIC dis-
tribution functions are interpolated and message passed in
an efficient manner through the Space Weather Modeling
Framework (SWMF). Both BATS-R-US and iPIC3D are
massively parallel codes fully integrated into, run by and
coupled through the SWMF. This model has been success-
fully applied to the global magnetosphere simulations of
Ganymede, Mercury and Earth.
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MS186

Method of Lines Transpose (molt), An O(N) Im-
plicit Maxwell Solver Coupled with Particle in Cell

The Maxwell’s solver proposed by E. Wolf et al. was de-
veloped based on the method of lines transpose (MOLT)
framework and proven to be numerically efficient due to its
A-stable property. Why the method ensures a divergence
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free magnetic field, a costly elliptic divergence cleaning
technique was used to enforce Gauss’s law. To improve the
efficiency, in this talk we present a novel hyperbolic clean-
ing technique for the MOLT Maxwell solver. Specifically,
the Lagrangian multiplier is first written in a wave equation
form and hence the same MOLT wave equation solver for
Maxwell’s equations can be applied. The proposed scheme
is further coupled with a particle-in-cell method for the
simulation of plasmas. The numerical results of several
benchmark test problems will be presented to demonstrate
the performance of our scheme.
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MS186

Semi-Lagrangian Solution of the Gyrokinetic
Vlasov Equation: Latest Developments in the Se-
lalib Code

Selalib is an object-oriented Fortran library for the so-
lution of Vlasov-like kinetic equations, by means of
semi-Lagrangian or particle-in-cell methods [SELALIB:
http://selalib.gforge.inria.fr]. The library is highly mod-
ular: the building blocks of our solvers may be changed
easily, allowing one to test different algorithms. A typi-
cal semi-Lagrangian simulation in Selalib is based on a di-
mensionally split form of the Vlasov equation: this results
in a sequence of one- or two-dimensional advection equa-
tions, to be solved by combining the method of character-
istics with an appropriate interpolation strategy (local or
global). For each advection equation the original domain
is decomposed across processors according to a different
layout; Selalib provides the tools for creating these lay-
outs, and for performing data remapping across them. We
present here how this framework is implemented in the case
of the Gyrokinetic Vlasov equation, for the simulation of
turbulence in magnetic fusion devices. We use field-aligned
interpolation (and differentiation) to reduce the number of
poloidal planes in our computational mesh, while keeping
the flexibility to select different discretization strategies in
the poloidal plane: we consider multi-block curvilinear and
hexagonal meshes that are conformal to the magnetic flux
surfaces, as well as non-conformal Cartesian meshes with
embedded boundaries. Pros and cons of the various strate-
gies are discussed.
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MS186

An Eulerian Discontinuous Galerkin Scheme for
the Fully Kinetic Vlasov-Maxwell System

Collisionless or weakly collisional plasmas are ubiquitous
in the universe, necessitating a kinetic description. The
Vlasov-Maxwell system of equations describes the evolu-
tion of the probability distribution function of the parti-
cles subject to self-consistently generated electromagnetic
fields. Typically, the Vlasov-Maxwell system is solved in
a Lagrangian framework using the particle-in-cell method;
however, we focus on the development of a fully kinetic
(ions and electrons) Eulerian approach, which is ideal for
studying problems requiring low amplitude and high sen-
sitivity, such as energy dissipation in turbulence and mag-
netic reconnection. In particular, we describe the devel-
opment and performance of a high-order discontinuous
Galerkin scheme in 6D phase space. The resulting system
is applied to turbulence and reconnection studies.
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MS187

Scalable Solvers for Joint Inversion with Several
Structural Coupling Terms

Joint inversion is the solution of a single inverse problem in-
volving two or more parameter fields, defined on the same
physical domain. By doing so, one can reasonably hope
to obtain better reconstructions for each parameter field,
by combining the information coming from multiple coher-
ent data sets, rather than by treating each ones individu-
ally. However very often the different parameter fields do
not have a known, reliable relationship connecting them
to each other. A joint inverse problem can nonetheless be
formulated in that case by explicitly coupling the different
parameters. Our work focuses on the different ways to cou-
ple these parameters, and to solve the corresponding joint
inverse problems. In a first part, we review the main tech-
niques used to combine the structure of the different pa-
rameters: cross-gradient, vectorial TV, and nuclear norm.
These terms are widely used in practice, but still poorly
understood in the context of inverse problems. Moreover,
they are highly nonlinear, posing significant computational
challenges for large-scale problems. In a second part, we
study the properties of these coupling terms when inter-
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preted as anisotropic diffusion operators, and use these
insights to derive scalable numerical solvers for the joint
inverse problems.
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MS187

Efficient Solvers for Coupled Imaging Problems

This talk presents some large-scale coupled optimization
problems arising in imaging and efficient numerical meth-
ods for their solutions. In particular, we are interested
in linear and nonlinear inverse imaging problems involving
motion which are affected by noisy data. Our goal is to si-
multaneously reconstruct the images and recover their mo-
tion parameters. We discuss and compare decoupled, par-
tially coupled, and fully coupled optimization techniques.
For the latter, we propose a novel method that is very effi-
cient when the motion can be represented using relatively
few parameters, as is the case for rigid, affine, or smooth
low-dimensional transformation models. Since the imaging
problems at hand are typically ill-posed, we utilize prior
knowledge of the expected solution by adding regulariza-
tion and constraints. For our work, we consider simple
bound constraints on both the image and motion parame-
ters and explore the use of hybrid methods for determin-
ing regularization parameters. Our numerical experiments
provide a detailed convergence analysis and outline the po-
tential of the methods for large-scale imaging problems.
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Parallel Algorithms for PDE-Constrained Opti-
mization Problems with Hyperbolic Constraints

We describe a distributed-memory solver for large-scale
PDE-constrained optimization problems with hyperbolic
constraints in three dimensions. Our contributions are
the design of effective preconditioners for the Hessian, an
automatic parameter selection, and the parallelization of
our solver on distributed-memory architectures. Hyper-
bolic PDE-constrained optimization problems have numer-
ous applications ranging from geophysical sciences, atmo-

spheric sciences, to medical imaging sciences. They are in
general challenging to solve in an efficient way: They are
infinite-dimensional in the continuum, high-dimensional af-
ter discretization, and ill-posed in nature resulting in large,
severely ill-conditioned systems after discretization that
have to be solved numerically. We solve for the first order
optimality conditions using a globalized, preconditioned,
inexact Gauss-Newton-Krylov method. We propose effi-
cient multigrid and domain decomposition strategies to ef-
fectively precondition the Hessian. We will showcase con-
vergence and scalability results of our solver for up to 10
billion unknowns.
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MS187

Arock: An Algorithmic Framework for Asyn-
chronous Parallel Coordinate Updates

Finding a fixed point to a nonexpansive operator, i.e.,
x∗ = Tx∗, abstracts many problems in numerical linear
algebra, optimization, and other areas of scientific com-
puting. To solve fixed-point problems, we propose ARock,
an algorithmic framework in which multiple agents (ma-
chines, processors, or cores) update x in an asynchronous
parallel fashion. Asynchrony is crucial to parallel com-
puting since it reduces synchronization wait, relaxes com-
munication bottleneck, and thus speeds up computing sig-
nificantly. At each step of ARock, an agent updates a
randomly selected coordinate xi based on possibly out-of-
date information on x. The agents share x through either
global memory or communication. If writing xi is atomic,
the agents can read and write x without memory locks.
Theoretically, we show that if the nonexpansive operator
T has a fixed point, then with probability one, ARock gen-
erates a sequence that converges to a fixed points of T .
Our conditions on T and step sizes are weaker than com-
parable work. Linear convergence is also obtained. We
propose special cases of ARock for linear systems, convex
optimization, machine learning, as well as distributed and
decentralized consensus problems. Numerical experiments
of solving sparse logistic regression problems are presented.
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MS188

Spectral Density of the Koopman Operator: Inter-
pretation and Approximation

Koopman operator models the time evolution of measure-
ments taken from a dynamical system, such as pointwise
velocities collected from a fluid flow. This operator is lin-
ear; its eigenvalues are associated with modes of evolu-
tion of measurements, which are known to match physical
observations of fluid flows. There has been a substantial
progress in approximating steady eigenvalues and modes
of the Koopman operator using the Dynamic Mode De-
composition algorithm; however, the operator often has a
continuous part of the spectral density, which does not cor-
respond to eigenvalues and has attracted little attention.
In this talk we discuss the challenges in detecting, approxi-
mating, and interpreting the continuous spectral density of
the Koopman operator in the context of fluid kinematics.
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MS188

Using Derivative Snapshots in ROMs Error Esti-
mates for Linear Systems, Error Bounds for Non-
linear Systems and Numerical Examples

We consider a POD ROM method when the time deriva-
tives are used as snapshots in addition to snapshots from
the solution and compare it to the case when only solution
snapshots have been used. We will comment on previously
derived upper bounds for the 2-norm of the errors in both
cases and will present newly derived a priori error esti-
mates for linear dynamical systems. Numerical examples
will be presented to demonstrate the insights gained from
the new estimates.
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Computational Reduction Strategies for Bifurca-
tions and Stability Analysis in Fluid-Dynamics:
Applications to Coanda Effect

We focus on reducing the computational costs associated

with the hydrodynamic stability of solutions of the incom-
pressible Navier-Stokes equations for a Newtonian and vis-
cous fluid in contraction-expansion channels. In particular,
we are interested in studying steady bifurcations, occur-
ring when non-unique stable solutions appear as physical
and/or geometric control parameters are varied. The for-
mulation of the stability problem requires solving an eigen-
value problem for a partial differential operator. An alter-
native to this approach is the direct simulation of the flow
to characterize the asymptotic behavior of the solution.
Both approaches can be extremely expensive in terms of
computational time. We propose to apply Reduced Or-
der Modeling (ROM) techniques to reduce the demanding
computational costs associated with flow stability analysis.
The application that motivated the present study is the on-
set of asymmetries (i.e., symmetry breaking bifurcation) in
blood flow through a regurgitant mitral valve, depending
on the Reynolds number and the regurgitant mitral valve
orifice shape.
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Incremental POD Method of Snapshots for Finite
Element Fluid Computations

We discuss an incremental algorithm for proper orthogo-
nal decomposition (POD) computations. We modify an
incremental matrix SVD algorithm of Brand to accommo-
date data arising from Galerkin-type simulation methods
for time dependent PDEs. The algorithm initializes and
efficiently updates the POD eigenvalues and modes dur-
ing the time stepping in a PDE solver without storing the
simulation data. We demonstrate the effectiveness of the
algorithm using finite element computations for fluid flows.
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MS189

Reduced Order Modelling for Fluid-Structure In-
teraction and Optimal Control Problems

In this talk we will focus on recent advances in reduced or-
der modelling for parametrized problems in computational
fluid dynamics, with a special attention to the case of op-
timization based domain decomposition (opt-DD) reduced
order methods and reduced order fluid-structure interac-
tion problems (FSI). For the latter, we will propose re-
duced order versions of existing numerical scheme, based
either on a monolithic [Ballarin, Rozza; International Jour-
nal for Numerical Methods in Fluids, 2016] or a segreated
approach [Ballarin, Rozza, Maday; submitted, 2016]; ad-
vantages and drawbacks of reduced order monolithic vs
reduced order partitioned approaches will be highlighted.
For the former, we will propose an extension of high fidelity
opt-DD methods [Gunzburger, Peterson, Kwon; Comput-
ers & Mathematics with Applications, 1999] to the reduced
order framework. Test cases for opt-DD model reduction
of elliptic problems will be provided. Finally, a possible
opt-DD ROM for FSI problems will be introduced.
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Pod-Based Multiobjective Optimal Control by Use
of the Reference Point Method.

A bicriterial optimal control problem governed by a
parabolic partial differential equation (PDE) and bilat-
eral control constraints is considered. For the numerical
optimization the reference point method is utilized. The
PDE is discretized by a Galerkin approximation utilizing
the method of proper orthogonal decomposition (POD).
POD is a powerful approach to derive reduced-order ap-
proximations for evolution problems. Numerical examples
illustrate the efficiency of the proposed strategy.
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Accelerating Newtons Method for Large-Scale
Time-Dependent Optimal Control via Reduced-
Order Modeling

We use projection based reduced order models (ROMs)
to substantially decrease the computational cost of New-
ton’s method for large-scale time-dependent optimal con-
trol problems. Previous approaches of using projection
based ROMs in optimization solve sequences of compu-
tationally less expensive optimization problems, which are
obtained by replacing the high fidelity discretization of the
governing partial differential equation (PDE) by a ROM.
This may not be feasible or efficient for several nonlinear
PDEs because 1) ROMs may not be well-posed because the
ROM solution does not satisfy properties obeyed by the so-

lution of the high-fidelity PDE discretization, such as con-
servation properties, or non-negativity, 2) ROMs can be-
come untrustworthy when the controls differ slightly from
those at which the ROM was generated, or 3) validation
that a ROM is still sufficiently accurate at a new control
can be very expensive. We use the high-fidelity PDE dis-
cretization for objective function and gradient evaluation,
and use state PDE and adjoint PDE solves to generate a
ROM to compute approximate Hessian information. The
ROM generation is computationally inexpensive, since it
reuses information that is already computed for objective
function and gradient evaluation, and the ROM-Hessian
approximations are inexpensive to evaluate. The result-
ing method often enjoys convergence rates similar to those
of Newton’s method, but at the computational cost per
iteration of the gradient method.
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Efficient PDE-Constrained Optimization under
Uncertainty using Adaptive Model Reduction and
Sparse Grids

This work introduces a framework for accelerating opti-
mization problems governed by partial differential equa-
tions with random coefficients by leveraging adaptive
sparse grids and model reduction. Adaptive sparse grids
perform efficient integration approximation in a high-
dimensional stochastic space and reduced-order models re-
duce the cost of objective function and gradient queries
by decreasing the complexity of primal and adjoint PDE
solves. A trust region method that allows for inexact gra-
dient and objective evaluations manages these two sources
of inexactness and ensures global convergence. Numerical
results show the proposed method is up to two orders of
magnitude less expensive than existing methods when ap-
plied to the model problem of stochastic 1d optimal flow
control.

Matthew J. Zahr
Stanford University
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Kevin T. Carlberg
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Title Not Available at Time of Publication

Abstract not available
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MS190

Fractional Modeling of Multiphase Flows

In this work, we develop a fractional extension of a mass-
conserving Allen-Cahn phase field model that describes the
mixture of two incompressible fluids. The fractional order
controls the sharpness of the interface, which is typically
diffusive in integer-order phase-field models. The model is
derived based on an energy variational formulation. The
spatial discretization is based on a Petrov-Galerkin spectral
method whereas the temporal discretization is based on a
stabilized ADI scheme both for the phase-field equation
and for the Navier-Stokes equation. We demonstrate the
spectral accuracy of the method with fabricated smooth
solutions and also the ability to control the interface thick-
ness between two fluids with different viscosity and density
in simulations of two-phase flow in a pipe and of a rising
bubble. We also demonstrate that using a formulation with
variable fractional order we can deal simultaneously with
both erroneous boundary effects and sharpening of the in-
terface at no extra resolution.

Fangying Song
Division of Applied Mathematics
Brown University
fangying song@brown.edu
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School of Mathematical Sciences
Xiamen University
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MS190

An Iterative Mathematical-Computational Frame-
work for Data-Driven FPDE Modelling and Simu-
lation

Abstract not available

Mohsen Zayernouri
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MS190

Backward Fractional Advection-Dispersion Equa-
tions to Predict Contaminant Source

The forward Fractional Advection Dispersion Equation
(FADE) provides a useful model for non-Fickian trans-
port in heterogeneous porous media. This presentation
introduces the corresponding backward FADE model, to
identify source location and release time. The backward
method is developed by combing sensitivity analysis and
fractional adjoint, and the resultant backward FADE dif-
fers significantly from the traditional backward Advection
Dispersion Equation (ADE) because the fractional deriva-
tive is not self-adjoint and the probability density func-
tion for backward locations is highly skewed. Finally, the
method is validated using tracer data from well-known field
experiments. The backward ADE cannot reliably identify
the source in these applications, since the forward ADE
does not provide an adequate fit to the concentration data.

Yong Zhang
University of Alabama
yzhang264@ua.edu
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MS191

A Diffuse Interface Model for Two-Phase Ferrofluid
Flows

A ferrofluid is a liquid which becomes strongly magnetized
in the presence of applied magnetic fields. It is a colloid
made of nanoscale monodomain ferromagnetic particles
suspended in a carrier fluid. These particles are suspended
by Brownian motion and will not precipitate nor clump un-
der normal conditions. Ferrofluids are dielectric and para-
magnetic. There are two well established PDE models used
as a mathematical description for the behavior of ferroflu-
ids: the Rosensweig and Shliomis models. These deal with
one-phase flows, which is the case of many technological ap-
plications. However, some applications arise naturally in
the form of a two-phase flow: one of the phases has mag-
netic properties while the other one does not (magnetic
manipulation of microchannel flows, microvalves, magnet-
ically guided transport, etc.). We develop a model de-
scribing the behavior of two-phase ferrofluid flows using
phase field techniques and present an energy-stable numer-
ical scheme for it. For a simplified version of this model and
the corresponding numerical scheme we prove, in addition
to stability, convergence and, as a consequence, existence of
solutions. With a series of numerical experiments we illus-
trate the potential of these simple models and their ability
to capture basic phenomenological features of ferrofluids
such as the Rosensweig instability

Ignacio Tomas
Texas A&M university
itomas@tamu.edu

MS191

Numerical Schemes for Phase Field Model for Mov-
ing Contact Line Model

The threshold dynamics method developed by Merriman,
Bence and Osher(MBO) is an efficent method for simu-
lating the motion by mean curvature flow when the in-
terface is away from the solid boundary. Direct general-
ization of the MBO type method to the wetting problems
with interface intersecting the solid boundary is not easy
because solving heat equation on general domain with wet-
ting boundary condition is not as efficient as that for the
original MBO method. The dynamics of the contact point
also follows a different dynamic law compared to interface
dynamics away from the boundary. We develop an efficient
volume preserving threshold dynamics (MBO) method for
drop spreading on rough surfaces. The method is based
on minimization of the weighted surface area functional
over a extended domain that includes the solid phase. The
method is simple, stable with the complexity O(N log N)
per time step and it is not sensitive to the inhomogeneity
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or roughness of the solid boundary. We also extend the
idea to an efficient method for image segmentation.

Xiaoping Wang
Hong Kong University of Science and Technology
mawang@ust.hk

MS191

An Energy Stable Numerical Scheme for the Cahn-
Hilliard-Wilmore and Functionalized Cahn-Hilliard
Models

The numerical approximations the Cahn-Hilliard
Wilmore/Functionalized Cahn-Hilliard equations are
considered. The key challenge for the energy stability is
associated with a non-convex, non-concave term in the
energy expansion. To overcome this difficulty, we add
nonlinear regularization terms, so that a convex-concave
decomposition of the energy is available. In turn, the
unique solvability and unconditional energy stability are
established at the theoretical level, due to the convex
splitting nature of the numerical scheme. Moreover, a full
order convergence analysis for the fully discretized scheme
is provided. Some numerical simulation results are also
presented in this talk.

Cheng Wang
University of Massachusetts
Dartmouth, MA
cwang1@umassd.edu

MS191

Decoupled, Energy Stable Scheme for Continuum
Hydrodynamics Allen-Cahn and Cahn-Hilliard
Phase Field Model

The continuum hydrodynamics model is a coupled system
that consists of Navier-Stokes equations and phase-field
equation with generalized Navier boundary conditions. we
develop a stabilized, decoupled, time discretization scheme
for the coupled nonlinear system. For the time discretiza-
tion, we present a linear decoupled energy stable scheme
to solve the phase-field model with moving contact line
by adding some stabilizing terms. For the spatial dis-
cretization, the finite element method is used to solve the
model. The Navier-Stokes equation is solved by the projec-
tion method, and the schemes are solved by preconditioned
conjugate gradient method. The scheme is unconditionally
energy stable and leads to linear and decoupled elliptic
equations to be solved at each time step. Stability analysis
and ample numerical simulations are presented thereafter.
Numerical results show the time accuracy of the scheme
and simulate the processes of wetting and dewetting phe-
nomena.

Hui Zhang
Beijing Normal University
hzhang@bnu.edu.cn

MS192

Joint Model and Parameter Reduction for Large-
Scale Bayesian Inversion

Algorithmic scalability to high dimensional parameters and
computational efficiency of numerical solvers are two cen-
tral challenges in solving large-scale PDE-constrained in-
verse problems. Here we will investigate the intrinsic di-
mensionality in both parameter space and model space
by exploiting the interaction among various information

sources and model structures. We will also discuss various
strategies for jointly identifying low-dimensional parameter
and model subspaces. The resulting subspaces naturally
lead to accelerated sampling methods that can overcome
the above-mentioned challenges and demonstrate potential
reductions for problems with high-dimensional data.

Tiangang Cui
Monash University
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MS192

On Covariance Operators Derived from Elliptic
PDEs

We consider the problem of boundary effects on inverse el-
liptic covariance operators defined on a bounded domain.
We propose two simple, easy to implement methods to
ameliorate these. One is using a Robin boundary instead of
a Neumann or a Dirichlet one. The other involves ensuring
the pointwise variance throughout the domain is constant.
We also revise a previously suggested method of extending
the computational domain. All methods are presented in
infinite dimensions. We present numerical studies of our
methods over non-standard domains.

Yair Daon
New York University
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MS192

Iterative Updating of Model Error for Bayesian In-
version

One of the computational challenges associated with large-
scale inverse problems is the cost of forward model evalua-
tions. Often a compromise must be made between accuracy
(fine models) and speed (coarse models). We outline an al-
gorithm that iteratively estimates the distribution of the
model error arising from using a coarse model, allowing for
more accurate sampling of the posterior distribution. The
convergence of the algorithm in the linear Gaussian case is
analyzed, wherein the posterior remains Gaussian and can
be characterized by the evolution of its mean and covari-
ance. We show that these both converge exponentially fast,
with the limiting covariance being non-degenerate. In the
non-linear case, numerically all measures will be approxi-
mated by ensembles of particles; we show convergence of
some different particle approximations in the large particle
limit. Finally we present some numerical results to illus-
trate the behavior of the algorithm.

Matthew M. Dunlop
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MS192

Bayesian Calibration of Inadequate Stochastic
PDE Models

Partial differential equations (PDE) are a powerful tool to
model complex physical systems across many disciplines.
PDE models often depend on some uncertain input pa-
rameters, whose values cannot be directly measured. Cali-
bration is the processed of fitting the PDE model to some
available, possibly noisy, experimental data. The Bayesian
approach not only provides an estimate of the uncertain
parameters, but also allows propagating uncertainty to the
outputs of the system. For many applications of practical
interests, the PDE model is often inadequate, that is it
only partially captures the complex dynamics of the physi-
cal system leading to a discrepancy between its outputs and
reality. We model the inadequacy by introducing a stochas-
tic term in the governing equations. This approach leads
to the solution of a Bayesian inverse problem where eval-
uations of the likelihood function require computing the
expected value of the observables with respect to a stochas-
tic field. This poses a substantial computational challenge
for Markov chain Monte Carlo methods, since it requires
many evaluation of a computationally expensive and possi-
bly nonlinear PDE forward problem for different realization
of both the calibration parameters and the stochastic field.
In this talk we explore scalable algorithms for the Bayesian
calibration of inadequate PDE models that exploit deriva-
tive information. An application to an algebraic closure
model for turbulent flows will be presented.
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MS193

Eikonals, Ray Mappings and Nonimaging Optics

Rays and wavefronts are two equivalent ways to formulate
geometric optics. They are both included in Hamilton’s
eikonal functions. I shall describe examples of lens design
where eikonals, ray mapping, and wave front formulations

are alternatively applied.

Jacob Rubinstein
Department of Mathematics
Technion - Israel Institute of Technology
koby@tx.technion.ac.il

MS193

A Least-Squares Method for Optical Design

The optical system design problem is an inverse problem:
”Find an optical system which contains reflectors and/or
lenses that gives the desired light output at the target for
a given input at the source”. We show that the optical
design problem of one/two surfaces gives rise to a Monge-
Ampère equation with transport boundary condition and
this Monge-Ampère equation is obtained through a gen-
eralized geometrical design method which is based on the
principle of equal optical path length and conservation of
the luminous flux. We solve this boundary value problem
using a recently developed least-squares algorithm. It is
one of the few numerical algorithms capable to solve these
type of problems efficiently. The least-squares algorithm
is an iterative minimization procedure. At each iteration,
three steps are performed: two of these are nonlinear min-
imization steps, which can be performed pointwise, and
the third step involves two Poisson problems. The least-
squares method gives the optimal mapping which trans-
forms the given energy density at the source to the desired
energy density at the target, and the optical system is ob-
tained via this mapping.

Nitin Kumar Yadav
Department of Mathematics and Computer Science
Eindhoven University of Technology
n.k.yadav@tue.nl

MS193

Active Flux Schemes for Liouville’s Equation from
Geometrical Optics

The classical problem of geometrical optics can be formu-
lated as follows: given an optical system and an input, find
the output light distribution. Using ray tracing, any such
problem may be solved to arbitrary accuracy. However,
the order of convergence for such methods is very slow, so
that many rays are often needed. Especially for lighting
optics, the resolution of the problem typically requires sev-
eral million rays. We aim to improve the convergence rate,
and thereby the computational efficiency, by constructing
solvers based on Liouville’s equation. Away from optical
interfaces Liouville’s equation is simply a linear advection
equation, so that any high-order method may be directly
applied. However, when optical transitions are present,
the Hamiltonian is discontinuous and Liouville’s equation
is no long well-defined. In such cases, we locally apply
ray tracing methods to find the physically correct solu-
tion. In selecting a method, the total light energy should
be preserved so that high-order conservative methods are
preferred. At the same time, we wish to avoid large stencils
that would give complications near optical interfaces. Fi-
nally, the method should allow for easy implementation
of local ray tracing near optical interfaces. Active flux
schemes fit the bill nicely, they are a class of methods that
use averages for conservation and point values that define
fluxes. We apply these schemes to several optical problems,
showing their strengths and advantages.

Bart van Lith
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MS194

Uncertainty Quantification in Reduced Order
Modeling

Reduced order modeling (ROM) is often used to develop
compact representations for models governed by determin-
istic differential equations. A classical approach in ROM is
to make use of the well-known proper orthogonal decompo-
sition (POD). In POD, training data is used to construct
a reduced basis that serves as a surrogate model. As new
data (test data) becomes available, the new data can be
projected onto the reduced space giving an approximation
of the test data. However, it is often the case that both
the training data and the test data are contaminated with
noise. The noise in the training data causes errors in the
basis functions. By projecting noisy data onto noisy ba-
sis functions, the resulting approximation has a nonlinear
dependence upon both sources of errors, even in the case
where the training and the test are both assumed to follow
a simple additive error model. As a result, an additive er-
ror model cannot represent the approximation of the test
data in the reduced space. In order to formulate a mean-
ingful measure of the uncertainty present in the results of
the POD, the nonlinear relationship between the noise in
the training data and the test data must accounted for. In
this talk we first explore this relationship, and then show
that under certain conditions the test data can be approx-
imated by a normal random variable. This information is
then used to construct an asymptotic prediction envelope
for repeated measurements.
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MS194

Improved Probabilistic Principal Component Anal-
ysis for Application to Reduced Order Modeling

A fundamental application of classical PCA is reduced or-
der modeling (ROM), where the principal components are
computed from a training data (TD) set and used as a re-
duced basis for the data space. In our previous work, we
made a ROM for stochastic systems by projecting rapidly
calculated (but noisy) data onto the basis vectors to ob-
tain rapid, accurate predictions. All of these steps were
done using techniques that do not account for noise in the
data and L2 projection to create the reduced representa-
tions of the noisy data. In this work, stochastic approaches
are used. The PPCA is used to generate the basis, which
then allows estimating the noise in the TD. The standard
PPCA has also been improved so that the variance of the
basis expansion coefficients when representing the TD can
be estimated. Another benefit of PPCA is to use model
selection (MS) criteria to automatically truncate the basis
used for the ROM. A new statistical approach for the pro-
jection step uses the standard deviation information from
the PPCA to create a “smart” projection that does not de-
viate too much from the TD. This gives improved results
when projecting noisy data. The holistic approach gives a
fully stochastic method for computing a ROM from noisy

TD, determining the ideal MS, and projecting noisy test
data onto the ROM. We demonstrate our framework on
synthetic data and on an application to computing radia-
tion transport with MC simulations.

Indika G. Udagedara
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MS194

On the Role of Physics for Extrapolating First-
Principles Models

Advancements in numerical modeling have allowed for a
paradigm shift such that first-principles physics-based sim-
ulations are increasingly relied upon to predict the behavior
of engineered systems before they are tested. The predic-
tive capability of such models can be limited when they
are extrapolated to settings that are different from those
used for calibration. Research has focused on increasing
predictive capability through different techniques including
calibration of model parameters and development of bias-
correcting discrepancy terms. The applicability of these
methods can be limited because using the same model in
the calibration and extrapolation domains fundamentally
assumes that the physics are the same in both domains.
Herein, we propose that reliable extrapolation depends on
quantifying the extent to which physics in the calibration
domain is representative of physics encountered in the ex-
trapolation regime. This concept will be illustrated us-
ing experimental results obtained in the development of a
model to predict the payload capacity of a quadcopter. We
demonstrate that the model remains reliable even when ex-
trapolated to use propeller blades larger than those used
for calibration. This result suggests that considering only
a mathematical description of the model to infer predic-
tive capability is incomplete because in this application the
physics remains unchanged in the extrapolation regime.

Kendra Van Buren
Los Alamos National Laboratory
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MS195

Comparison of Several Advanced High Order
Vlasov Schemes

Vlasov schemes as alternative to particle-in-cell methods
are very effective when high resolution is needed. In this
talk, we compare the numerical performance of several re-
cently developed high order Vlasov schemes including high
order semi-Lagrangian (SL) schemes using various spa-
tial discretization such as WENO, discontinuous Galerkin
(DG), and convected schemes; high order Eulerian schemes
such as Runge-Kutta DG methods and energy-conserving
DG methods; and a high order WENO method based on
the method of lines transpose approach. In particular,
we test the codes for several benchmarks, such as Landau
damping and two-stream instability which are widely used
in the literature, and compare their numerical efficiency in
terms of CPU time and the ability to resolve filamentation
structures and to converse the physical invariants. Further-
more, we formulate several plasma sheath problems includ-
ing the floating wall problem, the source-collector problem
and a problem with boundary condition satisfying the gen-
eralized Bohm criterion. These tests are of importance
in physics but they are rarely used to benchmark Vlasov
schemes. The performance of the high order schemes for
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simulating the sheath problems will be investigated.

Wei Guo
Michigan State University
wguo@math.msu.edu

Andrew J. Christlieb
Michigan State Univerity
Dept. of Comp. Math., Sci & Engr.
andrewch@math.msu.edu

MS195

Positivity-Preserving Hybrid Semi-Lagrangian
Discontinuous Galerkin Schemes for the 2D2V
Vlasov-Poisson System on Unstructured Meshes

Abstract not available
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MS195

Solving Fluid and Continuum Kinetic Equations in
Plasma Physics Using the Discontinuous Galerkin
Method

The discontinuous Galerkin method is used to solve equa-
tions in plasma physics in fluid and kinetic regimes. Some
challenges in modeling plasmas include the need to re-
solve disparate spatial and temporal scales with physically-
relevant dispersive and diffusive phenomena. A multi-fluid
plasma model, where ions and electrons are treated as sep-
arate fluids, using the discontinuous Galerkin method is
used for applications in the fluid regime. A direct dis-
cretization of the Vlasov equation using the discontinuous
Galerkin method is used to study applications in kinetic
regimes. Typically kinetic simulations use particle-in-cell
codes for each of the ion and electron species, but parti-
cle codes are subject to noise. Direct discretization of the
Vlasov equation can provide smooth solutions of the dis-
tribution function in phase space. The high-dimensionality
of the Vlasov equation has made continuum kinetic simu-
lations inaccessible until recently. Simulation results will
be presented for fluid and kinetic applications using the
discontinuous Galerkin method.
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MS195

IFP: An Optimal, Adaptive, Fully Conserva-

tive and Asymptotic Preserving 1D2V Vlasov-
Rosenbluth-Fokker-Planck for Spherical ICF Im-
plosion Calculation

We present a new, 1D2V Vlasov-Rosenbluth-Fokker-
Planck code for simulating implosions of spherical iner-
tial confinement fusion (ICF) capsules. The code adopts
a multi-grid preconditioned Anderson Acceleration as a
solver in order to step over stiff collision time-scales while
ensuring exact conservation (mass, momentum, and en-
ergy) in order to ensure long time accuracy of simulation
results. We optimize mesh resolution requirements by 1)
adapting the velocity-space mesh based on the species’ lo-
cal thermal-velocity, 2) treating the cross-species collisions
exhibiting disparate thermal velocities by a coarse-graining
strategy, 3) ensuring an analytical Maxwellian in the limit
of Δtνcol → ∞, using a new equilibrium preserving dis-
cretization scheme, and 4) tracking capsule implosions with
a moving mesh in physical space. We demonstrate the effi-
ciency and accuracy properties of the approach with chal-
lenging numerical examples in spherical geometry.
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MS196

High-Dimensional Approximation and Structured
Sparsity

Standard compressed sensing theory is built on the con-
cept of sparsity. However, since the early days it has been
known that many problems to which compressed sensing
techniques can be applied possess substantial additional
structure beyond sparsity. By leveraging such structure
e.g. through the design of a suitable recovery algorithm
one aims to obtain a better approximation than through
a sparsity-promoting algorithm alone. In this talk I will
first survey some common structured sparsity notions that
have been studied in compressed sensing, before focusing
on structures that can be beneficial to high-dimensional
approximation. In particular, I will discuss how the notion
of lower sets can be viewed within the context of structured
sparsity, and exhibit a number of different algorithms for
promoting this type of structure. Time permitting, I will
also discuss joint sparsity and so-called sparsity in levels
within the function approximation context.

Ben Adcock, Yi Sui, Casie Bao
Simon Fraser University
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MS196

Model Order Reduction and Sparse Approxima-
tions for Dynamical Systems with Random Param-
eters

We consider dynamical systems of ordinary differential
equations or differential algebraic equations including
many physical parameters. A quantity of interest (QoI)
is defined as the output of a system. The parameters are
replaced by independent random variables to achieve an
uncertainty quantification. Due to the concept of the poly-
nomial chaos, the QoI is expanded into a series with orthog-
onal basis polynomials depending on the random parame-
ters. Using all polynomials up to a moderate total degree,
a huge number of basis functions occurs, because the num-
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ber of random parameters is relatively large. Our aim is
to identify a sparse approximation for the QoI, where only
a few basis polynomials are required for a sufficiently ac-
curate representation. We apply methods of model order
reduction (MOR) to construct a sparse approximation. In
the case of linear dynamical systems, the input-output be-
havior is described by a transfer function in the frequency
domain. The approximation error of the sparse represen-
tation can be estimated by Hardy norms of the transfer
functions. Typical MOR techniques for linear systems are
Krylov subspace methods or balanced truncation, for ex-
ample. We also investigate the more difficult case of non-
linear dynamical systems. Now a transfer function is not
available in general. For an MOR, we apply proper or-
thogonal decomposition. Furthermore, numerical results
are shown for test examples, which represent mathemati-
cal models of electric circuits.
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University of Greifswald
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MS196

Error Correction for Multivariate Function Ap-
proximation

We discuss the problem of constructing an accurate func-
tion approximation when data are corrupted by unexpected
errors. The unexpected corruption errors are different from
the standard observational noise, in the sense that they
can have much larger magnitude and in most cases are
sparse. By focusing on overdetermined case, we prove that
the sparse corruption errors can be effectively eliminated
by using l1-minimization, also known as least absolute de-
viations method. We establish probabilistic error bounds
of the l1-minimization solution with the corrupted data.
Several numerical examples are presented to verify the the-
oretical finding.
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MS196

New Sufficient Conditions for Sparse Recovery via
Nonconvex Minimizations

In this talk, we present a new theory for compressed sens-
ing that reveals that nonconvex minimizations are at least
as good as �1 minimization in exact recovery of sparse sig-
nals. Our theoretical recovery guarantees are developed
through a unified null space property based-condition that
encompasses all currently proposed nonconvex functionals
in literature. Several nonconvex functionals will be ex-
plored and the specific conditions in order to guarantee
improved recovery will be given. Numerical examples, re-
lated to polynomial approximation of complex-valued func-
tions in high dimensions, will be provided to support the
new theory and demonstrate the computational efficiency
of nonconvex minimizations.
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MS197

A Model for the Transport of Miscible Fluids in
the Presence of Anomalous Diffusion

The modeling of fluid mixing during transport in porous
media is critical to engineering applications such as en-
hanced recovery in oil and gas operations and ensuring
environmental safety with respect to contaminant trans-
port in aquifers. Recently, a strongly nonlocal model was
developed that utilizes the mathematical tools and termi-
nology from peridynamic mechanics to model fluid trans-
port in porous media. This model re- covers the classical
theory as a special case as well as has the capability to
model anomalous diffusive transport. Here we present an
extension to this model for miscible fluids that takes into
account convective processes. We present the model and a
meshfree numerical technique to study the effect of small-
scale heterogeneities in permeability and viscosities on the
macroscopic mixing of two fluids.
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MS197

Double Well Potentials and Nonlocal Brittle Frac-
ture Modeling

We formulate a nonlocal cohesive model of peridynamic
type for calculating dynamic fracture. The force interac-
tion is derived from a double well strain energy density
function, resulting in a nonmonotonic material model. The
material properties change in response to evolving internal
forces eliminating the need for a separate phase field to
model the fracture set. The model has the capacity to
simulate nucleation and growth of multiple, mutually in-
teracting dynamic fractures. In the limit of zero region
of integration, the model recovers a sharp interface evo-
lution characterized by the classic Griffith free energy of
brittle fracture with elastic deformation satisfying the lin-
ear elastic wave equation off the crack set. These results
are reported in Lipton, R. J Elast (2016) 124: 143, Lipton,
R. J Elast (2014) 117: 21.
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MS197

Optimization-Based Coupling for Local and Non-
local Models

Peridynamics, a nonlocal extension of continuum mechan-
ics, is well suited to capture material failure. The ability
to include peridynamics in engineering analyses, however,
remains limited, due largely to the need for an effective
method to couple local and nonlocal models. In this work,
we formulate an optimization-based coupling strategy for
local and nonlocal elasticity. Our approach, as previously
demonstrated on local and nonlocal diffusion equations, is
to formulate the coupling as a control problem in which the
objective is to minimize model mismatch in an overlap re-
gion [D’Elia, et al., 2016]. The states in the control problem
are the solutions of the local and nonlocal equations, and
the controls are boundary conditions for the local model
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and volume constraints for the nonlocal model. We pro-
vide mathematical analysis of the coupling strategy and
present computational results for three-dimensional static
elasticity problems in which the local model is discretized
with the standard finite element method and the peridy-
namic model is discretized with a meshfree approach. The
optimization-based coupling approach is shown to be a vi-
able means for combining local and nonlocal models within
a single computational simulation, and for a number of
configurations eliminates the need to apply (non-control)
volume constraints to the nonlocal model, which is often
problematic in practice.
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MS197

Material Stability and Numerical Stability in Peri-
dynamics

The peridynamic mechanical theory is a nonlocal gener-
alization of classical continuum mechanics that applies to
systems of discrete particles as well as continuous media
with or without defects. The most commonly used nu-
merical discretization of the peridynamic equations, when
applied to continuous bodies, uses midpoint quadrature to
sum up the force interactions between the material rep-
resented by the nodes. The discretized equations for a
continuum turn out to be identical to the original peridy-
namic equations applied to a system of discrete particles.
In this sense, the discretized model is exact. The practical
implications of this observation include the manifestation
of material instability as numerical instability, particularly
with regard to zero-energy modes. By exploring material
stability conditions, we arrive at a stabilization method for
the particle discretization.
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MS198

Approximate Marginal MCMC for Goal-Oriented
Inference with Expensive Models

We develop methods to characterize marginals of high-
dimensional probability distributions in a setting where
evaluations of the unnormalized joint density are com-
putationally demanding. Our primary motivation is
Bayesian computation: in many inference problems, only
the marginal distribution of a low-dimensional quantity is
of interest. While exact evaluation of the marginal den-
sity is often impossible, sample estimates of this density
may be obtained via importance sampling or other means.
This is the setting for pseudo-marginal algorithms, but our
approach is different: we use consistent local polynomial
approximations, built from noisy estimates, to approxi-
mate the underlying marginal density. The approxima-
tion is continually refined in conjunction with an MCMC

scheme that ensures asymptotically exact sampling from
the desired marginal. Overall our approach exploits regu-
larity in the marginal density in order to significantly re-
duce computational expense relative to both regular and
pseudo-marginal MCMC. We also determine an “optimal”
rate for refining the local polynomial approximation of the
marginal density. While asymptotic results provide a use-
ful exactness guarantee, in the non-asymptotic regime ex-
cessive refinement can waste computation while infrequent
refinement can introduce a large bias. We develop a refine-
ment scheme that ensures that the bias due to the approx-
imation decays at roughly the same rate as the error due
to finite MCMC sampling.
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MS198

Improving the Efficiency of Implicit Sampling Us-
ing Surrogate Models

Bayesian inverse modeling techniques are computationally
expensive because many forward simulations are needed
when sampling the posterior distribution of the parame-
ters. We combine the implicit sampling method and gener-
alized polynomial chaos expansion (gPCE) to significantly
reduce the computational cost of performing Bayesian in-
verse modeling. There are three steps in this approach: (1)
find the maximizer of the likelihood function using deter-
ministic approaches; (2) construct a gPCE-based surrogate
model using the results from a limited number of forward
simulations; and (3) efficiently sample the posterior distri-
bution of the parameters using implicit sampling method.
The cost of constructing the gPCE-based surrogate model
is further decreased by using sparse Bayesian learning to
reduce the number of gPCE coefficients that have to be
determined. We demonstrate the approach for a synthetic
ponded infiltration experiment simulated with a subsurface
flow model. The surrogate model is highly accurate with
mean relative error that is < 0.035% in predicting satu-
ration and < 0.25% in predicting the likelihood function.
The posterior distribution of the parameters obtained using
our proposed technique is nearly indistinguishable from the
results obtained from either an implicit sampling method
or a Markov chain Monte Carlo method utilizing the full
model.
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MS198

Sequential Implicit Sampling Methods for Bayesian
Inverse Problems

The solution to the inverse problems, under the Bayesian
framework, is given by a posterior probability density. For
large scale problems, sampling the posterior can be an
extremely challenging task. Markov Chain Monte Carlo
(MCMC) provides a general way for sampling but it can
be computationally expensive. Gaussian type methods,
such as the Ensemble Kalman Filter (EnKF), make Gaus-
sian assumptions even for the possible non-Gaussian pos-
terior, which may lead to inaccuracy. In this talk, the
implicit sampling method and the newly proposed sequen-
tial implicit sampling method are investigated for the in-
verse problem involving time-dependent partial differen-
tial equations (PDEs). The sequential implicit sampling
method combines the idea of the EnKF and implicit sam-
pling and it is particularly suitable for time-dependent
problems. Moreover, the new method is capable of reduc-
ing the computational cost in the optimization, which is a
necessary and the most expensive step in the implicit sam-
pling method. The sequential implicit sampling method
has been tested on a seismic wave inversion. The numer-
ical experiments show its efficiency by comparing it with
the MCMC and some Gaussian approximation methods.

Xuemin Tu
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MS198

Aspects of Particle Filtering in Very High Dimen-
sional Systems

Sequential Bayesian Inference in the geosciences is called
data assimilation. It is characterised by high-dimensional
nonlinear models, with state-vector dimensions up to 109

and observation vectors of dimension 107 at specific time
intervals. Often the map from model to observation space
is also nonlinear. Present-day data-assimilation methods
are based on linearisations, but with every increasing com-
plexity of the models and observations fully nonlinear data
assimilation methods are needed. Here we explore ex-
tremely efficient particle filters that beat the curse of di-
mensionality. There is a growing interest in so-called lo-
calised particle filters that effectively split the full problem
up in many low-dimensional problems. However, there are
both practical and theoretical issues with this localisation.
We will instead explore the proposal density freedom in
particle fiulters. Specifically we will look at particle fil-
ters that operate in two steps. They first target the area
of high-probability mass, the so-called typical set. Then
they explore Hamiltonian Monte Carlo methods to move
the particles over the typical set such that they all obtain
the same weight. Both steps are integrated in the pro-
posal density. The new particle filter will be explored in
high-dimensional applications, including large numbers of
independent Lorenz1963 models and climate models, and
methods to estimate the essential covariance of errors in
the model equations are discussed.
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MS199

Shape Constrained Tensor Factorizations

We consider N-way data arrays and low-rank tensor fac-
torizations where the time mode is coded as a sparse linear
combination of temporal elements from an over-complete li-
brary. Our method, Shape Constrained Tensor Decomposi-
tion (SCTD) is based upon the CANDECOMP/PARAFAC
(CP) decomposition which produces r-rank approxima-
tions of data tensors via outer products of vectors in each
dimension of the data. By constraining the vector in the
temporal dimension to known analytic forms which are se-
lected from a large set of candidate functions, more read-
ily interpretable decompositions are achieved and analytic
time dependencies discovered. The SCTD method circum-
vents traditional flattening techniques where an N-way ar-
ray is reshaped into a matrix in order to perform a singular
value decomposition. A clear advantage of the SCTD al-
gorithm is its ability to extract transient and intermittent
phenomena which is often difficult for SVD-based meth-
ods. We motivate the SCTD method using several intu-
itively appealing results before applying it on a number of
high-dimensional, real-world data sets in order to illustrate
the efficiency of the algorithm in extracting interpretable
spatio-temporal modes. With the rise of data-driven dis-
covery methods, the decomposition proposed provides a vi-
able technique for analyzing multitudes of data in a more
comprehensible fashion.
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MS199

Distributed Nonnegative Tensor Low Rank Ap-
proximation for Large-Scale Clustering

In Nonnegative Tensor Factorization (NTF) for a nonneg-
ative order d tensor, we seek for k rank-1 tensors whose
sum approximates the tensor, where each of the d fac-
tor matrices with k columns is nonnegative. We explored
a general framework of block coordinate descent (BCD)
method for NTF in our earlier work. As the data grows
larger and larger, there is a need for distributed NTF al-
gorithms in both more classical scientific applications as
well as data analysis problems. In this talk, we present
some of our recent results for distributed NTF and applica-
tions. The computationally expensive and communication
intensive step in NTF is Matricized Tensor Times Khatri
Rao Product (MTTKRP). We designed an efficient tech-
nique for efficiently setting up a message passing interface
(MPI) communications. To tame the communication cost
of MTTKRP, similar to 2D communicators across rows and
columns for matrices, we propose to have communicators
across processor fibers and processor hyperslices. We will
present the initial benchmarking of our distributed NTF
on the Oak Ridge Leadership Computing Facility (OLCF)
cluster for both sparse and dense tensors and illustrate the
results for clustering applications.

Ramakrishnan Kannan
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MS199

The Tensor Approximation Problem from a Dy-
namical Systems Perspective

The computation of low-rank approximations to tensors
is a challenging optimization problem, for which current
algorithms are routinely slow and unreliable. To enable
the creation of better algorithms, the optimization prob-
lem itself needs to be better understood. To develop this
understanding, we have been analyzing the simplest non-
trivial cases of the tensor approximation problem. Using
methods from dynamical systems, we identify features in
the optimization landscape that are difficult for algorithms
to handle.
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MS199

Fast Algorithms for Higher-Order Singular Value
Decomposition with Missing Data

Higher-order singular value decomposition (HOSVD) is an
efficient way for data reduction and also eliciting intrinsic
structure of multi-dimensional array data. It has been used
in many applications, and some of them involve incomplete
data. We formulate an incomplete HOSVD problem, which
simultaneously achieves imputation of missing values and
also tensor decomposition. We also present one algorithm
for solving the problem based on block coordinate update
(BCU). Global convergence of the algorithm is shown under
mild assumptions and implies that of the popular higher-
order orthogonality iteration (HOOI) method, and thus we,
for the first time, give global convergence of HOOI. In ad-
dition, we compare the proposed method to state-of-the-
art ones for solving incomplete HOSVD and also low-rank
tensor completion problems and demonstrate the superior
performance of our method over other compared ones. Fur-
thermore, we apply it to face recognition and MRI image
reconstruction to show its practical performance.
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MS200

Time-Evolving Graph Processing on Commodity
Clusters

Real-world graphs are seldom static. Applications that
generate graph-structured data today do so continuously,
giving rise to an underlying graph whose structure evolves

over time. Mining these time-evolving graphs can be in-
sightful, both from research and business perspectives.
While several works have focused on some individual as-
pects of time-evolving graph processing such as efficient
incremental computations (e.g., Naiad and its GraphLINQ
library), consistent snapshot generation (e.g., Kineograph,
LLAMA, DeltaGraph) or storage support for highly dy-
namic graphs (e.g., Weaver), there exists no general pur-
pose distributed time-evolving graph processing engine. In
this paper, we present Tegra, a time-evolving graph pro-
cessing system built on a data flow framework. Tegra en-
ables three broad classes of operations on evolving graphs:
first, it enables storage, retrieval and bulk trans- formation
of multiple graph snapshots efficiently using a structure-
sharing persistent data structure based index. Second, it
supports temporal graph analysis tasks such as evolution-
ary queries using a novel timelapse abstrac- tion that lets it
process multiple snapshots simultaneously with low over-
head. Finally, Tegra enables a lightweight dynamic compu-
tation model, based on the Gather-Apply- Scatter (GAS)
decomposition model, that lets it do sliding window an-
alytics on streaming graphs. Our evaluation of Tegra on
real-world datasets show promising results.

Anand Iyer
UC Berkeley
api@cs.berkeley.edu

Ion Stoica
University of California, Berkeley, USA
istoica@cs.berkeley.edu

MS200

High-Performance Analysis of Streaming Graphs

Graph-structured data in social networks, finance, network
security, and others not only are massive but also under
continual change. These changes often are scattered across
the graph. Stopping the world to run a single, static query
is infeasible. Repeating complex global analyses on massive
snapshots to capture only what has changed is inefficient.
We discuss requirements for single-shot queries on changing
graphs as well as recent high-performance algorithms that
update rather than recompute results. These algorithms
are incorporated into our software framework for stream-
ing graph analysis, STING (Spatio-Temporal Interaction
Networks and Graphs).
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MS200

Dense Subgraphs in Temporal Networks: Algo-
rithms and Analysis

The underlying algorithmic challenge with finding dense
graphs is that most standard formulations of this problem
(like clique, quasi-clique, k-densest subgraph) are NP-hard.
Furthermore, current dense subgraph finding algorithms
usually optimize some objective in stationary settings, and
only find a few such subgraphs without providing any struc-
tural relations among them. However, the goal is rarely
to find the ”true optimum,” but to identify many (if not
all) dense substructures. On the other hand, most real-
world networks are highly dynamic, but existing practical
dense subgraph finding algorithms are only able to han-
dle stationary graphs. We present algorithms to find dense
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subgraphs in temporal networks and build the hierarchy
structure among them. We also use our algorithms to an-
alyze some real-world networks and present new insights.
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Parallel and Streaming Methods for Real-Time
Analysis of Dense Structures from Graphs

Abstract not available
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MS201

Scalable Methods for Optimization of Systems
Governed by PDEs with Random Parameter Fields

We focus on risk-averse optimal control of systems gov-
erned by PDEs with uncertain coefficient functions. In
particular, we seek controls that minimize an objective
function incorporating the mean and variance of the con-
trol objective. To make the optimization problem compu-
tationally tractable, we use a second order Taylor series
approximation of the control objective with respect to the
uncertain parameter field. This enables deriving closed-
form expressions for the mean and variance of the control
objective in terms of its gradient and Hessian with respect
to the uncertain parameter. For illustration, we apply our
method to optimal control of a porous medium flow model
with a random permeability field.
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MS201

Multifidelity Computation of Failure Probabilities
for Systems with Uncertain Parameters

Failure probability estimation is concerned with comput-
ing the probability that a quantity of interest (QoI), mod-
eled as a random variable, exceeds a predefined threshold.
Generally, such failure probabilities are small, and stan-
dard Monte Carlo estimation of the failure integral requires
many samples. This gets complicated by the fact that we
consider cases where evaluating the QoI requires solving a
computationally expensive model (e.g., a PDE). We thus
propose to use importance sampling to reduce the number
of expensive model evaluations. Using a suite of surrogate
models, we evaluate the QOI, and design a biasing distri-
bution, that is biased towards failure events. The eval-
uation of the surrogates is computationally cheap. With
this biasing distribution, we can evaluate the original fail-
ure probability with much fewer samples - and hence much
fewer evaluations of the expensive model - while achieving
high accuracy. Numerical examples on a combustion-type
test problem illustrate our approach.
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MS201

Low Rank Solvers for PDE-Constrained Optimiza-
tion with Uncertain Parameters

We consider the simulation of an optimal control problem
constrained by an unsteady partial differential equation
involving random data. We consider a generalized poly-
nomial chaos approximation of these random functions in
the stochastic Galerkin finite element method. The dis-
crete problem yields a prohibitively high dimensional sad-
dle point system with Kronecker product structure. We
discuss how such systems can be solved using tensor-based
methods. These methods allow the solution of previously
untractable problem sizes and typically only require a small
fraction of the storage when compared to traditional tech-
niques. The performance of our approach is illustrated
with extensive numerical experiments on both the heat
equation and the Stokes-Brinkman equations. We further
show that this approach can be used for a nonlinear prob-
lem involving the Navier-Stokes equations as constraints.
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MS201

Multilevel Monte Carlo Analysis for Optimal Con-
trol of Elliptic PDEs with Random Coefficients

This work is motivated by the need to study the impact
of data uncertainties and material imperfections on the so-
lution to optimal con- trol problems constrained by par-
tial differential equations. We consider a pathwise optimal
control problem constrained by a diffusion equation with
random coefficient together with box constraints for the
control. For each realization of the diffusion coefficient we
solve an optimal control problem using the variational dis-
cretization [M. Hinze, Comput. Optim. Appl., 30 (2005),
pp. 45-61]. Our framework allows for lognormal coeffi-
cients whose realizations are not uniformly bounded away
from zero and infinity. We establish finite element error
bounds for the pathwise optimal controls. This analysis is
nontrivial due to the limited spatial regularity and the lack
of uniform ellipticity and boundedness of the diffusion op-
erator. We apply the error bounds to prove convergence of
a multilevel Monte Carlo estimator for the expected value
of the pathwise optimal controls. In addition we analyze
the computational complexity of the multilevel estimator.
We perform numerical experiments in 2D space to confirm
the convergence result and the complexity bound.

Ahmad Ahmad Ali, Michael Hinze
Universität Hamburg
Department Mathematik
ahmad.ali@uni-hamburg.de,
michael.hinze@uni-hamburg.de

Elisabeth Ullmann
TU München
elisabeth.ullmann@ma.tum.de

MS202

Expansion Mechanisms for Volume and Layer Po-
tentials in Quadrature By Expansion

The rapid evaluation of layer and volume potentials forms
the cornerstone of the numerical solution of PDEs with the
help of integral equation methods. Quadrature by Expan-
sion is an effective method for evaluating these potentials
with high order accuracy up to controlled precision. To
do so, the method relies on series expansions of the poten-
tial. It offers tremendous flexibility in the choice of series
expansions, and I will discuss a variety of novel choices in
this talk, along with estimates of truncation error and fast
algorithms allowing their practical use.
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MS202

Accurate Derivative Evaluation for Grad-
Shafranov Solvers Using Quadrature by Expansion
(QBX)

For several applications in magnetic confinement fusion,

such as the design of tokamaks, the stream function asso-
ciated with the magnetic flux satisfies a semi-linear Poisson
equation, the Grad-Shafranov equation. In these devices,
the physical quantities of interest are the magnetic field,
the parallel current density, and the magnetic curvature,
which depend on the first and second derivatives of the
stream function. This poses a major challenge for tradi-
tional finite element based solvers, as they tend to lose up
to two orders of convergence in computing these physical
quantities. We present a numerical method for the compu-
tation of first and second derivatives of the stream function
associated with the magnetic flux; the method has the same
order of convergence for the first and second derivatives of
the stream function as the stream function itself. The key
idea of this method is to construct ‘Dirichlet-to-Neumann’
maps for the solution operator. In this process, high order
computation of the derivatives of a volume layer potential
on the boundary of the domain is required. We present
a variant of Quadrature by Expansion (QBX) which com-
putes these derivatives to high order on the boundary. We
illustrate the performance of our method through several
numerical examples.

Manas N. Rachh
Applied Mathematics Department
Yale University
manas.rachh@yale.edu

Lee F. Ricketson
NYU
Courant Institute
lfr224@cims.nyu.edu

Antoine Cerfon
NYU
cerfon@cims.nyu.edu

Jeffrey Freidberg
Massachusetts Institute of Technology
jpfreid@mit.edu

MS202

A Local Target-Specific QBX Method for Laplace’s
Equation in 3D Multiply-Connected Domains

We present a new version of the QBX method for accu-
rate evaluation of layer potentials at target points on or
near the surface of integration. The QBX method makes
use of the fact that the function described by a layer po-
tential is smooth in the interior or exterior region and can
be expanded in a Taylor’s (or other) series about an in-
terior/exterior point or ‘center’. Such expansions about
multiple centers are then used to accurately evaluate the
boundary integral on or near the boundary surface. Our
version of the method uses several key ideas to improve
its efficiency, making it useful for some large scale prob-
lems. For one, we utilize a special ‘target-specific’ Taylor’s
expansion of the Green’s function G(x,y) in which the 3D
expansion of order p about a center c is computed in only
O(p) operations. The method is applied to some challeng-
ing boundary value problems for Laplace’s equation in 3D
multiply-connected domains. This is joint work with Anna-
Karin Tornberg.
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Deriving Estimates for the Quadrature Error in
Quadrature by Expansion (QBX)

Quadrature by expansion (QBX) is a method for evaluat-
ing layer potentials on or close to the boundary, where the
underlying integral can be singular or nearly singular. The
method is based on forming local expansions of the layer
potential at a distance from the boundary, where the poten-
tial is smooth. However, the expansion coefficients are eval-
uated using integrals which are themselves nearly singular,
and sufficient upsampling of the boundary data is neces-
sary to suppress the error due to this. We will discuss how
nearly singular quadrature errors of standard quadrature
rules can be accurately estimated using a method based
on contour integration an calculus of residues. These er-
ror estimates can in practical applications be used for (i)
determining the distance from the boundary inside which
special quadrature is required, and (ii) determining the up-
sampling rate required for computing the QBX expansion
coefficients to desired accuracy.

Ludvig af Klinteberg

Royal Institute of Technology (KTH)
ludvigak@kth.se

MS203

A Comprehensive Study of Differences Between Se-
quential Task Flow and a Real Data Flow Repre-
sentation

Abstract not available
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MS203

Using Kokkos for Performance Portability of the
Tpetra Sparse Linear Algebra Library on Intel
KNL and Nvidia GPUs

The Kokkos shared-memory programming model has made
it easier for Trilinos to make its sparse linear algebra and
linear solvers support thread parallelism on many differ-
ent computer architectures. This talk will summarize the
porting effort, focusing on software challenges that other
scientific libraries and applications may face.
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Overview of a Sequential Task Flow Sparse QR
Multifrontal Solver

Abstract not available
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MS203

Programming Model, Performance Analysis and
Optimization Techniques for the Intel Knights
Landing Xeon Phi

A wide variety of heterogeneous compute resources, rang-
ing from multicore CPUs to GPUs and coprocessors, are
available to modern computers, making it challenging to
design unified numerical libraries that efficiently use all
these varied resources. For example, in order to efficiently
and productively use Intel’s Knights Landing (KNL), one
must design and schedule an application in multiple degrees
of parallelism and task grain sizes in order to obtain effi-
cient performance. We propose a productive and portable
programming model that allows us to write a serial-looking
code, which achieves parallelism and scalability by using a
lightweight runtime environment to manage the resource-
specific workload, and to control the dataflow and the par-
allel execution. This is done through multiple techniques
ranging from multi-level data partitioning to adaptive task
grain sizes, and dynamic task scheduling. We outline the
strengths and the effectiveness of this approach on hetero-
geneous systems.
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MS204

Eigenvalues of Sturm-Liouville Problems with Real
Coupled Boundary Conditions

It has been shown in [Bailey and Zettl, Sturm-Liouville
Eigenvalue Characterizations, Electronic Journal of differ-
ential Equations 2012 (2012), No. 123, pp. 1-13] that all
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the eigenvalues of Sturm-Liouville problems with real cou-
pled boundary conditions are extrema of a one-parameter
family of problems with separated boundary conditions.
Here we show how this characterization can be used to
compute the eigenvalues of the coupled problem using any
computer code which works for problems with separated
boundary conditions.
Bailey (Emeritus), Sandia National Laboratories, Albu-
querque, New Mexico
Anton Zettl (Emeritus), Northern Illinois University,
DeKalb, Illinois
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Spectral Pollution Arising in Eigenvalue Computa-
tions for Schroedinger Operators

We study numerical computations of spectra of
Schrödinger operators T in L2({R}d). In particular
if the spectrum is not purely discrete and/or the po-
tential is not real-valued, numerical values may suggest
a completely wrong location of the spectrum. First we
consider the approximation of T by compressing it to
an n-dimensional subspace of the domain of T (called
Galerkin/finite section/projection method). It is well
known that, in the limit n → ∞, the eigenvalues of the
n × n matrix Tn may accumulate at a point that does
not belong to the spectrum of T . The occurrence of such
a spurious eigenvalue is commonly known as spectral
pollution. We present methods to identify regions in the
complex plane that enclose the set of spectral pollution
(as tightly as possible). In the second part of the talk we
present spectral convergence results for approximations of
T by truncating it to bounded but expanding domains
in {R}d, subject to various boundary conditions at the
artificial boundary.
Sabine Bögli, Universität München, München, Germany
Marco Marletta, Cardiff University, Cardiff, United
Kingdom
Petr Siegl, University of Bern, Bern, Switzerland
Christiane Tretter, University of Bern, Bern, Switzerland
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MS204

Spectral Density Functions Associated with
Fokker-Planck Collisions

We study a parabolic equation on the half-line that arises in
continuum kinetic calculations of energy diffusion in veloc-

ity space due to Fokker-Planck collisions in plasma physics.
The exact solution is expressed as a continuous superposi-
tion of (non-normalizable) eigenfunctions via a generalized
Fourier transform. We show how to efficiently compute
these eigenfunctions, as well as the spectral transform of
the initial data and the spectral density function of the
inverse transform, using high-order timestepping schemes
(in the space-like coordinate). We compare two methods of
computing the spectral density function, one based on ex-
trapolating the value of the Titchmarsh-Weyl m-function
from the complex upper half-plane to the real axis using
Chebyshev interpolation, due to Wilkening and Cerfon,
and the other based on a recursive method of Fulton, Pear-
son and Pruess.
Rockford Foster, University of California, Berkeley
Jon Wilkening, University of California, Berkeley
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MS204

Spectral Density Functions for Periodic
Schrödinger Potentials

We consider the Schrödinger equation

−y′′ + q(x)y = λy,

with potential q(x), periodic of period �, on the half
line and on the whole line (see Fulton, Pearson, Pruess,
arxiv:1303.5878). It is well known that there is a band-
gap structure: Namely, if the eigenvalues of the peri-
odic problem (y(0) = y(�), y′(0) = y′(�)) are ordered by
λ0 ≤ λ1 ≤ · · · , and the eigenvalues of the semi-periodic
problem (y(0) = −y(�), y′(0) = −y′(�)) are ordered by
μ0 ≤ μ1 ≤ · · · , then −∞ < λ0 < μ0 ≤ μ1 < λ1 ≤ λ2 · · · ,
and the a.c. spectrum on the half line consists of the closed
intervals [λ2i, μ2i] and [μ2i+1, λ2i+1], i = 0, 1, · · · . The
eigenvalues μj and λj may be computed using SLEIGN2
by the method of Bailey and Zettl. In this talk, we present
an algorithm, and numerical results, for computation of
the a.c. spectral density function on the bands. This has
the feature that a numerical integration is required only
over one period. For this we implement the Pruess method
(that is, MG2), and the Magnus Method MG4 of Iserles,
et. al.

Charles T. Fulton
Florida Institute of Technology, USA
cfulton@fit.edu

Steven Pruess
Colorado School of Mines, Emeritus Prof
spruess6@cox.net

David Pearson
University of Hull, U.K. Emeritus Prof
d.b.pearson@hull.ac.uk

MS205

Simulation of Flow in Artificial Blood Pumps: Tur-
bulence Modeling and Consideration of Blood Mi-
crostructure

Modeling and computational analysis play an increasingly-
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important role in bioengineering, particularly in the design
of implantable ventricular assist devices (VAD). Numeri-
cal simulation of blood flow and associated physiological
phenomena has the potential to shorten the design cycle
and give the designers important insights into causes of
blood damage and suboptimal performance. A set of mod-
eling techniques is presented which are based on stabilized
space-time finite element formulation of the Navier-Stokes
equations. Alternate methods that represent the rotating
components in an averaged sense using a rotating frame of
reference, as well as influence of turbulence modeling, will
be discussed. In order to obtain quantitative hemolysis
prediction, cumulative tensor-based measures of strain ex-
perienced by individual blood cells are being developed;
red blood cells under shear can be modeled as deform-
ing droplets, and their deformation tracked along pathlines
of the computed flow field. An efficient continuum-based
approach with rescaling of the variables using logarithmic
transformation will be examined. The methods are applied
to simplified rotary blood pumps, one of which is currently
a subject of an FDA round-robin study.
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MS205

On the Asymptotic Behavior of Subgrid Scale Mod-
els for Large-Eddy Simulations in Complex Geome-
tries

The capability of several eddy-viscosity based subgrid scale
models to mimic the expected turbulence damping near
solid boundaries is discussed. Among the variety of static
models available in the literature, only a few reproduce the
proper cubic behavior of the eddy-viscosity in the case of
an incompressible fluid. Only one (the σ-model of Nicoud
et al., Phys. of Fluid, 2011) is found to also achieve
the theoretical quadratic damping in the case where the
divergence-free condition is not met at the wall (e.g.: be-
cause of density fluctuations induced by either tempera-
ture or mixing variations). When the dynamic procedure
is used to adapt the model constant in complex geome-
tries (as in the dynamic Smagorinsky model, Germano et
al., Phys. Fluids, 1991), the traditional stabilization tech-
niques (local averaging, clipping) may lead to a mispre-
dicted near-wall behavior. This is illustrated by using a
general purpose Large-Eddy Simulation solver to compute
the flow in a well-controlled experiment where a pulsatile
hot-jet impinges a flat-plate in the presence of a turbulent
cross-flow (Baya Toda et al, Phys. Fluids, 2014). The lack
of damping produced by the dynamic Smagorinsky model
introduces significant errors during the vortex ring/wall in-
teraction while the agreement with the experimental data
is much better when the σ-model is used.

Franck Nicoud
CNRS - UMR5149
University of Montpellier
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MS205

Large Eddy Simulation of Aortic Flow Using
Deconvolution-Based Nonlinear Filter – Theory
and Application

Type B Aortic Dissection (TBAD), one of the highly lethal
aortic syndrome, is normally managed conservatively with

medical treatment unless the patients demonstrate com-
plications. However, long-term outcomes indicate signifi-
cant late mortality in patients with uncomplicated TBAD
(uTBAD). Clinical outcomes have shown that patients re-
ceiving early thoracic endovascular aortic repair (TEVAR)
are associated with less adverse events compared to those
who did not. Unfortunately, well-defined clinical indica-
tion factors do not currently exist for early TEVAR due to
large individual variations. To identify well-defined prog-
nostic factors and the possible risk of late complications,
we simulate the hemodynamics of uTBAD on a patient-
specific basis, using a Large Eddy Simulation (LES) model
[bertagna, Deconvolution-based nonlinear filtering for in-
compressible flows at moderately large Reynolds numbers,
2015]. We find that the LES solver is able to resolve the
high flow rates and associated numerical instabilities prone
to occur near the branch of the false lumen and narrowed
true lumen using only a fraction of the computational re-
sources required by the DNS solver. These results indi-
cate the LES approach is extremely promising for clinical
applications where large volumes of patient-specific CFD
simulations need to be executed in a cost-efficient, stable
and accurate manner.
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MS205

The Reduced Nsalpha Model for Turbulent Chan-
nel Flow

Abstract not available
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Design Sensitivities in Topology Optimization via
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Automatic Differentiation

Topology optimization is an iterative design process which
distributes a given amount of material in a design domain
by minimizing an objective function and by fulfilling a set
of constraints. The gradients of the objective and the
constraints are often obtained by the adjoint method af-
ter discretization of the state equations. The approach is
well established for problems with elliptic state equations,
where the discretization is obtained by finite element tech-
niques. Discretization of alternative physical processes, like
flow problems, conjugate heat transfer, or complex fully
coupled multi-physics problems, are often based on alter-
native schemes (finite volume, DG-FEM). The solutions
are obtained either explicitly or iteratively with multiple
corrections accounting for the discretization, current solu-
tion states or the coupling between the different physics.
For such problems the direct application of the adjoint ap-
proach is practically impossible due to hidden amendments
of the computational process and the high computational
complexity. Therefore, the focus of this work is to present,
compare and conclude on the applicability of automatic
differentiation (AD) techniques for handling the sensitiv-
ity analysis in topology optimization. The applicability of
AD in topology optimization is demonstrated for a simple
wave propagation problem, a turbulent NavierStokes op-
timization problem and an optimization of unsteady flow
based on the lattice Boltzmann method.
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MS206

Using a Fully Non-Conformal Geometry Descrip-
tion to Enable Optimization-Based Design

In a typical design/analysis workflow, solid models are con-
structed in a surface-based representation then converted
into a discrete volume-based representation for the sim-
ulation phase, i.e., the model is meshed. Decades of re-
search have gone into developing viable tools for this con-
version, but meshing of complicated models continues to
pose a challenge. Further, during optimization-based de-
sign, i.e., shape, topology, material optimization (STMO),
parts of the design are computed or modified as a field
on the volume-based representation. If the designer is to
modify the computed design, the model must be converted
back to a form that traditional CAD packages can ma-
nipulate. Considerable effort has been invested in devel-
oping this capability, but currently no robust, general-use
solution exists. Work will be presented that attempts to
unify modeling operations and simulation/STMO opera-
tions by using a common volume-based geometric descrip-
tion. This solution consists of a non-conformal background
discretization and a collection of level set functions that
accurately defines the system shape and topology on the
background mesh. To this end, the Generalized Finite El-
ement Method has been implemented and integrated with
an existing topology optimization capability. This talk will
present the details of this approach in the context of com-
bined shape and topology optimization, describe the im-
plementation, and present example applications to demon-

strate the approach.

Joshua Robbins
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MS206

Stochastic Sampling for Structural Topology Op-
timization with Many Load Cases: Density-Based
and Ground Structure Approaches

We propose an efficient probabilistic method to solve a
deterministic problem – we present a randomized opti-
mization approach that drastically reduces the enormous
computational cost of optimizing designs under many load
cases for both continuum and truss topology optimization.
Practical structural designs by topology optimization typ-
ically involve many load cases, possibly hundreds or more.
The optimal design minimizes a, possibly weighted, aver-
age of the compliance under each load case (or some other
objective). This means that in each optimization step a
large finite element problem must be solved for each load
case, leading to an enormous computational effort. On the
contrary, the proposed randomized optimization method
with stochastic sampling requires the solution of only a few
(e.g., 5 or 6) finite element problems (large linear systems)
per optimization step. Based on simulated annealing, we
introduce a damping scheme for the randomized approach.
Through numerical examples in two and three dimensions,
we demonstrate that the stochastic algorithm drastically
reduces computational cost to obtain similar final topolo-
gies and results (e.g., compliance) compared with the stan-
dard algorithms. The results indicate that the damping
scheme is effective and leads to rapid convergence of the
proposed algorithm.
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MS206

Algorithms for the Topology Optimization of Elec-
trical Conductors

Recent research has shown that for large scale topology
optimization problems, primal-dual interior point (PDIP)
methods can offer favorable convergence when compared
with mesh-dependent approaches such as the Method
of Moving Asymptotes and its variants[Susana Rojas-
Labanda and Mathias Stolpe, Benchmarking optimization
solvers for structural topology optimization, Struct. Multi-
disc. Optim. (2015) 52:527547]. As PDIP methods involve
solving a large sparse KKT system with iterative solvers,
matrix conditioning can become a serious impediment to
convergence of Krylov methods. Multigrid precondition-
ers have been recently used to accelerate PDIP conver-
gence[Michal Kocvara and Sudaba Mohammed, Primal-
Dual Interior Point Multigrid Method for topology opti-
mzation, SIAM J. Sci. Comput., Vol. 38, No. 5, pp.
B685-B709]. In the current work, we consider precondi-
tioners based on Schur complements which use forward and
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adjoint PDE solves as well as use of merit functions and
filters. Comparisons are made with reduced space formu-
lations based on trust regions with bound constraints and
we identify difficulties associated with primal interior-point
methods using barrier functions. PDIP and reduced space
methods are applied to the problem of designing electri-
cally conducting structures.
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MS207

Advances in Smoothed Particle Hydrodynamics

Smooth particle hydrodynamic methods approximate fluid
flow density and velocity as a moving collection of interact-
ing particles. Originally developed for astrophysical simu-
lations, these methods have proven to be robust, naturally
adaptive mesh-free methods for challenging fluid flow prob-
lems. Unfortunately, many implementations are limited to
low orders of accuracy, and a systematic means of ana-
lyzing and addressing these issues remains elusive. One
promising procedure is to modify the kernel function using
nearby particle positions to correct for kernel deficiencies.
While this technique boosts the order of accuracy, it re-
quires solving a linear system of equations for each parti-
cle which increases the cost of the algorithm considerably.
This paper will provide an overview of the state of the
art in boosting the accuracy of these methods and provide
simple examples of improved rates of convergence.
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MS207

Localized Kernel Methods for Nonlocal Diffusion

We present recently developed meshless methods leverag-
ing localized bases of radial basis functions. We explore
problems on both R

n and on spheres S
n. A localized ba-

sis is generated by combinations of polyharmonic splines,
which produce a stable, localized, rapidly decaying basis.
We apply recently developed quadrature formulas unique
to the localized bases to easily evaluate stiffness matrices
for partial differential equations and integral equations. We
discuss a meshless Galerkin method for solving a volume
constrained, nonlocal diffusion problem in R

n. The method
enables the use of scattered data points to generate a well-
conditioned stiffness matrix. We also present a meshless
Galerkin method for solving partial differential equations
on the sphere.
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Predicting Cavitation in Fuel Injectors using
Smoothed Particle Hydrodynamics

Abstract not available
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High-Order Staggered Moving Least Squares
Schemes for the Steady Stokes with Applications
to Suspension Flows

Abstract not available
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MS208

Targeting Next-Generation Software Stacks with
the Nabla DSL

The hardware complexity and heterogeneity of incoming
architectures involves a redesign of our software stacks to
address the flexibility and scalability challenges. There
is a growing demand for new programming environments
in order to improve scientific productivity, to facilitate
better design and implementation, and to optimize next-
generation production codes. Taking into account the feed-
back of scientific application developers and end-users, I
will present an update of the Nabla domain specific lan-
guage (DSL). This programming model comes as an open-
source mesh-based numerical toolchain whose purpose is to
perform source-to-source transformations in order to gener-
ate optimized code for different runtimes and architectures:
RAJA, KOKKOS, OKINA (OpenMP w/vectorization) and
XeonPHIs, GPUs, FPGAs.
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Experiences with Kokkos in the Production Code-
bases

Abstract not available
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Adapting Proxy Lessons Learned to Integrate C++
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Kokkos into a Production Fortran Code

The goal of this talk is to present research on the imple-
mentation, performance, and optimization of a complex
application kernel, dim3 sweep of SNAP, a neutral par-
ticle transport proxy, in CUDA through the use of the
Kokkos programming model. Examples will be given of
kernel performance measurements and optimization tech-
niques enabled through the use of Kokkos. In addition, we
will discuss efforts to couple the coarse-grained parallelism
of SNAP, as implemented in Legion, a task-based program-
ming model, and the fine-grained aspects, as implemented
in Kokkos and CUDA, and how that coupling compares
and contrasts to the native MPI+OpenMP of SNAP.
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Performance Portable Production Hydrodynamics
Using Raja and Chai

Abstract not available
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MS209

Coupling a Nano-Particle with Fluctuating Hydro-
dynamics

We derive a coarse-grained description of the dynamics of
a nanoparticle immersed in an isothermal simple fluid by
performing a systematic coarse graining of the underlying
microscopic dynamics. As coarse-grained or relevant vari-
ables we select the position of the nanoparticle and the
total mass and momentum density field of the fluid, which
are locally conserved slow variables because they are de-
fined to include the contribution of the nanoparticle. The
theory of coarse graining based on the Zwanzing projec-
tion operator leads us to a system of stochastic ordinary
differential equations (SODEs) that are closed in the rele-
vant variables. We demonstrate that our discrete coarse-
grained equations are consistent with a Petrov-Galerkin
finite-element discretization of a system of formal stochas-
tic partial differential equations (SPDEs) which resemble
previously-used phenomenological models based on fluctu-
ating hydrodynamics. Under suitable approximations we
obtain closed approximations of the coarse-grained dynam-
ics in a manner which gives them a clear physical interpre-
tation, and provides explicit microscopic expressions for
all of the coefficients appearing in the closure. Our work
leads to a model for dilute nanocolloidal suspensions that
can be simulated effectively using feasibly short molecu-
lar dynamics simulations as input to a FEM fluctuating
hydrodynamic solver.
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Non-Isothermal Coarse-Graining of Complex
Molecules

Coarse-graining (CG) of complex molecules is a way to
reach time scales that would be impossible to access
through brute force molecular simulations. We formulate a
coarse-grained model for complex molecules from first prin-
ciples that ensures energy conservation. Each molecule is
described in a coarse way by a thermal blob characterized
by the position and momentum of the center of mass of
the molecule, together with its internal energy as an ad-
ditional degree of freedom. This level of description gives
rise to an entropy-based framework instead of the usual one
based on the configurational free energy (i.e. potential of
mean force). The resulting dynamic equations, which ac-
count for a proper description of heat transfer at the coarse
grained level, have the structure of the Dissipative Par-
ticle Dynamics with Energy conservation (DPDE) model
but with a clear microscopic underpinning. We provide ex-
plicit microscopic expressions for each component (entropy,
mean force, friction and conductivity coefficients) appear-
ing in the coarse-grained model. These quantities can be
computed directly from MD simulations. The proposed
non-isothermal coarse-grained model is thermodynamically
consistent and opens up a first principles CG strategy to
the study of energy transport issues that are not accessible
with current isothermal models. Pep Español
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Investigation of the Molecular Aspects of Fluctuat-
ing Hydrodynamics Through the Memory Function
Approach

Fluctuating hydrodynamics (FHD) provides not only a the-
oretical background for the understanding of fluctuation
phenomena in fluid at the mesoscopic level but also a sys-
tematic framework for the development of numerical meth-
ods. The FHD description is formally given as stochas-
tic partial differential equations (SPDEs) where stochastic
fluxes are expressed as multiplicative Gaussian white noise
(GWN). While the FHD SPDEs are ill-defined in the sense
that mathematically precise interpretation of multiplica-
tive GWN should be provided, the use of GWN reveals
that the molecular time scale is ignored in the FHD descrip-
tion. In this talk, we discuss the molecular aspects of the
FHD description by investigating the density fluctuations
in molecular dynamics systems and the FHD description of
diffusion. The memory effects in the density fluctuations
are obtained from the memory function approach.
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On Memory Estimation in the Mori-Zwanzig Equa-
tion

In this paper we develop new error estimates and conver-
gent approximations for the memory integral appearing in
the Mori-Zwanzig formulation. The new theory is build
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upon rigorous mathematical foundations, and it is devel-
oped both in phase space and in probability density func-
tion space. In particular, we derive errors bounds for short-
memory approximations and t-models. We also propose
a new hierarchical finite-memory approximation which we
prove convergent under appropriate conditions. An appli-
cation to a high-dimensional dynamical system evolving
from a random initial state is presented and discussed.
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MS210

Discovering Fast Matrix Multiplication Algorithms
Via Tensor Decomposition

The computational complexity of matrix multiplication is
an open question. Fast algorithms for matrix multiplica-
tion are those that require o(n3) flops (that is, the exponent
is less than 3) for n×n matrices. Nearly all fast algorithms
are based on a clever method for multiplying very small
matrices that can be applied recursively. Discovering such
a method corresponds to finding an exact, low-rank de-
composition of a particular tensor. In this talk, I’ll discuss
numerical techniques for computing these decompositions
and the practicality of the algorithms that have been dis-
covered.
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A Practical Randomized CP Tensor Decomposition

The CANDECOMP/PARAFAC (CP) decomposition is a
leading method for the analysis of multi-way data. The
standard alternating least squares algorithm for the CP de-
composition (CP-ALS) involves a series of highly overdeter-
mined least squares problems. We show that, by extending
randomized least squares methods to tensors, the workload
of CP-ALS can be drastically reduced without a sacrifice in
quality. We introduce techniques for efficiently preprocess-
ing, sampling, and computing randomized least squares on
a dense tensor of arbitrary order, as well as an efficient
sampling-based technique for checking the stopping con-
dition. We also show more generally that the Khatri-Rao
product (used within the CP iteration) produces conditions
favorable for direct sampling without any preprocessing. In
numerical results, we see improvements in speed, storage,
and robustness.
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Fast Recompression of Hadamard Products of Ten-

sors

The Hadamard product features prominently in tensor-
based algorithms in scientific computing and data analy-
sis. Due to its tendency to significantly increase ranks, the
Hadamard product can represent a major computational
obstacle in algorithms based on low-rank tensor represen-
tations. It is therefore of interest to develop recompression
techniques that mitigate the effects of this rank increase.
In this work, we investigate such techniques for the case
of the Tucker format, which is well suited for tensors of
low order and small to moderate multilinear ranks. Fast
algorithms are attained by combining iterative methods,
such as the Lanczos method and randomized algorithms,
with fast matrix-vector products that exploit the structure
of Hadamard products. The resulting complexity reduc-
tion of is particularly interesting for tensors featuring large
mode sizes and small to moderate multilinear ranks. To
implement our algorithms, we have created a new Julia
library for tensors in Tucker format.
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MS210

Tensor Based Approaches in Magnetic Resonance
Spectroscopic Signal Analysis

In recent years, magnetic resonance spectroscopic imag-
ing (MRSI) is being used for brain tumor diagnosis. The
processing of the MRSI signals are mainly performed us-
ing matrix based approaches. Tensorizing the matrix and
using suitable tensor decompositions provides certain ad-
vantages. We focus on tensor based approaches to per-
form residual water suppression in the MRSI signal and to
differentiate various tissue types in glioma patients from
MRSI signals. To suppress the residual water, a Loewner
tensor is constructed from the MRSI signal. Canonical
polyadic decomposition (CPD) is applied on the tensor to
extract the water component, and to subsequently remove
it from the original MRSI signal. Tensor based tumor tis-
sue type differentiation consists of building a covariance
structured 3-D tensor from the MRSI spectra and then ap-
plying a non-negative CPD with common factor in mode-1
and mode-2 and l1 regularization on mode-3 to extract
tissue-specific spectra and its corresponding distribution
in the MRSI grid. An in-vivo study shows that our tensor
based approach has better performance in identifying tu-
mor and necrotic tissue types in glioma patients compared
to matrix based approaches. This tensor based tissue char-
acterization approach can be further extended to multi-
parametric magnetic resonance imaging consisting of con-
ventional magnetic resonance imaging, perfusion-weighted
imaging, diffusion-weighted imaging and MRSI modalities
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MS211

Speed vs. Accuracy: The Next Frontier for Auto-
Tuning?

Abstract not available
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MS211

A Directive-Based Data Layout Auto-Tuning for
OpenACC Applications

OpenACC applications can be executed on various com-
putational environments with accelerators. However, an
OpenACC application optimized for a specific device may
not achieve enough performance for different devices. We
propose a set of directive extensions to allow compilers to
adapt data layout, which has a great effect on application
performance, for the target device.OpenACC applications
can be executed on various computational environments
with accelerators. However, an OpenACC application op-
timized for a specific device may not achieve enough perfor-
mance for different devices. We propose a set of directive
extensions to allow compilers to adapt data layout, which
has a great effect on application performance, for the target
device.
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MS211

Algorithmic Revolution and Auto-Tuning for Ma-
trix Computations in Post Moores Era

It is said that Moores low will be broken within next two
decades due to a physical performance limit of semicon-
ductors. On the other hand, some scientists mention that
ability of data access (BYTES) still increases relatively
with comparison to ability of computations (FLOPS) by
adapting upcoming technologies, such as 3D stacking tech-
nologies for memory. etc. In this presentation, we focus on
this statement, and we discuss a change of numerical al-
gorithms for matrix computations. We also mention that
auto-tuning (AT) will be still one of key technologies to
establish high performance in era of post Moore. State-of-
the-art technologies of AT are shown to enumerate issues
of current AT toward to the era of Post Moore. The au-
thors think that computer language to adapt AT technol-
ogy easier is crucial technologies. To establish this require-
ment, we are studying a computer language for AT, named
ppOpen-AT. In this presentation, an example of adaptation

of ppOpen-AT will be presented with respect to actual sim-
ulation code by Finite Difference Method (FDM). Some
evidences to show the statement of requirement in Post
Moores era will be shown with the Fujitsu PRIMEHPC
FX100, which is a supercomputer with a 3D stacking mem-
ory.
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MS211

User-Defined Directive Translation Using the
Xevovler Framework

As the diversity of high-performance computing (HPC)
systems increases, the programming considering the strong
features of each HPC system becomes more important.
Even in the case of directive-based programming, an ap-
propriate directive should be used for each system. This
presentation proposes that a special placeholder triggers in-
sertions of appropriate directives for each system. A user
describes the special placeholder that is used to specify
the code line where one or more directives are potentially
inserted. The special placeholder is translated into an ap-
propriate directive by using user-defined code translation
on Xevolver. Therefore, the appropriate directive can be
inserted by keeping the maintainability and readability of
the original code.

Kazuhiko Komatsu, Ryusuke Egawa, Hiroyuki Takizawa,
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Tohoku University
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MS212

A Cache-Efficient Rank-Structured Elliptic PDE
Solver

We describe recent updates to a “superfast” Cholesky code
based on CHOLMOD, organized around level 3 BLAS
for speed. Our approach combine sparsity and low-rank
structure and directly factor low-rank blocks using ran-
domized algorithms, while retaining a “black-box” user
interface compatible with standard sparse solvers. For
a nearly-incompressible elasticity problem, CG with our
rank-structured Cholesky converges faster than with in-
complete Cholesky and the ML multigrid preconditioner,
both in iteration counts and in run time. At 106 degrees of
freedom, we use 3 GB of memory; exact factorization takes
30 GB.

David Bindel
Cornell University
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MS212

Developing Preconditioners with Guaranteed Con-
vergence Rate Using Hierarchical Matrices

Hierarchical matrices have recently emerged as a tool of
choice to build robust and general purpose preconditioners.
They extend other methods such as multigrid, incomplete
LU, and have been shown to remain efficient in cases where
techniques like multigrid fail. In this talk, we will review
recent progress on these solvers, discussing in particular
the convergence of iterative methods with hierarchical pre-
conditioners, as a function of the PDE type, system size,
and condition number.
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MS212

Divide-and-Conquer Approximate Inverse Type
and Schur Complement Based Preconditioners
with Low-Rank Corrections

This talk will present two preconditioning methods based
on low-rank approximations in multilevel recursive frame-
works for sparse symmetric matrices. The first method is
an approximate inverse of the original matrix that exploits
the Sherman-Morrison-Woodbury formula. The second
method is based on the Schur complement technique and
it is based on approximating the inverse of the Schur com-
plement. Low-rank approximations are computed by the
Lanczos procedure. Numerical experiments with Krylov
subspace accelerators will be presented for model problems
and general linear systems. These methods were found to
be more efficient and robust than ILU-type precondition-
ers.

Ruipeng Li
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MS212

Distributed-Memory Hierarchical Interpolative
Factorization

The hierarchical interpolative factorization (HIF) offers an
efficient way for solving or preconditioning elliptic partial
differential equations. By exploiting locality and low-rank
properties of the operators, the HIF achieves quasi-linear
complexity for factorizing the discrete elliptic operator and
linear complexity for solving the associated linear system.
In this talk, the distributed-memory HIF (DHIF) is intro-
duced as a parallel and distributed-memory implementa-

tion of the HIF. The DHIF organizes the processes in a
hierarchical structure and keep the communication as lo-
cal as possible. The computation complexity is O

(
N logN

P

)
and O

(
N
P

)
for constructing and applying the DHIF, re-

spectively, where N is the size of the problem and P is the
number of processes. The communication complexity is

O
(√

P log3 P
)
α+O

(
N2/3√

P

)
β where α is the latency and

β is the inverse bandwidth. Extensive numerical examples
are performed on the TACC Stampede system with up to
4096 processes. The numerical results agree with the com-
plexity analysis and demonstrate the efficiency and scala-
bility of the DHIF.
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MS213

A Hybrid Mixed-Integer Approach to Design Basin
Networks for Water Resources Management

We discuss simulation-based optimization to guide agricul-
tural management decisions in the face of limited avail-
ability of water. Specifically, we consider the design of
catchment basins to infiltrate storm water and recharge
depleted aquifers. The problem is formulated as a MINLP
which we approach with a hybridized GA with implicit fil-
tering. The One Water Hydraulic Model extension to the
MODFLOW groundwater software is the simulation tool.
We compare our approach to several different optimiza-
tion strategies and outline future work in terms of realistic
objective function formulations and inherent challenges in
these types of applications.
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MS213

Optimizing the Design of Concentrated Solar
Power Plants

Concentrated solar power plants utilize a field of mirrors
to redirect sunlight toward a central tower where molten
salt is heated. The thermal energy within the salt can
then be used to directly produce electricity, or it can be
stored for later use. Modeling the financial aspects of
such plants involves deterministic simulations and stochas-
tic simulations, along with explicit functional forms for dif-
ferent known costs. Some of the simulations can take tens
of minutes to evaluate and all parts of the objective are
defined by both discrete and continuous variables. In this
talk, we present an approach for optimizing such a mul-
tifaceted objective function that attempts to evaluate the
computationally expensive simulations as infrequently as
possible. We apply our approach to the System Advisor
Model developed at the National Renewable Energy Lab-
oratory in order to maximize the expected profit over the
lifetime of a concentrated solar power plant.
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MS213

Three Dimensional Variational Data Assimilation
Based on Derivative-Free Optimization

This research explores the use of Gaussian radial basis func-
tions in order to build numerical models for Trust Region
based methods in the context of data assimilation. In our
context, cost functions are of the 3D-Var form wherein
observational operators are potentially non-linear. The
proposed trust region method proceed as follows: sample
points are taken about the background state and for each
sampled point, a local model is built based on a first (sec-
ond) order Taylor expansion. Within the trust region, the
local models are merged based on the theory of Gaussian
radial basis functions. The trust region validation scheme
is then used in order to assess the quality of the numeri-
cal model. Experimental tests are performed making use
of a quasi-geostrophic model and three different observa-
tional operators from the specialized literature. The re-
sults reveal that, the impact of spurious innovations ow-
ing to linearization can be mitigated when the proposed
method is utilized and even more, accurate analysis states
are obtained in terms of Root-Mean-Square-Error when re-
sults are compared to those obtained via the local ensemble
Transform Kalman filter wherein, observational operators
are linearized.
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MS213

Bayesian Optimization under Mixed Constraints
with a Slack-Variable Augmented Lagrangian

An augmented Lagrangian (AL) can convert a constrained
optimization problem into a sequence of simpler (e.g., un-
constrained) problems, which are then usually solved with
local solvers. Recently, surrogate-based Bayesian optimiza-
tion (BO) sub-solvers have been successfully deployed in
the AL framework for a more global search in the presence
of inequality constraints; however, a drawback was that
expected improvement (EI) evaluations relied on Monte
Carlo. Here we introduce an alternative slack variable AL,
and show that in this formulation the EI may be evaluated
with library routines. The slack variables furthermore fa-
cilitate equality as well as inequality constraints, and mix-
tures thereof. We show how our new slack ”ALBO” com-
pares favorably to the original. Its superiority over conven-
tional alternatives is reinforced on several mixed constraint
examples.
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MS214

Accelerated Cyclic Reduction (ACR): A Dis-
tributed Memory Fast Direct Solver for 3D Struc-
tured Linear Systems

We present ACR: Accelerated Cyclic Reduction, a
distributed-memory fast direct solver for rank-compressible
block tridiagonal linear systems arising from the discretiza-
tion of 3D elliptic operators. Algorithmic synergies be-
tween Cyclic Reduction and Hierarchical matrix arithmetic
operations result in a solver with O(N log2 N) arithmetic
complexity and O(N logN) memory footprint. We provide
a baseline for performance and applicability by comparing
with the multifrontal method accelerated with hierarchical
semi-separable matrices and algebraic multigrid. Numer-
ical experiments consider a range of elliptic problems in-
cluding the constant-coefficient Poisson equation and the
indefinite Helmholtz equation at large processor counts.
Results reveal that this method is competitive with state-
of-the-art distributed-memory fast direct solvers and that
it can tackle problems where algebraic multigrid fails to
converge.
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MS214

Parallel Hierarchical Solvers, Convergence for
Large Mesh Sizes

Solving sparse linear systems from the discretization of el-
liptic partial differential equations is an important build-
ing block in many engineering applications. Sparse direct
solvers can solve general sparse matrices, but are usually
slower and use much more memory than effective itera-
tive solvers. To overcome these two disadvantages, a hi-
erarchical solver based on H2-matrices was introduced in
[Pouransari, Hadi, Pieter Coulier, and Eric Darve. “Fast
hierarchical solvers for sparse matrices.” arXiv preprint
arXiv:1510.07363 (2015).], which is named LoRaSp. Here,
we have developed a parallel algorithm based on LoRaSp
to solve large sparse matrices on distributed memory ma-
chines. On a single processor, the factorization time of our
parallel solver scales almost linearly for three-dimensional
problems, as opposed to the quadratic time complexity of
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many existing sparse direct solvers. On more than one
processor, our algorithm exhibits significant speedups com-
pared to sequential runs. Moreover, our parallel solver
leads to almost constant number of iterations for solving
problems on a wide range of mesh sizes, when used as a pre-
conditioner. With this parallel solver, we are able to solve
large problems much faster than many existing packages as
demonstrated by the numerical experiments.
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MS214

Preconditioning using Hierarchically Semi-
Separable Matrices and Randomized Projection

We present a preconditioner for general linear systems,
with a focus on problems arising from PDE discretiza-
tions. The preconditioner is constructed from an approxi-
mate factorization, based on a multifrontal version of clas-
sical Gaussian elimination. The fill-in introduced during
the factorization is compressed using Hierarchically Semi-
Separable (HSS) matrices, a matrix format with low-rank
off-diagonal blocks. For construction of the HSS represen-
tation we use a random projection technique and column-
pivoted QR to reveal the rank. Factorization of an HSS
matrix is done with a ULV-like decomposition. The ap-
proximate LU factorization is used as a preconditioner for
GMRES and we compare with a number of other common
preconditioners such as ILU and AMG. Our code is re-
leased as the package STRUMPACK and exploits hybrid
parallelism through OpenMP and MPI.
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MS214

Distributed-Memory Hierarchical Matrix Algebra

We introduce a distributed-memory algorithm for H-
matrix application, composition and other related oper-
ations which avoids the need for the Ω(p2) scheduling pro-
cedure used in previous work, where p is the number of
processes. Furthermore, we demonstrate that our algo-

rithm is able to effectively use O(N) processes for N ×N
H-matrix and achieve strong scalability to more than an
order of magnitude processes than previous results. We
also show some recent advance in the large scale iterative
solver for H-matrix.
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MS215

Multiscale Modeling in Coastal Ocean Hydrody-
namics

Accurate modeling of coastal hydrodynamics requires mod-
eling flow and transport from ocean basin scales to the con-
tinental shelf, to inland bays, estuaries and coastal flood-
plains. High resolution meshes and/or higher order solu-
tions are required to capture these features. Complicated
coastal topography suggests the use of unstructured finite
element meshes. Capturing complex flow features requires
the use of robust and accurate finite element techniques;
e.g. discontinuous Galerkin methods. In this talk, we will
discuss recent developments in finite element based models
for simulating 2d and 3d flows in complex coastal regions,
with applications to hurricane storm surges and transport
of chemical constituents.
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MS215

A Mathematical and Geological Approach for Frac-
tured Geothermal System

Fractures, in the underground, are planar or sub-planar
discontinuities along which a rock has been broken, and
represent important conduits or barriers for fluid flow. This
is of particular importance for the exploitation of deep
geothermal system, as matrix porosity and permeability
is generally on a negligible scale. Furthermore, fractures
increase the contact surface between rocks and fluids, fa-
cilitating a crucial contribution to heat transport by con-
ductive heat exchange between fluids and the surrounding
rock mass and increasing the economical efficiency of the
system. Our work is focused on coupling mathematical
and geological aspects. Simulations with real fracture ge-
ometries, as well as synthetic, are performed in a three-
dimensional discrete fracture network setting, which can
be viewed as a screening tool in data processing. The
numerical method consider the fractures as objects of co-
dimension one and include the aperture in their mathemat-
ical description moreover is able to handle non-conforming
fractures intersections giving a high freedom in the simula-
tions. Finally, we employ a mixed-virtual element scheme
to compute scalar and vector unknowns on a mesh com-
posed by cells of, almost, arbitrary shape. The long term
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vision of our work is to develop an integrated geological and
mathematical framework for collection and mutual trans-
fer of data between geological and simulation models for
enhanced geothermal system.
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MS215

Multiscale Models of Sea Ice

The precipitous declines of Arctic sea ice have outpaced
the predictions of most global climate models. I will dis-
cuss how we are using methods from theories of composite
materials and statistical mechanics to address multiscale
problems in sea ice physics. Our work is helping to advance
how sea ice is represented in climate models and improve
climate projections.
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MS215

Multiphysics Modeling of Microseismic Events for
Elastic Wavefield Synthesis

Understanding the flow and deformation that occurs in a
reservoir during fluid injection for enhanced oil and gas re-
covery is critical for maximizing the efficiency of production
from unconventional reservoirs. However, the time scales
of interest for flow and deformation are extremely long as
pressure builds up in the reservoir leading to generation
of a microseismic release of energy. In contrast, the dura-
tion of the resulting propagating wave generated by this
source can be modeled with a very short time window (a
few seconds). Further, most models assume the simplified
model of a Gaussian earthquake source. A one-way coupled
model for flow and deformation simulation is used for mi-
croseismic nucleation and subsequent wavefield modeling
of the elastic emissions from the microseismic events. We
examine this coupled phenomenon in an effort to more real-
istically capture the time evolution of microseismic sources.
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MS216

Curvature Driven Erosion and Channelization of
Sedimentary Beds by Fluid Flow

We discuss a closely coupled experimental and numerical
study of how channels develop in a porous granular bed as
a result of fluid flow. A model of a granular bed was de-
veloped by filling monodisperse glass beads homogeneously
between parallel glass plates representing a thin horizontal
fracture [Arshad Kudrolli and Xavier Clotet, Evolution of
Porosity and Channelization of an Erosive Medium Driven

by Fluid Flow, Phys. Rev. Lett. 117, 028001 (2016)]. A
fluid was then injected into the fracture with a prescribed
rate to examine the evolution of the porous medium. We
demonstrate that the porous medium begins to evolve at
the interface between regions with high and low porosity
corresponding to a mean flux which is lower than the value
associated with erosion of an isolated grain. We show that
the mean fluid flow inside the system can be modeled with
Darcy law, and then demonstrate that the erosion patterns
observed in the experiments can be modeled with erosion
and deposition laws that dependent only on the local fluid
flux. In particular, we will discuss the effect of interface
curvature on the evolution of the channels, and the further
effect of sediment advection on channel splitting.
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How Bodies Erode and Dissolve in Fluid Flows

A variety of landscapes are formed by the action of flow-
ing fluids, be it air or water flows. In these settings, the
development of morphology is a reciprocal process: as a
structure is carved by a fluid, its changing shape can alter
the local flow. In this talk, I will discuss an idealization
of such natural processes. By immersing an erodible or
soluble body in fast flowing water, we examine the coevo-
lution of shape and flow in a controlled setting. A fluid-
flow model, based on Prandtl boundary-layer theory, yields
a new class of scaling laws for the body’s vanishing rate.
The scaling laws apply to both erosion and dissolution,
but shape evolution differs in the two cases. Erodible bod-
ies develop sharp, angular features, while soluble bodies
maintain a rounded front throughout. In both cases, the
system tends to a state in which the material-removal rate
is uniform along the body, offering a principle that may
aid our understanding of erosion and dissolution in nature.
Combined with the flow model, this principle also allows
us to understand the shapes that arise in our experiments.
For dissolution, we are led to a Riemann-Hilbert problem,
whose solution gives the terminal body shape that is seen
in the experiments. Subsequent analysis reveals that ero-
sion, dissolution, and melting can all be linked under the
Riemann-Hilbert framework.
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MS216

Geometry of Channel Networks Incised by Subsur-
face Flow

When groundwater returns to the surface at springs, chan-
nels may be incised and ramified networks can form.
Here we focus on two aspects of the geometry of growing
groundwater-fed networks: the direction in which channels
advance and the angle at which they branch. First, by
relating the groundwater flow to a 2D Poisson field, we re-
mark that the direction taken by moving channel tips may
be equivalently understood from the maintenance of local
symmetry in the groundwater field, the maximization of
flux to tips, or motion along the groundwater streamline
into tips. Next, we use these ideas to show that a bifur-
cated tip results in a branching angle of 2π/5 = 72 de-
grees. Our studies of a groundwater-fed stream network
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on the Florida Panhandle accord well with this predic-
tion. We also present the results of an empirical study of
branching angles throughout the contiguous United States.
Our results show that in humid climates, branching an-
gles appear to asymptotically approach 72 degrees as the
so-called aridity index—the ratio of rainfall rate to poten-
tial evapotranspiration—increases. The tendency toward
this angle for aridity indicies greater than unity is evident
over approximately one-half of the country, suggesting that
groundwater may play a significant role in channelization
processes wherever climates are sufficiently humid.
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MS216

Viscous Erosion of Immersed Bodies at Low and
Intermediate Reynolds Numbers

A body which erodes due to viscous shear stress in a high
Reynolds number flow is known to change shape with fore-
aft asymmetry and vanish in a nearly self-similar fashion.
Eventually, however, such a body will be small enough to
create an intermediate or even very low Reynolds number
disturbance flow. We will discuss the effect of Reynolds
number on shape selection in viscous erosion, starting with
theory and a new traction integral equation for studying
erosion at zero Reynolds number. The flows and resulting
body shapes are qualitatively different in character from
their high Reynolds number analogues. A spherical body
in a uniform flow first reduces to nearly (but not exactly)
the drag minimizing profile of a body in a Stokes flow and
then vanishes in finite time. Erosion in a shear flow, erosion
near a wall, and erosion of multiple bodies will also be
discussed. Moving to intermediate Reynolds numbers, we
find striking transitions in shape formation and erosion rate
associated with critical transitions in flow structure, and
intricate dynamics for freely moving erodible bodies.
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MS217

Coupling Between Ice Dynamics and Subglacial
Hydroogy

When modeling the sliding of large masses of ice over solid
bedrocks, a common choice for the ice-bedrock boundary
condition is to use a regularized Coulomb friction condi-
tion. Such sliding law includes scalar as well as distributed
parameters (which need to be properly identified). Among
the latter, the effective pressure can be computed by solv-
ing an additional set of PDEs on the two-dimensional
ice-bedrock interface, modeling the subglacial hydrology

system. In this presentation we consider a coupled ice-
hydrology model. We first discuss some theoretical results
for the existence of a solution, and then we investigate the
impact of the hydrology model on the simulation of the ice
dynamics.
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MS217

Implicit Time-Stepping for the Cryosphere

Coupled mass and momentum conservation problems for
glaciers, subglacial liquid water, and sea ice are all charac-
terized by multiple time scales and free boundaries. In con-
trast to the fully-hyperbolic coupled evolution problems,
which are typical of faster fluids, numerical momentum
solutions in these slow-motion cases typically already re-
quire solving systems of equations, e.g. those representing
Stokes flow. However, current time-stepping schemes up-
date geometry explicitly, using the (velocity) results of the
momentum solve in the mass conservation equation. Short
time steps are then difficult to avoid, in part because of
the free-boundary nature of the geometry updates. This
talk will explain this set of problems in thin-layer cases,
and then address a variational inequality theory support-
ing such implicit time-stepping. Numerical examples, in-
cluding solver aspects and preconditioning, will be shown.

Ed Bueler
Dept. of Mathematics and Statistics
University of Alaska Fairbanks
elbueler@alaska.edu

MS217

Ice-Ocean Coupled Modeling with POPSICLES

Interactions between ice sheets and the ocean due to
warmwater incursions into subshelf cavities are thought
to be an important driver of marine ice sheet instability.
Understanding this interaction requires coupled ice-ocean
models. The POPSICLES model couples the POP2x ocean
model, a modified version of the Parallel Ocean Program,
and the BISICLES ice-sheet model. POP2x includes sub-
ice-shelf circulation using partial top cells and the com-
monly used three-equation boundary layer physics. Stan-
dalone POP2x output compares well with standard ice-
ocean test cases (e.g., ISOMIP) and other continental-
scale simulations and melt-rate observations. BISICLES
makes use of adaptive mesh refinement and a 1st-order ac-
curate momentum balance similar to the L1L2 model of
Schoof and Hindmarsh to accurately model regions of dy-
namic complexity, such as ice streams, outlet glaciers, and
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grounding lines. Results of BISICLES simulations have
compared favorably to similar simulations with a Stokes
momentum balance in both idealized tests (MISMIP-3d)
and realistic configurations. We also present results which
demonstrate the effectiveness and usefulness of our ap-
proach.
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MS217

Simulating Sea Ice Interactions with Ice Sheets
Though Granular Iceberg Mélange in a Discrete
Element Model

The recent collapse of permanent ice shelves has been ac-
companied by rapid breakup of iceberg mélange, a dense
aggregation of icebergs and sea ice floating at glacier ter-
mini, which may suppress calving through the direct ap-
plication of back force on the glacier. Current ice flow
models are not capable of simulating mélange to test this
speculation. I simulate mélange as a granular material
with cohesive elastic bond formation and breaking using a
specially-adapted version of the Discrete-Element bonded-
particle Sea Ice model (DESIgn), a toolbox of LAMMPS-
LIGGGHTS, an open-source discrete element method sim-
ulator. Icebergs are simulated as semi-rigid cylinders float-
ing in seawater and sea ice is simulated as compress-
ible elastic plates that form between proximate icebergs
and break upon exceedance of material strength or length
thresholds. Simulations show that mélange laden with
thick sea ice can exert sufficient back force on the glacier
terminus to shut down calving and thinning of sea ice re-
duces this back force, increasing the likelihood of calving.
Calving events initiate jamming waves within mélange and
cause the fracture of the sea-ice matrix that bonds mélange,
increasing the likelihood of subsequent calving events. I
discuss the comparison between simulations and observa-
tions of mélange, the benefits and shortcomings of using
a discrete element approach and the potential for mélange
coupling to ice sheet flow models.
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MS218

Dense-Norm Multi-Dimensional Summation-by-
Parts Operators

The solution of partial-differential equations on high-
performance computing architectures necessitates flexible
and robust numerical methods. The summation-by-parts
(SBP) framework is advantageous in the construction of
such schemes as it leads to conservative methods of arbi-
trary high-order that are provably linearly or non-linearly
stable. Since these methods are not explicitly tied to ba-
sis functions, it is possible to tailor difference operators
for different needs by optimizing the operators and/or the
nodal distributions thereby providing flexibility not easily
afforded by alternative discretization methodologies. The
vast majority of work on SBP methods has focused on clas-
sical finite-difference operators that are applied to multi-
dimensional problems using tensor-products and struc-

tured multi-block meshes. However, we have previously
shown that it is possible to extend the SBP framework to
unstructured meshes tessellated with arbitrary elements.
In those works, our concentration was on diagonal-norm
(mass matrix) SBP operators. In this presentation, we will
discuss our recent work to extend these ideas to dense-norm
SBP operators.
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MS218

Super Convergence of Summation-By Parts Meth-
ods

A stable finite difference method applied to a problem with
a smooth solution allows for a straightforward estimate of
convergence rate based on the convergence rate of the lo-
cal truncation error. In many high order cases the local
truncation error at a few points near boundaries is signif-
icantly larger than at interior points. For standard SBP-
SAT based methods this is the case. The straight forward
estimate will predict a rate determined by the slowest con-
verging local truncation error. Convergence in numerical
computations is often faster than this prediction. We ex-
plore ways to improve our understanding of such super-
convergence. We will in particular consider the second or-
der wave equation in a two dimensional domain.
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MS218

Improved Numerical Performance Using the SBP-
SAT Technique As the Main Building Block

The stability properties of the various form of SBP-SAT
schemes are well known. The question is: ”how can we
use that stability? In this presentation We will discuss
methods for deforming geometries, non reflecting bound-
ary conditions, multi-grid formulations, interface proce-
dures, domain decomposition techniques, dispersion reduc-
ing schemes, variance reducing formulations in UQ, diver-
gence free solutions of the incompressible NS equations,
data assimilation, etc.
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Stable And Accurate Grid Interfaces For The Dy-
namic Beam Equation Using Summation By Parts
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Finite Differences

The dynamic beam equation is a standard model of flexible
body dynamics and is thus of interest in many engineer-
ing applications. In [K. Mattsson, High-fidelity numerical
simulation of the dynamic beam equation, JCP, 2015] a
higher order finite difference method was derived for this
equation. In this work the method is extended to accu-
rately grid interfaces. The dynamic beam equation in one
dimension,

∂2u

∂t2
= −∂4u

∂x4
,

can be viewed as a simplified form of the equations govern-
ing Kirchhoff plates. These equations model elastic beams
and plates which can describe many physical phenomena,
for example large sheets of sea ice. Efficient and robust
numerical solution of them can therefore be an invaluable
tool in understanding the behavior of such systems. The
appearance of the 4th derivative poses unique challenges
for implementation of boundary conditions and interface
couplings. In [K. Mattsson, Diagonal-norm summation by
parts operators for finite difference approximations of third
and fourth derivatives, JCP, 2014] summation by parts
(SBP) operators for the 4th derivative were constructed
and in K.Mattsson (2015) these were used to discretize (1).
In this work we employ the SBP framework together with
weakly imposed interface conditions to derive a provably
stable and accurate grid interface treatment. The result is
a robust finite difference method capable of handling dis-
continuous parameters and grid refinement.
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MS219

Computation of Free Energy of Defects in Atom-
istic Systems

The macroscopic behavior of a crystalline material is
strongly dependent on the type and distribution of defects
present. This talk describes the analysis of the free energy
of defect formation for the model problem of a constrained
1D system, and its convergence properties in the thermo-
dynamic limit. We also create of a coarse-grained model
with greatly reduced computational cost.
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MS219

Force-Based Atomistic-to-Continuum Coupling
Methods for Multilattices Materials

Crystal defects play an important role in determining the
mechanical and electrical properties of crystalline materi-
als. In this talk, we formulate a model for a point defect
in a multilattice crystal and introduce the blended force-
based quasicontinuum (BQCF) method to approximate the

mechanics of the defect. We present numerical results es-
tablishing the convergence of the BQCF method in the
context of a Stone-Wales defect in graphene and discuss
possible extensions to bilayer materials.
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MS219

Blending Methods for Effective Local/Nonlocal
Coupling in Materials Modeling

Materials modeling often requires the combination of non-
local models (such as atomistic or generalized continuum
ones) with classical (local) continuum models, based on
partial differential equations (PDEs), for accurate yet effi-
cient materials simulation. Particular instances of this are
problems in fracture mechanics. In such problems, direct
application of classical PDEs is challenging, due to the dif-
ferentiability assumptions on displacement fields not valid
along crack surfaces. Local/nonlocal coupling, on the other
hand, overcomes this limitation by employing nonlocal
models (well defined on crack surfaces) to describe the evo-
lution of cracks, while utilizing classical PDE-based models
(which are more computationally efficient) in regions char-
acterized by smooth deformations. In this presentation, we
will present blending methods for local/nonlocal coupling
in computational mechanics, and we will demonstrate their
performance analytically and numerically.
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Seamless Coupling of Nonlocal and Local Models

Nonlocal models are gaining popularity in multiscale mod-
eling. To reduce the added computational cost due to
nonlocal interactions, there are advantages to employ lo-
cal models wherever they provide valid descriptions of the
physical processes. To implement such concurrently cou-
pled local and nonlocal models, it is important to construct
suitable interfaces between nonlocal models (given by in-
tegral equations) and local ones (represented by PDEs).
In this talk, we first present some analytical results that
help us formulating some well-defined coupled models. We
then demonstrate how the recently developed framework of
asymptotically compatible schemes can offer robust simu-
lations of such models.
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MS220

Adaptive Construction of Spatially Varying Poly-
nomial Chaos for Uncertainty Quantification in
Transport Problems

For transport problems of interest, the solution is a com-
plex function of uncertain input parameters (e.g., in case
of a distributed array of flow streams or jets). Further, the
dependence of the solution is often strong on a subset of
random variables and this dependence typically varies over
the spatial domain. For such problems, a spatially vary-
ing setting for polynomial chaos (i.e., a different order of
approximation at different spatial locations) will be more
efficient. In this talk, we will discuss adaptive construc-
tion of spatially varying polynomial chaos approximations.
Additionally, the details of our software implementation of
this strategy will be shared. In particular, we will discuss
the use of an interlaced setup for degrees-of-freedom in the
physical and stochastic domains. Results will be demon-
strated on some prototypical transport problems.
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MS220

Adaptive Measure-Theoretic Augmentation of
Multifidelity Monte Carlo Estimation

Estimating statistical quantities of complex computational
models via Monte Carlo integration can be very expensive
due to the large number of samples required. Often we have
access to multifidelity surrogate models of various types.
We demonstrate a method which uses inexpensive low fi-
delity models to aid the the optimal placement of higher
fidelity model evaluations through the use of centroidal
Voronoi tessellations. We employ this method within a
measure-theoretic implementation of sample-based integra-
tion.
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MS220

Error Estimation and Adaptive Error Control in
Measure-Theoretic Stochastic Inversion

In this work, we consider a recently developed measure-
theoretic approach for solving stochastic inverse problems.
We prove that a sample based, non-intrusive, computa-
tional algorithm produces exact solutions to the stochastic
inverse problem using a certain class of surrogate response
surfaces. We use adjoint based techniques to estimate and
correct for numerical error in the surrogate while simul-
taneously increasing the local order of the surrogate re-
sponse surface. The use of the resulting enhanced surro-
gates are two-fold where we observe an increase in accuracy
and decrease in computational complexity in computation
of probabilities of specified events. The methodology may
also be utilized in adaptive error control.
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MS220

Localizing Uncertainty with Gaussian Markov Ran-
dom Field Models

The high computational cost of stochastic simulations in-
volving partial differential equations (PDEs) with uncer-
tain input parameters is often attributable to a combina-
tion of two bottlenecks: i) the steep cost of evaluating sam-
ple paths and ii) the complexity of the underlying param-
eter space. In this talk we relate both of these problems to
the computational mesh, by using Gaussian Markov ran-
dom fields to model the spatially varying input parameters
for a simple PDE. This allows us to exploit readily avail-
able local dependency information of the parameter field in
conjunction with standard finite element error estimates to
identify spatial regions that contribute statistically to the
error in the computed quantity of interest. The estimates
can then be used to inform local mesh refinement.
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MS221

A Finite Element Formulation of Fluctuating Hy-
drodynamics for Fluids Filled with Rigid Particles
Using Boundary Fitted Meshes

When dealing with the motion of submicron particles sus-
pended in fluids, the Brownian motion arising from the
thermal fluctuations becomes important. Diffusion is, in-
deed, relevant in colloidal suspensions, biological processes
both at the cell and the sub-cell level, and in several mi-
crofluidic applications, in microrheology to determine local
properties of complex fluids through the particle motion.
In this contribution, we present a finite element implemen-
tation of fluctuating hydrodynamics with a moving bound-
ary fitted mesh for treating the suspended particles. The
thermal fluctuations are incorporated into the continuum
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equations using the Landau and Lifshitz approach. The
proposed implementation fulfills the fluctuationdissipation
theorem exactly at the discrete level. Since we restrict the
equations to the creeping flow case, this takes the form
of a relation between the diffusion coefficient matrix and
friction matrix both at the particle and nodal level of the
finite elements. Brownian motion of arbitrarily shaped par-
ticles in complex confinements can be considered within the
present formulation. A multi-step time integration scheme
is developed to correctly capture the drift term required in
the stochastic differential equation describing the evolution
of the positions of the particles.
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MS221

Fluctuating Hydrodynamics of Reaction-Diffusion
Systems

While it is widely appreciated that spatiotemporal fluctua-
tions in the concentration of chemical species play an essen-
tial role in reaction-diffusion phenomena, stochastic simu-
lation of a reaction-diffusion system is still computationally
expensive. In this talk, we present a fluctuating hydrody-
namics (FHD) formulation for stochastic reaction-diffusion
systems and corresponding numerical schemes. While the
FHD formulation is formally described by stochastic par-
tial differential equations (SPDEs), it becomes similar to
the reaction-diffusion master equation (RDME) description
when those SPDEs are spatially discretized. In our FHD
formulation, reactions are included as a source term hav-
ing Poisson fluctuations. Higher-order numerical schemes
are constructed in a systematic manner through the struc-
ture factor analysis. By treating diffusion implicitly, severe
restrictions on time step size due to fast diffusion, which
is the major computational issue of the RDME, are re-
solved. Also, depending on how accurately reactions are
treated, reaction contributions can be sampled by either
the stochastic simulation algorithm of Gillespie or the tau-
leaping method. In addition, our numerical schemes work
very well even in the case of a small number of molecules.
We demonstrate the advantages of our numerical schemes
by using several examples such as Turing pattern formation

and the front propagation.
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MS221

Low Mach Number Fluctuating Hydrodynamics
for Electrolytes

We use the fluctuating hydrodynamics framework to simu-
late multispecies electrolyte solutions. The usual Landau-
Lifshitz equations are completed by taking into account
the effect of the electrical potential, calculated by solving
the Poisson equation. The base of the algorithm is a finite
volume scheme that was developed for low Mach number
fluctuating multispecies transport [A. Donev & al., Low
Mach Number Fluctuating Hydrodynamics of Multispecies
Liquid Mixtures, Phys. Fluids, 27, 3, 2015]. We show that
although the additional forcing terms resulting from the
electric potential can be treated explicitly in time, this in-
troduces a restrictive stability limit and we therefore also
develop an implicit approach which overcomes this limi-
tation. The structure factors of the density and velocity
fluctuations are derived and compared to the numerical re-
sults. We compare the results obtained with our approach
to results derived from the electroneutral limit. Finally,
we extend our method to the situation where the electric
permittivity of the solution is non-constant, and apply the
methodology to study a type of electrokinetic instability.
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DSMC simulations of Brownian Motion of a Small
Particle in Rarefied Gas

We present simulations of small (micro/nano) scale rigid
particles suspended in a gas in small scale geometries. At
this scale the Knudsen number, the ratio of mean free path
and the characteristic length, is of order one. Therefore,
continuum equations like the compressible Navier-Stokes
equations cannot predict the gas flow correctly. So, one
has to solve a kinetic equation, like the Boltzmann equa-
tion. We solve the Boltzmann equation using a Direct Sim-
ulation Monte Carlo (DSMC) method. The motion of the
particle is governed by the Newton-Euler equations with
the force and torque on the rigid body modeled from the
momentum transfer of the gas molecules colliding with the
body. We validate the numerical scheme by considering a
moving piston in 1D and the Einstein relation for Brow-
nian motion of a suspended particle in 3D. In the case of
Brownian motion the translational as well as the rotational
degrees of freedom are taken into account. Moreover, we
present the motion of a Janus particle and of an object of
complex shape under the influence of a thermal gradient in
the gas.
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MS222

Volume Integral Methods for Waves in Plasmas

Models for wave propagation in inhomogeneous plasma
couple electromagnetic fields to the movement of charged
particles. In such models the coefficents of the PDEs de-
pend on the spatially variable density of the palsma parti-
cles. We will discuss integral-based methods for such prob-
lems, including the derivation of an integral formulation as
well as the corresponding numerical method. In this frame-
work the volume integral terms come from the variable co-
efficients, and their discretization is the key to obtain a
high order accurate numerical method.
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DG Schemes for Collisional Plasma Models with
Insulating Conditions on Rough Boundaries

We consider in this paper the mathematical and numerical
modeling of reflective boundary conditions, including dif-
fusive reflection in addition to specularity, in the context
of electron transport in plasmas, and their implementa-
tion in Discontinuous Galerkin (DG) schemes that solve
the related Boltzmann kinetic model. We study the specu-
lar, diffusive and mixed (specular plus diffusive) reflection
BC on physical boundaries of the problem. We develop
a numerical approximation to model an insulating bound-
ary condition, or equivalently, a zero flux mathematical
condition for the electron transport equation. This con-
dition balances the incident and reflective momentum flux
at the microscopic level pointwise at the boundary, for the
case of a more general mixed reflection with momentum

dependant specularity probability p(�k). We compare the
computational prediction of physical observables given by
the numerical implementation of these different reflection
conditions in our DG scheme for the Boltzmann model,
and observe the influence of the diffusive condition in the
kinetic moments over the position domain.
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A Hybrid DG/Spectral Method for Micro-Macro
Partitioned Kinetic Models

The dynamics of gases can be simulated using kinetic or
fluid models. Kinetic models are valid over most of the
spatial and temporal scales that are of physical relevance
in many application problems; however, they are computa-
tionally expensive due to the high dimensionality of phase
space. Fluid models have a more limited range of valid-
ity, but are generally computationally more tractable than
kinetic models. One critical aspect of fluid models is the
question of what assumptions to make in order to close
the fluid model. In this work we develop a high-order dis-
continuous Galerkin finite element method (DG-FEM) for
a so-called micro-macro decomposition approximation of
the kinetic equations. The micro-macro decomposition ap-
proach allows us to obtain accurate solutions of the fluid
model, but instead of forcing a particular moment-closure
approximation, which would typically only have a limited
range of validity, this approach directly solves a version of
the kinetic equations and uses this solution to provide a
closure for the fluid equations. The proposed approach in
this work makes use of Hermite spectral method for solving
the kinetic portion of the update. The resulting numerical
method is validated on several standard test cases.

James A. Rossmanith
Iowa State University
Deparment of Mathematics



230 CS17 Abstracts

rossmani@iastate.edu

MS222

Towards Scalable and Efficient Solution of IMEX
Full-Maxwell / Multifluid Plasma Models*

The mathematical basis for the continuum modeling of
multifluid plasma physics systems is the solution of the
governing partial differential equations (PDEs) describing
conservation of mass, momentum, and total energy for each
fluid species, along with Maxwells equations for the elec-
tromagnetic fields. To enable accurate and stable approx-
imation of these systems a range of spatial and temporal
discretization methods are commonly employed. In the
context of finite element spatial discretization these include
nodal and discontinuous Galerkin methods of the fluid sub-
systems, and structure-preserving (physics-compatible) ap-
proaches for the electromagnetics system. For effective
time integration of the longer time-scale response of these
systems some form of implicitness is often required. Two
well-structured approaches, of recent interest, are fully-
implicit and implicit-explicit (IMEX) type methods. The
requirement to accommodate disparate spatial discretiza-
tions, and allow the flexible assignment of mechanisms as
explicit or implicit operators, implies a wide variation in
unknown coupling, ordering, and the conditioning of the
implicit sub-system. These characteristics make the scal-
able and efficient iterative solution of these systems ex-
tremely challenging. In this talk an overview of our ap-
proach to the development of scalable block precondition-
ers for these systems and initial weak parallel scaling results
will be presented.
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MS223

Predictability of Oscillatory Cracks in Glass: A
Peridynamic Study

Oscillatory and stable crack growth in glass has been
demonstrated experimentally by slowly immersing a hot
thin glass plate in a bath of cold water. The wave-length
of the oscillatory crack depends on the plate width and
immersion speed. These parameters also influence the
transition between different regimes of crack growth: a
straight propagating crack, an oscillatory crack, or an un-

stable/branching crack. We present a peridynamic model
for thermomechanical failure and use it to test its ability
of reproducing the fracture phase-diagram of the above-
mentioned experiments. We show that the conventional
failure criterion used in peridynamics requires a certain
enhancement for this type of problems. With the new cri-
terion, the peridynamic model matched extremely well the
experimentally observed behavior. We also explain why
phase-field or XFEM models of this problem have not been
able to fully predict this crack growth behavior.
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Bridging Scales Through Nonlocal Modeling

Nonlocal integral-differential equations and nonlocal bal-
ance laws have been proposed as effective continuum mod-
els in place of PDEs for a number of anomalous and singu-
lar processes. They may also be used to bridge multiscale
models, since nonlocality is often a generic feature of model
reduction. An example is the theory of peridynamics that
has motivated our work. We discuss a few relevant mod-
eling, computational and analysis issues, including robust
simulation codes for validation and verification and seam-
less coupling of local (PDEs) and nonlocal models.
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A Multi-Time-Step Method for Partitioned Time
Integration of Peridynamics

Peridynamics is a nonlocal reformulation of continuum me-
chanics that is suitable for representing deformations with
discontinuities. We extend the peridynamic formulation to
allow the use of multiple time steps within a single prob-
lem domain by decomposing that domain into a number
of smaller subdomains, where the critical regions of inter-
est are solved using a small time step and the rest of the
problem domain is solved using a larger time step. We
explore the numerical properties and computational cost
of the proposed approach, and demonstrate through nu-
merical examples that a multi-time-step discretization of
peridynamics can be solved much faster than a uniform
time step discretization, and without adversely affecting
the accuracy of the computed solution.
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A Fast Numerical Method for a Linear Peridy-
namic Model

We develop a fast numerical method for a two-dimensional
bond-based linear peridynamic model, which provides an
appropriate description of the planar deformation of a con-
tinuous elastic body involving discontinuities or other sin-
gularities. The method reduces the computational cost of
evaluating and assembling the stiffness matrix from O(N2)
to O(N), where N is the number of unknowns in the dis-
crete system. The method also reduces the computational
work from O(N2) to O(N logN) and the memory require-
ment from O(N2) to O(N). All of this is achieved by
carefully exploring the structure of the stiffness matrix of
the collocation scheme, without any lossy compression in-
volved.
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Active Subspaces for Low-Dimensional Response
Surfaces on High-Dimensional Parameter Spaces

The cost for constructing a response surface increases expo-
nentially as the number of inputs increases. I will discuss
active subspace-based strategies for reducing the dimen-
sion to enable otherwise infeasible response surface con-
struction. The strategies often yield insight into the in-
put/output relationship in the model.
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A Unified Framework for Randomized Methods in
Large-Scale Inverse Problems

We propose a unified approach for constructing scal-
able randomized methods for large-scale inverse problems.
From this broader general framework, four different ex-
isting randomized methods for solving inverse problems
(EnKF, RML, PCGA, and RMA) as well as new meth-
ods can be derived. This new unified theoretical under-
standing will help further the development and analysis of
randomized methods for solving large-scale inverse prob-
lems. In particular, from our numerical comparisons and
past work, we will demonstrate that misfit randomization
methods lead to improved solutions compared to methods
that randomize the prior part, and offer an intuition to
support this idea.
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Bayesian Inference for Preconditioned Inverse Ice
Sheet Problems

We address the problem of quantifying uncertainty in the
solution of inverse problems governed by Stokes models of
ice sheet flows within the framework of Bayesian inference.
Computing the general solution of the inverse problem—
i.e., the posterior probability density—is intractable with
current methods on today’s computers, due to the expense
of solving the forward model (3D full Stokes flow with
nonlinear rheology) and the high dimensionality of the un-
certain parameters (which are discretizations of the basal
sliding coefficient field). In this talk, we exploit the lo-
cal sensitivity of data to parameters and build a hierarchi-
cally off-diagonal low-rank approximation for the Hessian
(of the log posterior). This approximation will be applied
as a preconditioner for a Newton-CG type method and for
Hessian-based sampling in the inference of basal boundary
conditions for ice sheet models.
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MS224

Fast Hessian Approximation in Bayesian Inverse
Wave Propagation

A method for the fast approximation of Hessians in full-
waveform inversion is proposed. The method exploits lo-
cality properties of the parameter-to-observable map and
has the potential to outperform Krylov methods or the
randomized SVD. Numerical results for frequency-domain
wave inversion are presented.
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Decomposition and Rank Approximation for Sym-
metric Tensors

In this talk, we will discuss a computable strategy on cal-
culating the rank of a given tensor. This is based on a
formulation of a sparse optimization problem via an l1-
regularization for finding a low-rank approximation of ten-
sors. In addition, we will also describe an extension to the
symmetric case.
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Generating Polynomials and Symmetric Tensor
Decompositions

Symmetric tensors are multi-indexed arrays whose entries
are invariant with respect to permutations of multi-indices.
Generating polynomials are linear relations of recursive
patterns about tensor entries. A set of generating poly-
nomials can be represented by a matrix, which is called a
generating matrix. Generally, a symmetric tensor decom-
position can be uniquely determined by a generating ma-
trix. We characterize the sets of such generating matrices
and investigate their properties. Using these properties,
we propose computational methods for symmetric tensor
decompositions.
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Semialgebraic Geometry of Nonnegative Tensor
Rank

In this talk we study the semialgebraic structure of the
set of nonnegative tensors of nonnegative rank not more
than r, denoted by Dr. We determine all nonnegative typ-
ical ranks for cubical nonnegative tensors. Under some
mild condition (non-defectivity), we show that nonnega-
tive, real, and complex ranks are all equal for a general
nonnegative tensor of nonnegative rank strictly less than
the complex generic rank. In addition, such nonnegative
tensors always have unique nonnegative rank-r decomposi-
tions if the real tensor space is r-identifiable. We determine
conditions under which a best nonnegative rank-r approx-
imation has a unique nonnegative rank-r decomposition:
for r ≤ 3, this is always the case; for general r, this is the
case when the best nonnegative rank-r approximation does
not lie on the boundary of Dr.

Yang Qi
Gipsa Lab
yang.qi@gipsa-lab.grenoble-inp.fr

MS225

Leveraging Linear Constraints when Decomposing
Large-scale, Incomplete Tensors

When decomposing a tensor into a polyadic decomposition
(a sum of rank-1 terms), constraints are often added to

facilitate the computation or to improve the interpretabil-
ity of the model. For example, it is often reasonable to
assume that a factor matrix is defined by coefficients in
a known basis. Each factor vector can, for example, be
a polynomial with a known maximal degree evaluated in
some points. The choice of these basis matrices often leads
to large-scale and high-order tensors. The curse of dimen-
sionality quickly prohibits measuring or computing the full
tensor. We deal with this computational burden by us-
ing incomplete tensors and show that the decomposition
can be recovered using only very few known entries. In
this talk we discuss how the linear constraints can be ex-
ploited in the computation of a polyadic decomposition
(PD). More specifically, we present both a data dependent
and a data independent method to compute the PD of large
and incomplete tensors. The data dependent variant uses
all known entries in all iterations of the optimization algo-
rithm. The data independent variant, on the other hand,
leverages the linear constraints a priori, removing the need
to use the tensor in the optimization algorithm. We fi-
nally show how the algorithms can be used to speed up
simulations in computational materials sciences.

Nico Vervliet, Otto Debals
Department of Electrical Engineering (ESAT)
KU Leuven
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MS226

On Betweenness Centrality Problems in Dynamic
Graphs

Abstract not available
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MS226

Large-Scale Dynamic Graph Processing on HPC
Systems

In many graph applications, the structure of the graph
changes dynamically over time and may require real time
analysis. However, most prior work for processing large
graphs on HPC, e.g., Graph500, has not focused on a dy-
namic graphs, rather static only. To address this issue,
we have developed algorithms, data structures, and infras-
tructure management necessary to support dynamic graph
analysis at large scale on distributed HPC platforms, in-
cluding next generation supercomputers which have locally
attached NVRAM. We have explored support for online
dynamic graph processing using an event-centric infras-
tructure in HavoqGT. When the graph structure or ver-
tex/edge attributes change, HavoqGT triggers an algorith-
mic event that allows user-defined callbacks to perform the
necessary application updates. In this talk we discuss our
DegAwareRHH data-store designed for storing and index-
ing dynamic graphs persistently on node-local NVRAM
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storage. We demonstrate its performance scaling out to
store large, scale-free graphs by leveraging compact hash
tables with high data locality. We extend DegAwareRHH
for distributed memory using the event-centric infrastruc-
ture in HavoqGT. Using DegAwareRHH, we demonstrate
performance of a dynamic graph-colouring algorithm using
a large scale real-world dynamic graph from Wikipedia’s
edit history.
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Tokyo Institute of Technology
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MS226

Predicting Movement of Vertices Across Commu-
nities in Dynamic Networks

As dynamic networks evolve, a certain percentage of ver-
tices can migrate to a different community or form a new
community(ies). In this presentation, we present an algo-
rithm on how to identify such vertices. We use a metric
known as permanence, which measures by how much a ver-
tex belongs to a community. Identifying the migrating ver-
tices can be used to predict the structure of the dynamic
communities as well as the effect of the perturbation in the
network.

Sriram Srinivasan
Department of Computer Science
University of Nebraska, Omaha
sriram882004@gmail.com
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MS226

Creating Dynamic Graphs from Temporal Data

In recent years, there has been a growing interest in the
analysis of dynamic graphs, which represent relationships
and interactions changing over time. Often, analysis is
performed under the assumption that a dynamic graph al-
ready exists. However, dynamic graphs usually must be
created from an underlying temporal stream of edges and
it is necessary to choose a method of doing so. Specifi-
cally, new data from the stream must be added and old
or less relevant data must be aged off. The approach used
affects the structure of the resulting dynamic graph and
will therefore affect both data analysis results and perfor-
mance. This talk analyzes methods of aging off old data
to create dynamic graphs.

Anita Zakrzewska
School of Computational Science and Engineering

Georgia Institute of Technology
azakrzewska3@gatech.edu

MS227

Adaptive Methods for PDE Constrained Optimiza-
tion with Uncertain Data

I present an approach to solve risk averse PDE constrained
optimization problems with uncertain data that uses dif-
ferent PDE model fidelities and adaptive sampling to sub-
stantially reduce the overall number of costly, high fidelity
PDE. The approximation qualities of the optimization sub-
problems due to sampling and lower fidelity PDE models
is adjusted to the progress of the overall optimization al-
gorithm.

Matthias Heinkenschloss
Department of Computational and Applied Mathematics
Rice University
heinken@rice.edu

MS227

DDM for Stochastic Problems

Abstract not available

Jangwoon Lee
University of Mary Washington
llee3@umw.edu

MS227

On the Efficient Treatment of Uncertainties Within
Optimization Problems

The treatment and minimization of uncertainties in design
and control tasks is indispensable to address, characterize
and minimize the impact of limited knowledge or uncer-
tainty in parameters in complex physical processes. In this
talk, we will discuss an efficient method which quantifies
the uncertainty by adaptive sparse grids. The proposed
approach allows to exploit the underlying structure of the
forward problem and has the potential to significantly re-
duce the overall computational costs.

Claudia Schillings
University of Warkick, UK
claudia.schillings@hu-berlin.de

MS227

Uncertainty Regions in Shape Optimization

Shape optimization tries to find shapes, which exhibit opti-
mal properties mostly in the framework of partial differen-
tial equations. Novel approaches in shape optimization aim
at optimization on shape manifolds. Unavoidable problem
uncertainties render optimal shapes also as uncertain. In
this context, novel strategies for the evaluation and treat-
ment of these uncertainties are discussed.

Volker H. Schulz
University of Trier
Department of Mathematics
Volker.Schulz@uni-trier.de
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University of Trier
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MS228

Computing Singular or Nearly Singular Integrals
on Smooth Closed Surfaces

We will describe a simple method for computing a singu-
lar or nearly singular integral, such as a harmonic function
given by a single or double layer potential on a smooth
closed curve surface, evaluated on or near the surface. The
kernel is regularized, and the integral is replaced by a sum
resulting from a quadrature rule which uses surface points
that project onto grid points in coordinate planes. Cor-
rections, derived analytically, are added for the errors due
to regularization and discretization. The method does not
require coordinate charts on the surface or special treat-
ment of the singularity other than the corrections. The
accuracy is about third order, uniformly for points of eval-
uation near the surface. Improved accuracy is obtained for
points on the surface and can be used for solving integral
equations. Examples have been computed with a variety of
surfaces. The method should be useful for moving surfaces
since only limited information about the surface is needed.

J. Thomas Beale
Duke University
beale@math.duke.edu
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MS228

High-Accuracy Discretization of Integral Opera-
tors on Smooth Surfaces

I will describe an approach to evaluating the singular in-
tegrals which arise in the discretization of certain classes
of integral operators given on surfaces. This method is de-
signed to achieve high accuracy with reasonable efficiently
under adverse conditions; e.g., when the surface is nons-
mooth or given by a badly behaved parameterization. This
is joint work with Zydrunas Gimbutas.

James Bremer
UC Davis
bremer@math.ucdavis.edu

MS228

Generalized Gaussian Quadratures for Singular
and Hypersingular Kernels

In this talk, we present a procedure for the design of high-
order quadrature rules that efficiently integrate a mixture
of hypersingular and Hilbert kernels, and integrals involv-
ing both logarithmic singularities and smooth functions.
The resulting generalized Gaussian quadratures only use a
few extra nodes to handle the hypersingular and Hilbert
parts.

Zydrunas Gimbutas

Courant Institute
New York University
zydrunas.gimbutas@gmail.com

MS228

On the Solution of Elliptic Partial Differential
Equations on Regions with Corners

The solution of elliptic partial differential equations on re-
gions with non-smooth boundaries (edges, corners, etc.) is
a notoriously refractory problem. In this talk, I observe
that when the problems are formulated as boundary inte-
gral equations of classical potential theory, the solutions (of
the integral equations) in the vicinity of corners are rep-
resentable by series of elementary functions. In addition
to being analytically perspicuous, the resulting expressions
lend themselves to the construction of accurate and effi-
cient Nyström discretizations of the associated boundary
integral equations. The results are illustrated by a number
of numerical examples.

Kirill Serkh
Yale University
Applied Mathematics Program
kirill.serkh@yale.edu

MS229

A Variational Shifted Boundary Method for CFD
and Fluid/Structure Interaction Simulations

Embedded boundary methods obviate the need for contin-
ual re-meshing in many applications involving rapid proto-
typing and design. Unfortunately, many finite element em-
bedded boundary methods for incompressible flow are also
difficult to implement due to the need to perform complex
cell cutting operations at boundaries. We present a new,
stable, and simple embedded boundary method, which we
call the shifted boundary method, which eliminates the
need to perform cell cutting, and demonstrate it on large-
scale incompressible flow problems, using a variational ap-
proach based on the Nitsche method. We also show pre-
liminary results on fluid/structure interaction problems.

Alex Main, Ting Song, Nabil Atallah, Guglielmo Scovazzi
Duke University
geoffrey.main@duke.edu, ting.song@duke.edu,
nabil.atallah@duke.edu, guglielmo.scovazzi@duke.edu

MS229

The Shifted Boundary Method for Embedded Do-
main Mechanics: A Variational Implementation
Using the Nitsche Approach

Embedded boundary methods obviate the need for contin-
ual re-meshing in many applications involving rapid proto-
typing and design. Unfortunately, many finite element em-
bedded boundary methods for incompressible flow are also
difficult to implement due to the need to perform complex
cell cutting operations at boundaries. We present a new,
stable, and simple embedded boundary method, which we
call the shifted Nitsche method, which eliminates the need
to perform cell cutting, and demonstrate it in applications
in heat conduction, solid mechanics, wave propagation,
fluid mechanics and fluid/structure interaction.

Guglielmo Scovazzi, Alex Main, Ting Song, Nabil Atallah
Duke University
guglielmo.scovazzi@duke.edu, geoffrey.main@duke.edu,
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MS229

A Shifted Boundary Method for Shallow Water
Flows

The paradigm of embedded/immersed boundary methods
is very powerful, since the limitations of grid generation can
be avoided or greatly reduced. However, a direct imple-
mentation of an embedded method will suffer from issues
related to small cut cells in the discretization, with adverse
effects on the conditioning of the overall system of equa-
tions or the size of the time step. We propose a new ap-
proach, named shifted boundary method, in which, rather
than imposing boundary conditions on the cut surface, we
modify them and enforce them on a surrogate boundary
that has no cut cells. We implemented the method in the
context of unstructured finite elements and weak imposi-
tion of boundary conditions of Nitsche type.The resulting
method is stable, provides second-order accurate solutions
and is easy to implement owing to the fact that there is no
need to perform cumbersome mesh subdivision near the
boundaries. The robustness and accuracy of the method is
demonstrated by a series tests for hyperbolic systems, in
particular waves and shallow water flows.

Ting Song, Alex Main, Guglielmo Scovazzi
Duke University
ting.song@duke.edu, geoffrey.main@duke.edu,
guglielmo.scovazzi@duke.edu

MS229

A Ghost-Fluid Method for Shock Hydrodynamics
of Multi-Phase Flows

We present an embedded boundary method for shock hy-
drodynamics of multi-phase flows. In present work we con-
sider inviscid compressible flows and stiffened gas equa-
tions of state; but there is no severe obstacle to extend
the method for more general cases. This method com-
bines a variational multisacle (VMS) stabilized finite ele-
ment method for single-material shock hydrodynamics and
the ghost-fluid technique to capture the transmission con-
ditions across the material interface. The material inter-
face is captured implicitly by a level set method, so that it
does not have to coincide with grid lines. For this reason,
the proposed method is particularly suitable for problems
in which the material interface may undergo large motions
and topological changes, such as in shock-bubble interac-
tions. A particular difficulty with the ghost-fluid method
is in appearance of very strong shocks. In these scenarios,
the conventional extrapolation based ghost value popula-
tion technique tends to lead to unphysical solutions near
the material interface. To resolve this issue, we define and
solve a two-material Riemann problem between two fluids,
and use its solutions to construct ghost values. This tech-
nique is shown to be able to handle strong discontinuities,
such as very large density ratios very well.

Xianyi Zeng
University of Texas El Paso
Mathematical Sciences Dept.
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MS230

Recent Advances in Embedded Finite Element
Methods

An emerging class of embedded finite element methods for
evolving boundary value problems in mechanics will be
presented. These methods have been designed to circum-
vent long-standing difficulties with finite elements for La-
grangian simulations of deformable media with complex ge-
ometry. Particularly for problems with significant changes
in topology, continuous remeshing strategies have simply
not proven sufficiently viable or robust. The embedded
methods provide a means for the geometry of features of
interest, such as sharp phase interfaces or fracture sur-
faces, to be represented independently of the mesh. This
relaxation between mesh and geometry obviates the need
for remeshing strategies in many cases and greatly facili-
tates adaptivity in others. The approach is very similar
to the Eulerian methodologies developed by the finite dif-
ference and level-set communities, but within a variational
setting that facilitates error and stability analysis. This
talk will describe the theory behind the embedded method
and methodological advances, with an emphasis on recent
developments. In particular, we will describe the use of
ghost-penalty stabilization for higher-order basis functions
such as B-splines.

John Dolbow
Duke University
john.dolbow@duke.edu

MS230

Solving an Inverse Interface Problem with a Fixed
Mesh

We consider an inverse problem for the typical boundary
problem of a second order elliptic equation whose coef-
ficient is discontinuous across an interface. The inverse
problem for this boundary value problem is to use a mea-
surement of the solution of the boundary value problem to
identify the coefficient in the differential equation including
the interface for the discontinuity. We seek a solution to
the inverse problem through the standard least squares for-
mulation. The objective functional is discretized with the
finite element method that can use a mesh independent of
the interface. The gradient of the discrete objective func-
tional is derived which can be computed within the chosen
finite element framework such that the inverse problem can
efficiently solved by a standard minimization method such
as the quasi-Newtons method. Numerical examples will
be presented to demonstrate features of this finite element
method for solving the inverse problem.

Tao Lin
Department of Mathematics, Virginia Tech
tlin@math.vt.edu
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Chengdu, China, 610500
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MS230

On the Error Estimates of An Unfitted Nitsche
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Method Applied to Interface Problem

We prove optimal error estimates for the flux variable for a
stabilized Nitsches method applied to an elliptic interface
problem with discontinuous constant coefficients. These
error estimates are totally in- dependent of the contrast
between diffusion coefficients.
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MS230

Gradient Recovery for Elliptic Interface Problem

In this talk, we present two types of novel gradient re-
covery methods for elliptic interface problem: 1. Finite
element methods based on body-fitted mesh; 2. Immersed
finite element methods. Due to the lack of regularity of
solution at interface, standard gradient recovery methods
fail to give superconvergent results, and thus will lead to
over-refinement when served as a posteriori error estima-
tor. This drawback is overcome by designing an immersed
gradient recovery operator in our methods. We analyze
the superconvergence of these methods, and provide sev-
eral numerical examples to verify the superconvergence and
its robustness as a posteriori error estimator.

Hailong Guo, Xu Yang
Department of Mathematics
University of California, Santa Barbara
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MS231

Domain Decomposition of Parabolic Equations - A
Splitting Approach

We will analyze temporal approximation schemes based on
overlapping domain decompositions. As such schemes en-
able computations on parallel and distributed hardware,
they are well suited for integrating large-scale parabolic
systems. Our analysis is conducted by first casting the
domain decomposition procedure into a variational frame-
work based on weighted Sobolev spaces. The time integra-
tion of a parabolic system can then be interpreted as an
operator splitting scheme applied to an abstract evolution
equation governed by a maximal dissipative vector field.
By utilizing this abstract setting, we derive an temporal
error analysis for the most common choices of domain de-
composition based integrators. This is joint work with Erik
Henningsson.
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MS231

Faster and More Accurate Pseudospectral DNS
Through Adaptive High-Order Time Integration

Time integration of Fourier pseudo-spectral DNS is usually
performed using the classical fourth-order accurate Runge–
Kutta method, or other methods of second or third order.
We investigate alternative time integrators in the large-
scale parallel code SpectralDNS. We find that the fifth-
order accurate Runge–Kutta pair of Bogacki & Shampine
gives much greater accuracy at a significantly reduced com-
putational cost. Furthermore, the use of adaptive time
stepping using an embedded pair yields enormous cost sav-
ings in simulations involving the development of turbulence
from a laminar flow. Extensive numerical tests of incom-
pressible turbulent flows confirm the reliability and effi-
ciency of the method.
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MS231

Flexible and Accurate Multiphysics Time Integra-
tion with Arkode

Increasingly, modern computational science requires large-
scale simulations that consistently and accurately couple
distinct physical processes. While the mathematical mod-
els for each individual process often have well-known type
(hyperbolic, parabolic, etc.), may be either linear or non-
linear, and are suitable for classical numerical integrators,
the same cannot be said for the coupled models. These
multiphysics models are often of mixed type, involve both
linear and nonlinear sub-components, may have limited
differentiability, and involve processes that evolve at dis-
similar rates. As such, many multiphysics simulations re-
quire newer and more flexible time integrators that may be
tuned for these complex problems. In this talk we discuss
recent work in ARKode, a library providing flexible and
accurate solvers for stiff, nonstiff, mixed implicit-explicit,
and multirate systems of differential equations. Based on
time-adaptive additive Runge Kutta methods, ARKode
supports a variety of flexibility enhancements, including
application-specific data structures, RK coefficients, and
adaptivity functions, among others. We will discuss these
flexibility enhancements in the context of two large scale
parallel case-studies: dislocation dynamics simulations in
materials science, and non-hydrostatic ’dycore’ simulations
in global climate modeling. We will conclude by discussing
current work on adaptive multi-rate time integration for
partitioned multiphysics systems.
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Southern Methodist University
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MS231

SUNDIALS Time Integrators and their Applica-
tion

The SUNDIALS Suite of Nonlinear Differential-Algebraic
Solvers and Integrators includes highly robust and adap-
tive time integration methods and software for ODEs and
DAEs. In this talk, we will overview SUNDIALS and
present applications of the packages for simulations in ma-
terials science, power grid, and climate. Lastly, we will
discuss future directions for SUNDIALS. This work was
performed under the auspices of the U.S. Department of
Energy by Lawrence Livermore National Laboratory un-
der Contract DE-AC52-07NA27344. Lawrence Livermore
National Security, LLC. LLNL-ABS-702576
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MS232

Topology Optimization of Compact Wideband
Coaxial-to-Waveguide Transitions with Minimum-
Size Control

We present a density-based topology optimization ap-
proach to design a compact, multilayer element that in-
terfaces a coaxial cable with a rectangular waveguide. The
conductivity distribution in each layer is designed using a
gradient-based optimization method that relies on finite-
difference time-domain solutions to the 3D Maxwell equa-
tions. The optimization problem is strongly self-penalized
towards designs solely consisting of a good conductor or
a good dielectric, which unfortuately leads to convergence
to a local optimum with unsatisfactory performance if no
precautions are taken. To address the self-penalization is-
sue and to avoid small scattered features that can result in
ohmic losses, we have developed a nonlinear filtering ap-

proach that relies on a sequence of harmonic mean filters
operating in two phases. The first phase involves a con-
tinuation over the filter radius, which is decreased until it
reaches a specified strictly positive minimum value. This
minimum value determines the size of the smallest features
that might appear in the final design. In the second phase,
we fix the filter radius to the final value used in phase
one and use a second continuation approach to gradually
increases the nonlinearity of the filter in order to obtain
binary designs. The numerical experiments demonstrate
that the two-stage approach makes it possible to impose
minimum size control while still obtaining a transitional
device with good performance.

Martin Berggren
Department of Computing Science, Umea University
martin.berggren@cs.umu.se

Emadeldeen Hassan, Linus Hagg, Eddie Wadbro
Department of Computing Science
Umea University
emad@cs.umu.se, linush@cs.umu.se, eddie@cs.umu.se

MS232

Topology Optimization for Design of Coaxial Ca-
bles

Coaxial cables, and transmissions lines in general, are crit-
ical elements in transmission of high frequency alternat-
ing currents over relatively long distances. They appear
in modern communications equipment, but also in devices
that require transmission of a large amount of current ap-
plied over a short period of time. This talk will explore
topology optimization formulations for design of coaxial
cables with an eye to the requirements of complex high
energy devices. These problems can be reduced to the
problem of placing conductive material in a void to carry
current through the domain between specified in and out
ports. Two simplified models of the physics will be consid-
ered. The first a electrostatic model is intended to satisfy
the basic power flow requirements. The second application
model, uses a quasi-static Maxwell formulation to achieve
realistic short time current flows.

Eric Cyr, Gregory J. von Winckel, Thomas Gardiner
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MS232

Adaptive Finite Element Method for Topology Op-
timization with Stress-Based Constraints

We present a topology structural optimization framework
with adaptive mesh refinement and stress-constraints. Fi-
nite element approximation and geometry representation
benefit from such refinement by enabling more accurate
stress field predictions and greater resolution of the opti-
mal structural boundaries. We combine a density filter to
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impose a minimum design feature size, the solid isotropic
material with penalization (SIMP) to generate black-and-
white designs and a SIMP-like stress definition to resolve
the stress singularity problem. Regions with stress con-
centrations dominate the optimized design. As such rig-
orous simulations are required to accurately approximate
the stress field. To achieve this goal, we invoke mesh re-
finement during the optimization. We do so in an optimal
fashion, by applying adaptive mesh refinement techniques
that use error indicators to refine and un-refine the mesh
as needed. These error estimators are based on the Dual-
Weighted Residual method to provide an optimal mesh for
the optimality conditions that drive the design. In this
way, we obtain more accurate simulations and greater res-
olution of the design domain. We present results and com-
pare them to those obtained with a uniformly refined mesh
for verification purposes and to demonstrate the efficiency
of our method.
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MS233

Meshless Approximation Using RBF-Partition of
Unity Method with Applications to the Recon-
struction of Basins of Attraction in Dynamical Sys-
tems

The problem of approximating large scattered data sets
is rather common in applications. Here we focus the at-
tention on the partition of unity method, performed by
blending Radial Basis Functions (RBFs) as local approxi-
mants and locally supported weight functions. In partic-
ular, we present space-partitioning data structures based
on a partition of the underlying generic domain. This ap-
proach allows us to optimize the search process of the near-
est neighbour points. Moreover, we consider as application
a problem in population dynamics models. In dynamical
systems saddle points partition the domain into basins of
attractions of the remaining locally stable equilibria. More
precisely, a particular solution of a dynamical system is
completely determined by its initial condition and by the
parameters involved in the model. Therefore, accurately
reconstructing the attraction basins is a crucial point. In
this talk we focus on dynamical systems of ordinary differ-
ential equations presenting two and three stable equilibria.
We use a bisection technique for the detection of the points
located on the separatrix manifolds determining the basins
of attraction. Then, we propose algorithms for the recon-
struction of such manifolds. The separatrices are recon-
structed by means of the RBF-partition of unity method.
Also the case of positivity preservation using constrained
RBF interpolation is considered. Finally, numerical exper-
iments are presented.

Alessandra De Rossi, Roberto Cavoretto, Emma
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MS233

Numerical Study of Space-Time RBF Method for
PDEs

We are experimenting with space-time radial basis func-
tion methods for the numerical solutions of time-dependent
PDEs. Unlike common numerical schemes where space
and time are treated independently (known as the method
of lines), the time variable in space-time formulation is
treated as another space variable. The discretized version
of PDEs are then solved as boundary value problems in
space-time domain. Several numerical examples will be
presented.
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MS233

High-Order Radial Basis Function Finite Differ-
ence Methods for the Meshfree Solution of PDEs
on Time-Varying Irregular Domains

We present numerical methods based on Radial Basis Func-
tion (RBF) interpolation for automatic node generation on
arbitrary domains in two and three dimensions. We then
present the numerical solution of PDEs on these domains
using high-order RBF-Finite Difference methods.
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MS233

Radial Basis Functions

Abstract not available
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MS234

The Flexible Computational Science Infrastructure
(flecsi) Project: Interfaces for Multi-Physics Appli-
cations Development

Abstract not available

Ben Bergen, Marc Charest, Irina Demeshko, Nick Moss,
Joshua Payne
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(Re-)Designing Iterative Solvers for Task-Based
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Runtime Systems

Abstract not available

Steven Dalton
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MS234

Stapl, Spatial Decomposition, and Problem Space
Representations for Compact Binary Mergers

Co-design brings together domain experts from multiple
disciplines to solve problems. Our team brought together
physicists, applied mathematicians and computer scientists
to solve problems in Binary Star Mergers. In order to im-
prove performance for our simulation, we explored different
ways to decompose the spatial domain using space-filling
curves to improve locality in our computations, and new
problem space representations to control and manipulate
our data. We used Texas A&M’s STAPL library, a Depart-
ment of Energy-sponsored project, to compare our different
alternatives.
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MS235

Efficient Exploration of the Conformational Space
of Proteins Using the Concurrent Adaptive Sam-
pling Algorithm

Molecular dynamics (MD) simulations are useful in
sampling thermodynamic and kinetic properties of bio-
molecules. However, our sampling of the bio-molecules
properties is severely limited by the timescale barrier, and
MD simulations routinely get stuck in metastable free en-
ergy minima. While there are several existing methods
to overcome these issues, problems remain in regard to
being able to sample unknown systems, deal with high-
dimensional space, and focus effort on slow timescales.
Hence, a new sampling method, called the Concurrent
Adaptive Sampling algorithm (CAS), has been developed

to tackle these three main problems and efficiently obtain
conformations and pathways. The beauty of CAS is that
it adaptively constructs macrostates, requires little a pri-
ori knowledge about the system, and considers an arbi-
trary number of general collective variables. In addition,
CAS uses the second eigenvector of the transition matrix
to maintain a fine discretization along pathways while us-
ing importance sampling in orthogonal directions to con-
trol computational cost. In this talk, we introduce the new
algorithm and show new results about the triazine poly-
mers [Grate et al, Triazine-Based Sequence-Defined Poly-
mers with Side-Chain Diversity and Backbone-Backbone
Interaction Motifs] that were found using CAS.
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MS235

Nonlocal Models for Nanoscale Heat Conduction

It has been a typical observation that the heat conduction
processes in nano-scale materials exhibit non-Fourier law
behavior. The brute force approach of using full atomistic
simulations is often limited by the size of the system. In
this talk, I will present a coarse-graining approach using
the Mori’s projection formalism. In particular, we derive
nonlocal models for the heat conduction process. We dis-
cuss further simplifications, as well as the connection to
relaxation type of heat conduction models at the contin-
uum level.

Xiantao Li
Department of Mathematics
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MS235

Brownian Dynamics Approximation to Generalized
Langevin Equations

We present a coarse-grained model from Langevin dynam-
ics which result in the form of generalized Langevin equa-
tions. Further, we carry out reduction to a coordinate only
stochastic model, which in its exact form, involves a forcing
term with memory and a general Gaussian noise. It will be
shown that a similar fluctuation-dissipation theorem still
holds at this level. We study the approximation by the
typical Brownian dynamics as a first approximation. Our
numerical test indicates how the intrinsic frequency of the
kernel function influences the accuracy of this approxima-
tion. In the case when such an approximate is inadequate,
further approximations can be derived by embedding the
nonlocal model into an extended dynamics without mem-
ory. By imposing noises in the auxiliary variables, we show
how the second fluctuation-dissipation theorem is still ex-
actly satisfied.

Lina Ma
Pennsylvania State University
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MS235

Dynamic Sub-Grid Scalthe Mori-Zwanzig Formal-
isme Models for Large Eddy Simulations Based on

This work uses the Mori-Zwanzig formalism to recast
the Navier-Stokes equations into a coarse-grained non-
Markovian system of equations. This low-dimensional sys-
tem provides a starting point for the development of MZ-
based coarse-grained models. The structural form of the
MZ-based models are defined by the mathematics of the
coarse-graining process. Non-local effects are captured
through a finite memory approximation of the MZ memory
kernel, the time-scale of which is determined through a dy-
namic Germano-like procedure. The outcome of this mod-
eling process is a parameter-free, mathematically-derived
sub-grid model. Results are presented for Fourier-Galerkin
solutions of rotating and wall-bounded turbulent flows.
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MS236

Performing Successive Tensor-Times-Matrix and -
Vector Multiplies using Dimension Trees

Tensors are increasingly employed in many application do-
mains to analyze the data, extract hidden relations within
the data, or compress it for efficiency. Tucker and CP
tensor decompositions are considered to be the canonical
methods to accomplish these goals. They express an N-
dimensional tensor X using N matrices M1, . . . ,MN , in
the form of an outer or a tensor (times matrix) product.
The standard algorithm for computing these decomposi-
tions is the alternating least squares (ALS) method. Start-
ing with an initial guess on the matrices M1, ...,MN , ALS
keeps updating these matrices one-by-one using all other
N−1 matrices in an iterative fashion until convergence. For
Tucker and CP decompositions, this update involves the
multiplication of the tensor X with N−1 matrices (TTM),
or the column vectors of these matrices (TTV), respec-
tively. Since most matrices do not change from one iter-
ation to the next, some parts of the computation can be
stored and reused. To this end, we propose an algorithmic
scheme to carry out such successive TTM and TTV oper-
ations more efficiently. We do this by storing and reusing
partial TTM and TTV results in a tree framework. This
approach provides significant computational gains both for
Tucker and CP decompositions algorithms that involve suc-
cessive TTMs and TTVs at their core, and is applicable to
both sparse and dense tensors.
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MS236

Efficient Parallel Software for Tucker Decomposi-
tions of Dense Tensors

As parallel computing tends toward the exascale, scien-
tific data produced by simulations are growing increasingly
massive, sometimes resulting in terabytes of data. By view-
ing this data as a dense tensor, we can compute a Tucker
decomposition to find inherent low-dimensional multilin-
ear structure, achieving impressive compression ratios with
negligible loss in accuracy. We present recent improve-
ments in our distributed-memory parallel implementation
of the Tucker decomposition, whose key computations cor-
respond to parallel linear algebra operations. To demon-
strate the compression and accuracy of the method, we ap-
ply our software to real-world data sets from combustion
simulations. We also provide detailed performance results.

Alicia Klinvex, Grey Ballard, Tamara G. Kolda
Sandia National Laboratories
amklinv@sandia.gov, ballard@wfu.edu,
tgkolda@sandia.gov

MS236

Tensor Decompositions for Bernoulli Data

Tensor decompositions are a powerful tool for multiway fac-
tor analysis. We consider the problem of modeling binary
data using the canonical polyadic (CP) tensor decomposi-
tion. Binary data appears in many scenarios. For instance,
a tensor representing a time-evolving graph may have a
true in position (i, j, k) if nodes i and j are connected at
time k. We assume the data is Bernoulli distributed and
that the parameters in the tensor decomposition represent
the logarithm of the odds ratio (i.e., also known as the
“logit’ function) of a true value. We discuss the formula-
tion of the problem, its connection to standard (Gaussian)
tensor decomposition, and give examples of its utility on
real-world problems.
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MS236

An Exploration of Optimization Algorithms for
High Performance Tensor Completion

Tensor completion is a powerful tool used to estimate or
recover missing values in multi-way data. It has seen great
success in domains such as product recommendation and
healthcare. Tensor completion is most often accomplished
via low-rank sparse tensor factorization, a computation-
ally expensive non-convex optimization problem which has
only recently been studied in the context of parallel com-
puting. In this work, we study three optimization algo-
rithms that have been successfully applied to tensor com-
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pletion: alternating least squares (ALS), stochastic gra-
dient descent (SGD), and coordinate descent (CCD++).
We explore opportunities for parallelism on shared- and
distributed-memory systems and address challenges such as
memory- and operation-efficiency, load balance, cache lo-
cality, and communication. Among our advancements are
an SGD algorithm which combines stratification with asyn-
chronous communication, an ALS algorithm rich in level-
3 BLAS routines, and a communication-efficient CCD++
algorithm. We evaluate our optimizations on a variety of
real datasets using a modern supercomputer and demon-
strate speedups through 1024 cores. These improvements
effectively reduce time-to-solution from hours to seconds
on real-world datasets. We show that after our optimiza-
tions, ALS is advantageous on parallel systems of small-to-
moderate scale, while both ALS and CCD++ will provide
the lowest time-to-solution on large-scale distributed sys-
tems.
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MS237

Performance of the Quadruple Precision Eigen-
solver Library QPEigenK on Supercomputer Sys-
tems

In many computational science applications, it is frequently
required to solve large and dense symmetric eigenvalue
problems. The accuracy of the eigenpairs becomes worse as
the matrix dimension increases due to rounding errors. In
our experience, the accuracy of the computed eigenvalues of
a 375,000-dimensional matrix by a double precision eigen-
solver is only a few digit while it costs an hour or more on
a supercomputer system. To overcome the accuracy prob-
lem, we have recently developed a quad precision dense
standard eigensolver library QPEigenK for distributed par-
allel computer systems, which supports the double-double
precision arithmetic and parallelized in an MPI/OpenMP
hybrid fashion. For example, all the eigenpairs of a 5,000-
dimensional matrix can be computed in quadruple preci-
sion within only 10.8 seconds by using 512 nodes of the K
computer. In this talk, we will present the performance
evaluation results of the solvers on both the K computer
and a Fujitsu FX100 supercomputer, which have different
memory architectures. We will also discuss the accuracy
and performance bottleneck of the solvers.
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MS237

Reproducibility of Linear Algebra Operations

Leveraging the hierarchical and modular structure of lin-
ear algebra libraries, we investigate the possibility of build-
ing reproducible complex linear algebra operations – such
as matrix factorizations – that can be expressed in terms
of reproducible versions of low-level kernels like those de-
fined in BLAS (Basic Linear Algebra Subprograms). As
a case study, we introduce a reproducible variant of the
unblocked LU factorization for graphics processor units
(GPUs). For this purpose, we provide Level-1/2 BLAS
kernels in the ExBLAS (Exact BLAS) library that deliver
correctly-rounded and reproducible results for the dot (in-
ner) product, vector scaling, and the matrix-vector prod-
uct. In addition, we draw a strategy to enhance the accu-
racy of the triangular solve via inexpensive iterative refine-
ment. Following a bottom-up approach, we finally assem-
ble a reproducible implementation of the LU factorization
for GPUs, which accommodates partial pivoting for stabil-
ity and can be eventually integrated into a (blocked) high-
performance and stable algorithm for the LU factorization.
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MS237

Reproducible Parallel Simulations in HPC

Post Moore’s era supercomputing will certainly re-
quire more hierarchical parallelism and variable precision
floating-point arithmetic to satisfy the computing need of
exascale numerical simulations. Nevertheless floating-point
addition will remain non associative and so parallel compu-
tations will still be prone to return results being different
from one run to another one. These failures of the numer-
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ical reproducibility reduce the simulation reliability and
complicate the debugging and the validating steps of large
scale software.
We present two case studies to illustrate how to recover this
numerical reproducibility without jeopardizing the com-
puting efficiency. Hydrodynamics parallel simulations with
the openTelemac code rely on finite element modelization,
subdomain decomposition and iterative solvers. Two open-
Telemac modules have been modified to provide repro-
ducible results for any number of computing units thanks
to targeted compensation techniques. We also describe and
analyze generic solutions that are also provided by repro-
ducible and accurately rounded BLAS.
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MS237

Faithful Rounding for Matrix Multiplication

This talk concerns accurate matrix multiplication using
floating-point arithmetic. Let F be a set of floating-point
numbers. A constant u is used as a roundoff unit, e.g.,
u = 2−53 for binary64 in the IEEE 754 standard. For ma-
trices A ∈ Fm×n and B ∈ Fn×p, our goal is to obtain a
matrix C ∈ Fm×p such that

|AB − C| ≤ 1

2
u|C|.

Here, assume that underflow does not occur in the floating-
point arithmetic for the matrix multiplication AB. The
computed result C is called faithful rounding for AB, be-
cause the computed result is one of the immediate floating-
point neighbors of the exact result. For summation and dot
product, there is an excellent algorithm for faithful round-
ing [Rump, Ogita, Oishi, Accurate floating-point summa-
tion part I: Faithful rounding, SISC, 2008]. We propose
a fast algorithm which produces a faithfully rounded re-
sult of AB based on an error-free transformation of matrix
multiplication [Ozaki et al., Error-free transformations of
matrix multiplication by using fast routines of matrix mul-
tiplication and its applications, Numer. Alg., 2011]. We
combine an a priori error estimation for blockwise matrix
computations and a posterior validating technique with the
error-free transformation for acceleration of computational
performance. As a result, faithful rounding is guaranteed
by computing only six matrix products in the best case.
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MS238

Fast Construction of Some Hierarchical Rank
Structured Matrices with Nested Bases

In this talk, we present an efficient way to construct some
hierarchical rank structured matrices with nested bases.
Given a kernel function, a tree structure is first constructed
based on an adaptive partitioning of the computational do-
main. In contrast with existing schemes based on either
analytic or purely algebraic approximation, the proposed
scheme takes advantages of both approaches and greatly
improves the efficiency. The algorithm follows a bottom-up
traversal of the tree and is able to perform the operations
associated with each node on the same level in parallel.
The main advantages of this construction scheme are its
simplicity of implementation and its flexibility to construct
various hierarchical rank structures. A rigorous error anal-
ysis is conducted to show that this scheme is both fast
and stable. The efficiency and robustness of the proposed
scheme are demonstrated through a few test problems aris-
ing from integral equations, structured matrices as well as
machine learning applications
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MS238

Randomized QR with Column Pivoting

Factorizing large matrices using QR with Column Pivot-
ing (QRCP) ordinarily requires substantially more pro-
cessing time than QR without pivoting. This is due to
the communication complexity required to process pivot-
ing decisions. We discuss a modification to QRCP that
uses randomized sampling to process blocks of column piv-
ots. Our implementation of this algorithm competes with
high-performance library implementations of QR in pro-
cessing time, but it is as effective as QRCP for most rank-
revealing applications as well as low-rank approximations.
We extend this to a fast and reliable approximation of the
truncated Singular Value Decomposition (SVD).

Jed Duersch
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Interconnected Hierarchical Structures for Solving
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Non-Coercive Elliptic PDEs

We present a direct method for solving discretized ellip-
tic PDEs. Based on a multilevel domain partitioning, we
propose a way to form consistent hierarchically semisepa-
rable matrices across different levels of subdomains. The
representation reuses the basis from lower-level compres-
sion results. This improves the speed and the accuracy
by avoiding existing recompression procedures. One ma-
jor application is the Helmholtz equation with many wave-
lengths. This is joint work with Maarten V. de Hoop and
Jianlin Xia.
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Reliable Randomized Spectrum Revealing Matrix
Factorizations

We develop efficient and effective randomized algorithms
for computing pivoted LU factorization and pivoted QR
factorization. Our shared memory and distributed mem-
ory implementations outperform existing LAPACK and
ScaLAPACK routines. The numerical experiments show
that these randomized algorithms are as efficient and reli-
able as state-of-the-art alternatives for computing low-rank
approximations. Additionally, we show that these random-
ized algorithms are as reliable as their deterministic coun-
terparts with very high probability.
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MS239

Global Optimization with Native Space Semi-Norm
Bounds

We propose a global optimization algorithm for expensive
black-box objective functions that is based on radial basis
functions (RBFs). Given an upper bound on the semi-norm
of the objective function, we prove that our algorithm is
globally convergent even though it may not sample densely.
We discuss expected convergence rates and illustrate the
performance of the method via experiments on a set of
test problems.
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Multi-Fidelity Surrogate Modeling of Expensive
Cosmology Functions

We consider optimization problems whose objective func-
tion evaluations are based on computationally expensive
high-fidelity simulation model runs and for which we
have access to computationally cheaper low-fidelity mod-
els, with, for example, decreased physics complexity or res-
olution. Throughout the optimization search, we exploit
the information from the low-fidelity model in order to in-
form the search on the high-fidelity model. We use com-
putationally cheap surrogate models to approximate the
simulation models of all fidelity levels. The information
from the surrogate models is used to select new evalua-
tion points. We sample the low-fidelity model at many
more points than the high-fidelity model. The low-fidelity
surrogate model suggests promising sample points to the
high-fidelity surrogate model. Using the information de-
rived from the high-fidelity surrogate model, we estimate
the quality of the suggested parameters and either reject
or accept them for evaluation. Vice versa, we use the high-
fidelity surrogate model to select promising sample points
and we use the low-fidelity simulation to assess the quality
of the proposed point. We develop reward functions in or-
der to decide when to sample the low- and the high-fidelity
model, respectively. We show the performance of our al-
gorithm on an application that involves computationally
expensive cosmology functions.
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MS239

Tuning the Global Optimization Solver BARON
using Derivative-Free Optimization Algorithms

Optimization solvers provide users with numerous op-
tions that control different algorithmic aspects. These op-
tions can have a significant impact on solver performance.
Therefore, tuning solver options is often necessary and
leads to significant performance improvements. The aim
of this work is to identify option settings that result in
the best solver performance in terms of execution time and
solution quality. Tuning options can be regarded as an op-
timization problem. This problem is hard to solve for two
reasons. First, the relationship between the parameters
and solver performance is not explicit. Second, some of
the options may take discrete values, so the objective func-
tion is complex and non-smooth. Hence, the solver must
be treated as a black-box system, whose input is values for
the different options and output is a performance metric,
such as the execution time. Derivative-free optimization
algorithms (DFO) are attractive for this tuning problem
since they do not require explicit functional representa-
tions of the objective function. We perform a computa-
tional study over a set of 126 problems from GLOBALLib
and MINLPLib collections in order to identify optimal val-
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ues for each one of the problems and also find a single set
of options that can improve the performance of BARON
across the entire test collection. A total of 27 DFO al-
gorithms are used for this reason. We present extensive
computational results.
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Efficient Sampling Allocation Using Multi-Fidelity
Information in Simulation Optimization

For complex problems intractable to analytical approaches,
high-fidelity simulation models are often used to evalu-
ate the performance of alternative system designs and se-
lect the best. For large-scale systems, high-fidelity sim-
ulations can be time-consuming and using simulation to
rank and select the best design often faces a significant
computational challenge. In this talk, we present a new
framework that integrates information from multi-fidelity
models to increase computational efficiency. We propose a
Gaussian mixture model to capture important information
contained in low-fidelity models that might not accurately
approximate the performance of the high-fidelity simula-
tion model. Posterior information obtained by a Gaussian
mixture model-based clustering analysis incorporates both
cluster-wise information and idiosyncratic information for
each design. A new budget allocation method is proposed
to efficiently allocate high-fidelity simulation replications,
utilizing posterior information. Numerical experiments
show that the proposed multi-fidelity framework achieved
a significant boost in computational efficiency even when
the low-fidelity models have large and heterogeneous model
errors.
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MS240

Breaking the O(N) Barrier for Solving the High-
Frequency Helmholtz Equation

We present a fast solver for the 3D high-frequency
Helmholtz equation with heterogeneous, constant density,
acoustic media. The solver is based on the method of
polarized-traces, coupled with distributed linear algebra li-
braries and pipelining to obtain a solver with online run-
time O(max(1, R/n)N) where N = n3 is the total number
of degrees of freedom and R is the number of right-hand
sides. In this implementation, we utilize hierarchical semi-
separable (HSS) compression, as part of a compressed lin-
ear algebra library (STRUMPACK), to preserve linear scal-

ing in the oversampled, high-frequency regime (ω ∼ n2/3)
while preserving accuracy at any given frequency.
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MS240

Sparse Supernodal Solver Using Hierarchical Com-
pression over Runtime System

In this talk, we present the PaStiX sparse supernodal
solver, using hierarchical compression to reduce the bur-
den on large blocks appearing during the nested dissection
process. We compare the numerical stability, and the per-
formance in terms of memory consumption and time to
solution of different approaches by choosing when the com-
pression of the factorized matrix should occur. In order to
improve the efficiency of the sparse update kernel for both
BLR (block low rank) and HODLR (hierarchically off-
diagonal low-rank), we investigate the BDLR (boundary
distance low-rank) method to preselect rows and columns
in the low-rank approximation algorithm.
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MS240

Hierarchical Matrix Operations on GPUs

We describe a high performance implementation of hierar-
chical matrix-vector multiplication, orthogonalization and
compression using hardware accelerators. Dense matrices
arising in scientific computing may often be represented by
a hierarchical structure of blocks that can be approximated
off the diagonal by low rank matrices, leading to greatly re-
duced memory footprints and arithmetic complexity. The
generators for these blocks form a more complex family
of objects than the uniform tiles of traditionally repre-
sented dense matrices that possess high performance im-
plementations on GPUs. We describe the underlying tree
structures of hierarchical matrices and an effective map-
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ping onto GPU architecture. In a hierarchical basic linear
algebra library that will ultimately open up new oppor-
tunities in matrix factorizations, inversions, and efficiently
solving high-dimensional systems, these new GPU kernels
represent key first building blocks.
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MS240

Accelerating Parallel Optimization Methods with
Hierarchical Matrix Computations

We present recent developments in the algorithms, analy-
sis, and applications of parallel optimization algorithms ac-
celerated by hierarchical semiseparable (HSS) matrix com-
putations. The structured eigenvalue solutions and other
linear algebra subroutines allow for significantly decreased
computational cost and storage over standard algorithms,
while exploiting natural structure endemic to many classes
of problems. We include theoretical complexity, convex-
ity, and convergence analysis. We support our claims with
numerical results, including applications to structural dy-
namics and other engineering problems.
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Mixed Methods for Two-Phase Darcy-Stokes Mix-
tures of Partially Melted Materials with Regions of
Zero Porosity

The Earth’s mantle, or an ice sheet, involves a deformable
solid matrix phase within which a second phase, a fluid,
may form due to melting processes. The mechanics of this
system is modeled as a dual-continuum, with at each point
of space the solid matrix being governed by a Stokes system
and the fluid melt, if it exists, being governed by a Darcy
law. This system is mathematically degenerate when the
porosity (volume fraction of fluid) vanishes. We develop
the variational framework needed for accurate approxima-
tion of this Darcy-Stokes system, even when there are re-
gions of positive measure where only one phase exists. We
then develop an accurate mixed finite element method for
solving the system and show some numerical results.
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Virtual Farming: Combining Knowledge to En-
hance Decision-Making in Agricultural Regions

Recent over pumping of aquifers lying beneath large agri-
cultural regions, combined with the effects of long-term
droughts, have stressed these underground water resources
to near extinction. Even without extinction, the effects
associated with overuse of this resource include salt wa-
ter intrusion of coastal aquifers, which causes a reduction
in the amount of drinking water available, and land sub-
sidence, which compacts the aquifer and leads to a long-
term reduction in the availability of water. Resolution of
these issues requires community and state based solutions,
where a variety of stakeholder objectives needs to be con-
sidered. Our team has developed a virtual farming tool to
aid decision makers in this region, both from a livelihood
and regulatory viewpoint. The tool allows us to consider a
multi-component region, where environmental, urban, and
agricultural considerations can be evaluated. We are devel-
oping the tool by combining existing software frameworks
to take advantage of expertise in large-scale farm simula-
tions and optimization algorithms. This has required our
team to write wrappers to allow for communication be-
tween the tools, and it has required we work closely with a
variety of industry partners to ensure the results are rep-
resentative of the problem we want to resolve. In this talk,
we discuss the stages of development of our framework and
the cooperative nature of our team that has allowed us to
push forward on this problem.
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Multiscale Integration of Blood Flow Mechanics
and Neural Signaling to Model Retinal Microcir-
culation

Several sight-threatening diseases are associated with im-
pairment of blood flow regulation, which is the mechanism
deputed to maintain proper tissue perfusion. Blood flow
regulation is particularly important in the retina, where
several processes contribute to determine vessel diame-
ter and blood flow, including feedback mechanisms due
to metabolic controls and feedforward mechanisms due to
neurovascular coupling. Understanding and quantifying
the relative importance of these mechanisms in health and
disease may help clinical research in devising new strategies
to preserve vision in many patients. Here, we address this
issue from a theoretical viewpoint and we propose a mul-
tiscale model of retinal microcirculation that integrates:
(i) blood flow; (ii) chemical reaction and transport across
the arterial wall; and (iii) neural signaling from glial cells
surrounding the blood vessel. The model aims at predict-
ing alterations in arterial diameters as a function of space,
time, biomechanical parameters and biochemical signals.
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Numerical simulations suggest that feedforward glial syn-
thesis plays an important role in retinal functional hyper-
aemia and that impaired nitric oxide synthesis may signifi-
cantly affect vascular regulation. In particular, nitric oxide
levels lower than baseline do not favor vasoconstriction and
increase vasodilation, consistently with experimental data,
whereas elevated nitric oxide levels result in a pathologi-
cally marked vasoconstriction.
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Consolidation of a Sedimentary Basin

We model a sedimentary basin as a saturated granular de-
forming porous medium of sand or silt consolidating due
to its own weight and an overburden pressure. The poros-
ity satisfies a degenerate PDE of pseudo-parabolic type for
which we describe the existence and regularity of solutions.
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Severe Erosion of a Cylinder Within the Subcritical
Reynolds Range

The fluid structure interaction of an eroding clay cylinder
in cross flow is simulated with a moving mesh method.
The cylinder erodes as a function of the local wall shear
stress and the flow field is developed for each mesh deforma-
tion. This problem involves multiple scales as the oscillat-
ing vortices downstream of the cylinder act on significantly
separate time and space scales compared to the receding
clay boundary. The cylinder profile in our simulations ap-
proached a terminal shape before eroding self-similarly un-
til vanishing; the same self-similar form emerged from ex-
periments by Ristroph et al. (2012) and theory by Moore
et al. (2013). The self-similar form is a rounded triangu-
lar profile pointed towards the direction of flow and this
boundary emerges from the initial circular cylinder. A
novel method of positioning the mesh nodes on the cylinder
boundary is employed to preserve mesh quality throughout
the deformations. A second configuration with an array of
eroding cylinders is explored by applying periodic bound-
ary conditions. A similar terminal form is found regardless
of the initial or intermediate cylinder profiles.
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Sculpting of a Dissolving Body

Dissolution in fluids leads to the occurrence of many nat-
ural pattern formations. For example the Karst topogra-
phy occurs when water dissolves limestone, and travertine
terraces form as a balance of dissolution and precipita-
tion. Dissolution, ablation and erosion are related prob-
lems involving the close interaction of a fluid domain and
the solid morphology. Unlike erosion, dissolution can hap-
pen with or without external flow through molecular diffu-
sion. The dissolved solute causes convection and leads to
a self-generated flow, which enhances the dissolution and
changes the shape evolution. In our study, we consider the
shape evolution of a soluble object immersed in water, both
with external flow imposed and in quiescent fluid. We find
that different conditions lead to one of three possible out-
comes during the shape evolution. In one case, the shape
maintains a memory of its initial form, which is preserved
throughout the entire dissolving process. A second possi-
bility is that the shape converges to a unique final shape,
which persists thereafter before vanishing. And the last
possibility is a runaway process in which that the shape
continues to evolve throughout time without reaching any
terminal stage. These different possibilities affect our abil-
ity to accurately infer past conditions from observations of
the present morphology, an issue of general importance in
geomorphology.
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Do Dissolving Objects Converge to a Universal
Shape?

Surprisingly, macroscopic objects such as melting ice cubes
and growing stalactites approach nonintuitive geometric
ideals. Here we investigate the shape of dissolving cylinders
in a large volume of water. The cylinders are oriented ver-
tically and consist of amorphous glucose or poly(ethylene
glycol). The dissolution causes density differences in the
surrounding fluid, which induce gravity-driven convection
downward along the object. The resulting concentration
gradient shapes the cylinder according to fast dissolution
at the tip and slow dissolution at the base. The contour
of the object approaches a power law of the form z = aR2,
where z is the vertical distance from the tip and R is the
corresponding radius. We suggest that this paraboloidal
shape is the geometric attractor for the dissolution of non-
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crystalline objects in the presence of gravity.
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Interfacial Dynamics of Dissolving Objects from
Discrete and Continuum Perspectives

A diffusion-limited model of an object being dissolved will
be examined from the continuous and discrete perspectives.
In the first half, a continuum model of an object being dis-
solved in a two-dimensional potential flow will be explored.
By taking advantage of conformal invariance of the model,
a numerical method will be introduced that tracks the evo-
lution of the object boundary in terms of a time-dependent
Laurent series. Simulations of several dissolving objects
will be shown, all of which show collapse to a single point
in finite time. The simulations reveal a surprising con-
nection between the position of the collapse point and the
initial Laurent coefficients, which was subsequently derived
analytically. In the second half, the discrete analog of the
model will be explored, whereby the object is modeled as a
cluster of particles that are annihilated by random walkers.
Connections between the continuum and discrete perspec-
tives will be explored.
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Demonstration of Unstructured Mesh Adaptation
for Ice Sheet Modeling Applications

Ice sheet dynamics on large continential ice masses, namely
Greenland and Antarctica, impact the change in sea-level.
The amount of ice sheet mass loss is a function of the ice
velocity and thickness, fields which are far from smooth
and have significant local variation. In order to estimate
accurately these two fields, it is critical that one resolve the
length scales that are important to the flow dynamics near
local features like river beds. Meanwhile, it is desirable to
employ a coarse discretization in areas where the ice flow
is effectively constant to keep the problem size as small as
possible. These requirements drive a need for time-varying
adaptive meshing. This talk will overview the adaptive
mesh capabilities implemented in the Albany/FELIX (Fi-
nite Elements for Land Ice eXperiments) solver that is
under development at Sandia National Laboratories. Ice
sheets are often represented as an incompressible non-
Newtonian fluid, modeled by the Stokes equations with
a nonlinear viscosity. The Albany/FELIX dycore imple-
ments a First-Order Stokes approximation to these equa-
tions. Albany is directly coupled to the RPI parallel mesh
adaptation capabilities. We describe the adaptive mesh-
ing capabilities implemented in the Albany/PUMI simu-
lation suite and provide an overview of the analysis capa-
bilities that are available. Adaptive results for a steady-
state Greenland ice flow scenario employing an unstruc-
tured prism mesh are presented.
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PISM-FEvoR: A Multi-Scale Ice Flow Model In-
corporating Fabric Evolution with Recrystalliza-
tion

The deformation of ice within an ice-sheet is anisotropic
when there is a preferred orientation to the ice crystal-
lites (grains) due to the strong anisotropy of the crys-
talline lattice. This preferred orientation (often termed
fabric) is widely observed in ice-sheets. In recent years
there has been significant effort to connect polycrystalline
fabric models with ice-sheet models to better account for
the anisotropic response of ice. These resulting ice-sheet
models (e.g., CAFFE and GOLF), use external polycrys-
talline fabric models to tune microstructural parameters
that control the fabric development and recrystallization.
These ice-sheet models assume the microstructure evolu-
tion equations are steady over time. We are developing a
combined polycrystalline-flow model, using the Parallel Ice
Sheet Model (PISM) and the Fabric Evolution with Recrys-
tallization polycrystalline model (FEvoR). PISM-FEvoR
provides the first integrated flow-fabric model that explic-
itly computes the fabric evolution and includes all three
major recrystallization processes; grain growth, rotation
recrystallization, and migration recrystallization. Because
FEvoR is directly incorporated, we do not require steady
material parameters. We use PISM-FEvoR to model the
evolution of an idealized glacier, initialized with a variety
of fabric profiles. PISM-FEvoR captures the flow enhance-
ment due to fabric and we show that the entire integrated
fabric-flow history determines the final simulated flow.

Joseph H. Kennedy
Oak Ridge National Laboratories
kennedyjh@ornl.gov

Constantine Khroulev
University of Alaska Fairbanks
c.khroulev@gmail.com

Florian Ziemen
Max Planck Institute for Meteorology
florian.ziemen@mpimet.mpg.de

Erin Pettit
University of Alaska Fairbanks
pettit@gi.alaska.edu

MS243

A Three-Dimensional, Implicit, Thermo-
Mechanical Computational Model for Polythermal
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Ice

Simulating ice sheet dynamics is essential for predicting the
sea level rise in next decades to centuries. We present an
implicit, fully three-dimensional computational model for
the simulation of polythermal ice. In particular we focus on
the temperature solver and we adopt the enthalpy formula-
tion proposed by Aschwanden et. al. (2012), with the ad-
dition of the gravity-driven moisture drainage model pro-
posed by Schoof and Hewitt (2016). The enthalpy model
is implicitly coupled with the Blatter-Pattyn ice sheet flow
model. The resulting thermo-mechanical model is fully im-
plicit and allows for the solution of the steady state for
temperature and velocity without the need of performing
a temperature spin-up. We will present results on simpli-
fied geometries as well as for large-scale ice sheet problems,
and compare them with results from the the literature or
obtained with other temperature formulations.
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Joint Model and Parameter Dimension Reduction
for Bayesian Inversion Applied to an Ice Sheet
Problem

Model-based projections of the dynamics of the polar ice
sheets play a central role in anticipating future sea level
rise. However, a number of mathematical and compu-
tational challenges place significant barriers on improv-
ing predictability of these models. One such challenge
is caused by the unknown model parameters (e.g., in the
basal boundary conditions) that must be inferred from het-
erogeneous observational data, leading to a large-scale ill-
posed inverse problem and to the need to quantify uncer-
tainties in its solution. In this talk we discuss the prob-
lem of estimating the uncertainty in the solution of (large-
scale) ice sheet inverse problems within the framework of
Bayesian inference. The focus will be on a data-informed
approach that identifies low-dimensional structure in both
parameter space and the forward model state space. We
show that using only a limited number of forward solves,
the resulting subspaces lead to an efficiant method to ex-
plore the high-dimensional posterior.
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Fourth-Order Entropy Stable Non-Oscillatory
Spectral Collocation Schemes

A fourth-order WENO spectral collocation schemes is de-
veloped, that is nonlinearly entropy stable for the one-
dimensional Navier-Stokes equations. Individual spectral
elements are coupled using penalty type interface condi-
tions. The resulting entropy-stable WENO spectral col-
location scheme achieves design order accuracy, maintains
the WENO stencil biasing properties across element inter-
faces, and satisfies the summation-by-parts (SBP) opera-
tor convention, thereby ensuring nonlinear entropy stabil-
ity. Numerical results demonstrating accuracy and non-
oscillatory properties are presented.
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Toward Entropy-Stable Gas-Dynamics Simulations
Using Tetrahedral SBP Elements

We present an entropy-stable semi-discretization of the
Euler equations. The scheme is based on high-order
summation-by-parts (SBP) operators for triangular and
tetrahedral elements, although the theory is applicable to
multidimensional SBP operators on more general elements.
While there are established methods for proving stability of
linear equations, such as energy analysis, they are not ade-
quate for nonlinear equations. To address nonlinear stabil-
ity, we use the matrix properties of the SBP operators com-
bined with entropy-conserving numerical flux functions to
prove the semi-discrete scheme conserves entropy. Signifi-
cantly, the proof does not rely on integral exactness, and,
therefore, the discretization has a stronger claim of robust-
ness than a similar finite-element method. This generalizes
previous work proving entropy stability for tensor-product
elements to more general elements, benefiting problems in-
volving complex geometry. Numerical experiments are con-
ducted to verify accuracy and entropy conservation on an
isentropic vortex flow.
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BR1 is not Unstable for the Compressible Navier-
Stokes Equations

The Bassi-Rebay-1 (BR1) scheme for coupling the vis-
cous terms in discontinuous Galerkin approximations of the
compressible Navier-Stokes equations is very simple to im-
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plement and does not have adverse effects on the time step.
It has been associated, however, with unstable computa-
tions, which have led some to abandon it for more compli-
cated coupling procedures. We will show how to use a dis-
crete integral calculus that is derived from the summation
by parts property of the Legendre-Gauss-Lobatto quadra-
ture to prove that the discontinuous Galerkin spectral el-
ement approximation (DGSEM) with the BR1 scheme is
stable, provided that the advective terms in the equations
are approximated stably.
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Efficiency Assessment of Split Form Nodal Dis-
continuous Galerkin Schemes for the Compressible
Navier-Stokes Equations

Gassner et al. (Split form nodal discontinuous Galerkin
schemes with summation-by-parts property for the com-
pressible Euler equations, Journal of Computational
Physics, 327:39–66, 2016 ) recently proposed a split form
nodal discontinuous Galerkin (DG) framework. For a non-
linear partial differential equation (PDE) different split
forms are found by interpreting any non-linearities of the
system, e.g. a quadratic term ρu, and averaging conserva-
tive and non-conservative forms of the PDE. It was shown
that the split form DG framework remains conservative and
greatly enhanced the robustness of the numerical approx-
imation particularly for under-resolved turbulence compu-
tations. This improved robustness comes with the caveat
that the computational cost of the split form DG increases.
In this presentation we provide implementation details and
efficiency comparisons of the split form DG scheme to the
classical DG spectral element method.
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Propagating Fluctuations Across Atomistic and
Mesoscopic Simulations

In this talk, we focus on continuum-particle hybrid sim-
ulations within the framework of domain decomposition
method (DDM) for simple and complex flu- ids. Most of
the pioneering hybrid simulations focused on the average
quantities of the coarse observables from a perspective of
Navier-Stokes (NS) description, whereas thermal fluctua-
tions from discrete molecular dynamics (MD) were consid-
ered as unfavorable noise to be filtered out in course of
the coupling. However, the fluctuations are indispensable
elements for the dynamics of soft matter, for example, a
colloid dispersion. We consider an application of a colloid
solute surrounded by solvent particles which are described
by molecular dynamics while further away from the colloid,
it is simulated by a Lagrangian particle solver of the fluc-
tuating hydrodynamics, such as the smoothed dissipative
particle dynamics (SDPD). Motivated by applications of
such, we devote efforts to propagate fluctuations between
MD and SDPD in a hybrid simulation. As a matter of
a fact, we only need to couple simple fluids between the
two subdomains, as the colloid is always in the center of
MD and does not interact with the SDPD subdomain di-
rectly. Therefore, it is more natural to couple the state
variables and flux between the simple liquids described MD
and SDPD. The hydrodynamic coupling also enables time-
scale separation between MD and SDPD so that both spa-
tial and temporal efficiencies of the SDPD are exploited.
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Large-Scale Real-Space Electronic Structure Cal-
culations

In this talk, the development of a real-space formulation for
Kohn-Sham density functional theory (DFT) and a finite-
element discretization of this formulation, which can han-
dle arbitrary boundary conditions and is amenable to adap-
tive coarse-graining, will be presented. In particular, the
accuracy afforded by using higher-order finite-element dis-
cretizations, and the efficiency and scalability of the Cheby-
shev filtering algorithm in pseudopotential and all-electron
Kohn-Sham DFT calculations will be demonstrated. Fur-
ther, the development of a subquadratic-scaling approach
(in the number of electrons) based on a subspace projection
and Fermi-operator expansion will be discussed, which will
be the basis for the future development of coarse-graining
techniques for Kohn-Sham DFT. The developed techniques
have enabled, to date, pseudopotential calculations on non-
periodic and periodic systems containing ∼ 10,000 atoms,
as well as all-electron calculations on systems containing ∼
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10,000 electrons.
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Bridging Time and Length-Scales in Dislocation
Dynamics

Dislocations are line defects found in crystals which evolve
under loading, and are the carriers of plastic slip in such
materials. Moreover, they interact via long-range stress
fields, which leads to complex ensemble behaviour. For
these reasons, accurately modelling and simulating their
evolution is an important problem for Materials Science
applications. In this talk, I will discuss my recent work
to provide a rigorous foundation for Discrete Dislocation
Dynamics, as well as ongoing work to analyse the compu-
tational methods used to simulate such models.
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Data-Driven Parameterization of Generalized
Langevin Equation

We propose a method based on appropriate parameteri-
zation to compute the memory kernel of the generalized
Langevin Equation (GLE). The proposed method is data-
driven as kernel is constructed by merely using trajec-
tory data. While the first-order approximation is consis-
tent with the Makovian approximation, higher order ap-
proximations can be systematically derived. The approxi-
mated kernel formulation satisfies the second fluctuation-
dissipation conditions naturally and enables us to eliminate
the history-dependence by introducing auxiliary variables
of Markovian process.
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Combined Uncertainty and A Posteriori Bounds
for CFD Calculations

This presentation discusses the ongoing development of
combined uncertainty and error bound estimates for com-
putational fluid dynamics (CFD) calculations subject to
imposed random parameters and random fields. An ob-
jective of this work is the construction of computable er-
ror bound formulas for output uncertainty statistics that
guide CFD practitioners in systematically determining how
accurately CFD realizations should be approximated and
how accurately uncertainty statistics should be approx-
imated for output quantities of interest. Formal error
bounds formulas for moment statistics that properly ac-
count for the presence of numerical errors in CFD calcula-
tions and numerical quadrature errors in the calculation of
moment statistics have been previously presented in Barth

(2013). In this past work, hierarchical node-nested dense
and sparse tensor product quadratures are used to calcu-
late moment statistics integrals. In the present work, a
framework has been developed that exploits the hierarchi-
cal structure of these quadratures in order to simplify the
calculation of an estimate of the quadrature error needed
in error bound formulas. When signed estimates of realiza-
tion error are available, this signed error may also be used
to estimate output quantity of interest probability densi-
ties as a means to assess the impact of realization error on
these density estimates.
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Goal-Based Adaptive Control for Uncertainties
Dominated Compressible Flows

The purpose of this work is to address the issue of real-
istic, compressible flows while in presence of uncertain-
ties and errors. More precisely, an adaptive method is
proposed to enhance the quality of a functional of inter-
est obtained from the solution of a parametrised system.
Adaptive methods has been widely explored in the litera-
ture and recent extensions of some approaches to stochastic
problems has been proposed using a posteriori estimates.
The main issue with these approaches is the difficulty to
extract accurate anisotropic information. Our purpose is
to fulfill this need by using a priori error estimates based
on interpolation errors. The anisotropic information in the
deterministic space is extracted using a Riemaniann met-
ric based method and a similar approach is extended to
stochastic errors.
Our purpose is to control the errors in an automatic, adap-
tive way. The spatial error is controled through mesh
adaptivity where the ”optimal” mesh is generated from
an optimal Riemannian metric, a matrix tensor defined
for each node as a hessian weighted by an adjoint state.
In a similar manner we can control the stochastic error
by solving an optimisation problem where the error is con-
trolled throught interpolation errors in the stochastic space
weighted by the probability density function.
Performance of the proposed approach is illustrated on 2D
and 3D CFD problems and we will restrain to low to mod-
erate number of uncertain parameters.
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Uncertainty Quantification for Approximate P-
Quantiles for Physical Models with Stochastic In-
puts

We consider the problem of estimating the p-quantile for a
given functional evaluated on solutions of a deterministic
model in which model input is subject to stochastic varia-
tion. We derive upper and lower bounding estimators of the
p-quantile. We perform an a posteriori error analysis for
the p-quantile estimators that takes into account the effects
of both the stochastic sampling error and the deterministic
numerical solution error and yields a computational error
bound for the estimators. We also analyze the asymptotic
convergence properties of the p-quantile estimator bounds
in the limit of large sample size and decreasing numerical
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error and describe algorithms for computing an estimator
of the p-quantile with a desired accuracy in a computation-
ally efficient fashion.
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Output-Based Adaptation for Chaotic Flow Simu-
lations

This talk will present advances in output-based error es-
timation and adaptation methods for computational fluid
dynamics problems exhibiting unsteady phenomena rang-
ing from small-scale unsteadiness to chaos. Of interest is
the impact of spatial and temporal mesh resolution on sta-
tistical outputs computed from the unsteady flow solution.
Multiple adaptive techniques will be discussed and com-
pared, including heuristics based on flow residuals, and
adjoint-based methods. The adjoint-based methods will
be regularized using steady-state and windowing approxi-
mations, and using least-squares shadowing. The methods
will be applied to the Lorenz oscillator and to the Navier-
Stokes equations.
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Brownian Dynamics for a Confined Suspension of
Microrollers

Brownian Dynamics of confined rigid bodies is an emerg-
ing topic both in numerics and experiments. In this talk
we will combine various methods recently developed for
Brownian Dynamics to simulate suspensions of active col-
loidal rollers near a wall. In this setup, Brownian Motion
plays an essential role by setting the gravitational height
of the particles. Recent theoretical, numerical and exper-
imental studies have shown that the gravitational height
controls the dynamics of this system, and more specifically
the wavelength of the fingering instability. We will show
how to properly include fluctuations efficiently in this sys-
tem and study the effect of the gravitational height on the
fingering instability.
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MS247

A Fluctuating Boundary Integral Method for
Brownian Suspensions

We present a novel boundary integral method for simulat-
ing Brownian Dynamics (BD) of rigid particles immersed in
a Stokesian fluid. A key ingredient of performing BD sim-
ulation is the accurate and efficient sampling of Brownian
displacements with zero mean and covariance proportional
to the hydrodynamic mobility matrix, which translates ap-
plied forces and torques to particle motion, as dictated
by fluctuation-dissipation theorem. We achieve this task
by proposing a first-kind boundary integral formulation of
the mobility problem with a random slip velocity added to
the surface of particles whose covariance is proportional to
the periodic Greens function of Stokes flow (Oseen tensor).
The efficient sampling of the random velocity makes uses
of Ewald splitting of Stokeslet into two SPD pieces: a far-
field wave-space piece generated by FFT, and a near-field
real-space piece generated by a Lanczos iterative method.
We develop Krylov iterative method for the resulting linear
saddle-point system with a block-diagonal preconditioner
which virtually eliminates the inherent ill-conditioning of
the first-kind formulation, and the matrix-vector multipli-
cation is accelerated by the Spectral Ewald method. Nu-
merical tests show that our method achieves high-order
accuracy and the computational costs scale linearly with
the number of particles.
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MS247

Collective Colloid Diffusion Under Soft 2D Con-
finement

This work presents a numerical and theoretical investi-
gation of the collective dynamics of colloids in an un-
bounded solution but trapped in a harmonic potential. In
the limit of infinitely stiff trap (strict 2D colloidal con-
finement) the collective diffusion is enhanced and diverges
at zero wavenumber (like 1/k), due to the hydrodynamic
propagation of the confining force across the layer. We
study several issues on this problem. We first consider
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the gradual transition to normal diffusion taking place as
the confining potential trap is relaxed and secondly the
transition from Stokesian dynamics to inertial dynamics at
large wavelengths. Numerical simulations, performed with
finite-volume fluctuating hydrodynamics and the immersed
boundary method, resolve the fluid inertia and permit to
vary the Schmidt number Sc at will. Decreasing Sc leads
to a transition from Stokesian dynamics to inertial flow dy-
namics, whereby the colloid density autocorrelation is no
longer overdamped and presents anticorrelation at some fi-
nite time ruled by feedback momentum transfer of the sol-
vent. Ideal tracers and interacting colloids are considered,
and compared with analytical solutions of the collective
diffusion coefficient. Comparison with Brownian dynamics
without hydrodynamics illustrate the masking by conser-
vative forces, of the hydrodynamic diffusion enhancement.
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A Rigid Multiblob Algorithm for Confined Brown-
ian Suspensions

We examine the simulation of Brownian motion of rigid
bodies with arbitrary shape, suspended in a viscous sol-
vent in both confined and unconfined domains. Existing
numerical techniques which capture the correct stochastic
drift term require the solution of two saddle point prob-
lems per time step and only achieve first order accuracy
deterministically. The saddle point systems are required
to enforce the rigidity constraint and can be quite expen-
sive to solve for a large number of rigid bodies. We propose
a novel method which requires the solution of two saddle
point problems per time step but achieves second order
accuracy in time.
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MS248

Exact Preservation of Zero Velocity Divergence in
a High-Order, Mapped-Grid, Finite-Volume Dis-
cretization of a Gyrokinetic System

Gyrokinetic models of plasmas are developed using asymp-
totic methods leading to coordinate systems whose time
evolution defines the phase space particle velocity. De-
veloped as Hamiltonian systems, the equations of mo-
tion are therefore area-preserving, yielding divergence-free
velocities. Consequently, gyrokinetic Vlasov models of

phase space advection can be expressed in conservation
form. When discretizing these models, preservation of the
divergence-free velocity property is important in avoiding
the accumulation of truncation error in long time integra-
tions. In this talk, we describe our approach for satisfying
the discrete divergence-free property to machine roundoff
in a fourth-order, mapped-grid, finite-volume discretization
of a gyrokinetic system in 4D (two axisymmetric configu-
ration space coordinates plus two velocity space coordi-
nates) and 5D (three configuration space coordinates plus
two velocity space coordinates). Implementation of the
approach in our COGENT code applied to tokamak re-
actor edge plasma simulations will also be described. This
work performed under the auspices of the U.S. Department
of Energy by Lawrence Livermore National Laboratory
under Contract DE-AC52-07NA27344 and by Lawrence
Berkeley National Laboratory under contract DE-AC02-
05CH11231.
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Implementation of Implicit-Explicit Time Integra-
tion for the Kinetic Modeling of Tokamak Plasma
Edge

The kinetic simulation of tokamak edge plasma requires
the solution of the Vlasov-Poisson equations with an ap-
propriate collision model. Due to sharp density and tem-
perature variations, there is a large variation in the colli-
sional time scale (between hot and cold regions), as well
as between the collision and Vlasov time scales. Explicit
time-integration is thus inefficient with time steps bounded
by the fastest time scales. We describe the implementa-
tion of high-order, conservative implicit-explicit time in-
tegrators in COGENT, a finite-volume solver for the 4-
dimensional Vlasov-Poisson equations on mapped, multi-
block grids. We consider the multi-stage additive Runge-
Kutta (ARK) methods for our application. In our imple-
mentation, the Vlasov (hyperbolic) term is integrated ex-
plicitly in time while the collision (parabolic/source) term
is integrated implicitly. The implicit stages are solved us-
ing the Jacobian-free Newton-Krylov approach; however,
a lower-order (hence, sparser) approximation to the Jaco-
bian is assembled and stored for preconditioning the linear
solve. We analyze the performance of the semi-implicit
time integrators with the Fokker-Planck collision model on
problems that are representative of the tokamak edge re-
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gion. In particular, we consider cases with both uniform as
well as sharply varying collisional time scales. The accu-
racy and convergence of the ARK methods are verified and
the computational expense is compared to that of explicit
RK methods.
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Astrophysical Plasmas at the Exascale: Challenges
and Opportunities

In this talk, I discuss some of the challenges and opportu-
nities relating to cosmological simulations of galaxy forma-
tion in particular, those relating to modeling the diffuse
plasma in the interstellar and intergalactic medium. These
media are weakly collisional, have a tremendous range of
magnetic field properties, and often are dusty and have
significant energy contributions from radiation and cosmic
rays. I will discuss some of the challenges of modeling this
multiphysics, high-dynamic-range environment as we move
toward exascale computers.
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Stabilization of Numerical Interchange in Spectral-
Element Magnetohydrodynamics

Auxiliary numerical projections of the divergence of flow
velocity and vorticity parallel to magnetic field are devel-
oped and tested for the purpose of suppressing unphysical
interchange instability in MHD simulations. Free energy
for interchange comes from the alignment of magnetic cur-
vature and the gradient of fluid pressure, and magnetic
shear leads to spatial localization and Suydam’s thresh-
old condition for physical interchange. The numerical ver-
sion of the instability arises with equal-order C0 finite- and
spectral-element expansions of the flow velocity, magnetic
field, and pressure, and it is sensitive to behavior at the
limit of resolution. The auxiliary numerical projections
are motivated by physical considerations, and coercive re-
sponses to the projections are added to the flow-velocity
equation. Their incomplete expansions are limited to the
highest-order orthogonal polynomial in at least one coordi-
nate of the spectral elements. Cylindrical eigenmode com-
putations show that the projections induce convergence
from the stable side with first-order ideal-MHD equations
during h-refinement and p-refinement [Sovinec, JCP 319,

61-78 (2016)]. Hyperbolic and parabolic responses are
tested and compared. The projections are also shown to be
effective in linear and nonlinear time-dependent computa-
tions, provided that the reponses introduce some numerical
dissipation.
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Experimental Design In Sparse Polynomial Chaos
Expansions

Compressive sampling methods have proven efficient in
solving PDEs with random inputs, when the solution-
dependent quantities of interest (QoI) admit sparse ex-
pansions in orthogonal polynomial bases, e.g. polynomial
chaos. The majority of compressive sampling techniques
rely on samples of the QoI generated in a Mote Carlo fash-
ion, i.e., random samples. This talk will discuss the use
of classical design of optimal experiments in the context of
compressive sampling via greedy techniques, and provide
empirical results illustrating the advantage of such sam-
pling strategies.
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Robust Compressive Sensing with Application to
Multifidelity Analysis of Complex Turbulent Flows

Engineering and science models of practical interest of-
ten depend on high-dimensional parameter spaces. When
combined with with expensive simulations that result in a
limited number of simulations, direct explorations of the
model behavior over this space (often part of its uncer-
tainty quantification analysis) is prohibitive. We thus take
an approach to construct surrogate models in lower di-
mensional spaces, by identifying the important dimensions
through global sensitivity analysis (GSA). In particular, we
enable GSA by first finding sparse linear architectures in
orthogonal polynomial basis using sparse regression tech-
niques. One major challenge, when the number of can-
didate basis functions is much larger than the number of
model evaluations, is the phenomenon of overfitting. In
this talk, we focus on the development of algorithms that
are robust towards overfitting, by directly incorporating
cross-validation into the basis selection procedure. This
approach is demonstrated on a multifidelity analysis of
large eddy simulations of SCRAMJET engine, where sparse
polynomial chaos surrogates are built from data across dif-
ferent model fidelities and grid resolutions.
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Polynomial Approximation Using Compressive
Sampling and the Spectral Distribution

Given a probability measure, we construct a sampling mea-
sure from which to perform compressive sampling recon-
struction and approximation. This sampling measure, the
Spectral Distribution, has various near-optimality proper-
ties for regularization approximations in the collocation
framework. We discuss various theoretical properties of
this distribution, along with numerical considerations and
example. One significant advantage of the spectral distri-
bution is that we obtain near-optimal approximation re-
sults that are insensitive to the choice of probability mea-
sure. In particular we can sample from the Spectral Dis-
tribution with only limited statistical information of the
underlying probability measure.
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Enhancing Sparsity of Generalized Polynomial
Chaos Expansions

Compressive sensing has become a powerful addition to
uncertainty quantification in recent years. In this talk we
introduce a new method to identify new random variables
through linear mappings such that the representation of
the quantity of interest is more sparse with the new ran-
dom variables. This sparsity increases both the efficiency
and accuracy of the compressive sensing-based uncertainty
quantification method. This method is applicable for gen-
eralized polynomial chaos expansions. We demonstrate the
effectiveness of the new method with applications in solv-
ing stochastic partial differential equations.
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A Fractional Laplacian-Based Closure Model for
Turbulent Fluid Flows

We study a closure model with the fractional Laplacian of
order α, α ∈ (0, 1) representing the turbulent diffusivity.
We investigate the energy spectrum of the model by ap-
plying Pao’s energy transfer theory. For the case α = 1/3,
the corresponding power law of the energy spectrum in
the inertial range has a correction exponent for the stan-
dard Kolmogorov -5/3 scaling exponent. For this case, the
model corresponds to Richardson’s particle pair-distance
superdiffusion of fully developed homogeneous turbulent
flow and Lévy jumps that lead to the superdiffusion. For
other values of α, the power law of the energy spectrum is
consistent with the standard Kolmogorov -5/3 scaling ex-
ponent. We also propose and study a modular algorithm
for the semi-discrete form of the Navier-Stokes equations.
The algorithm is minimally intrusive to a given legacy code
for solving the Navier-Stokes equations by decoupling the
local and nonlocal parts of the equations. We prove that
the algorithm is unconditionally stable and uncondition-
ally, first-order convergent.
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Optimization with Respect to Order in a Fractional
Diffusion Model: Analysis and Approximation

We consider an identification problem, where the state u is
governed by a fractional elliptic equation and the unknown
variable corresponds to the order s ∈ (0, 1) of the operator.
We study the existence an optimal pair (ū, s̄) and provide
sufficient conditions for its uniqueness. We develop semi-
discrete and fully discrete algorithms to approximate the
solution and provide an analysis of their convergence prop-
erties. We present numerical illustrations that confirm and
extend our theory.
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An Efficient Probabilistic Numerical Method
Based on Fourier-Cosine Series for Fractional
Laplacian Equations

We develop a probabilistic numerical scheme based on
Fourier-cosine series to solve linear and semi-linear frac-
tional Laplacian equations in unbounded domains. Since
the fractional Laplacian operator is the infinitesimal gen-
erator of the standard symmetric alpha stable process, the
temporal discretization leads to an induction time-stepping
scheme involving conditional expectations with respect to
the alpha stable process. Those expectations are then ap-
proximated using the Fourier-cosine series expansions, re-
lying on the availability of the characteristic function of
the stochastic process. We provide error estimates of our
scheme in the one-dimensional case. The proposed scheme
is applied to one- and two-dimensional fractional Laplacian
equations in unbounded domains, in order to demonstrate
its effectiveness and efficiency.
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Nonlocal Transport in Bounded Domains

The study of nonlocal transport in physically relevant sys-
tems requires the formulation of mathematically well-posed
and physically meaningful nonlocal models in bounded
spatial domains. The main problem faced by fractional
diffusion models in this case resides in the treatment of
the boundaries. For example, the naive truncation of the
Riemann-Liouville fractional derivative in a bounded do-
main is in general singular at the boundaries and, as a
result, the incorporation of generic, physically meaningful
boundary conditions is not feasible. In this presentation we
discuss alternatives to address the problem of boundaries
in fractional diffusion models. Our main goal is to present
models that are both mathematically well posed and phys-
ically meaningful. Our approach is based on the regular-
ization of the singularities at the boundary. Following the
formal construction of the models in 1-dimensional and 2-
dimensional bounded domains, we present finite-different
methods to solve the regularized models, and conclude with
examples of nonlocal heat transport in nuclear fusion plas-
mas.
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Data Assimilation with Reduced Models

Due to computationally expensive forward models, ensem-
ble filters often either use the full model with a small en-
semble, or use a reduced model with a large ensemble. In
either case, the sampling error or the model error poses a
challenge to ensemble filter performance. Covariance lo-
calization and inflation techniques have been developed to
ameliorate the errors. However, tuning localization and in-
flation is expensive, and they introduce further filter errors.
We investigate an alternative approach of using improved
reduced prior models. The im- proved reduced model is a

non-Markovian model obtained by quantifying the model
error using a discrete-time stochastic parametrization, so
that it captures the statistical and dynamical fea- tures
of the full model. The improved reduced model achieves
good filter performance using a reasonable size of ensemble
without any localization or inflation. Tests on the two-layer
Lorenz 96 model show that an improved reduced model has
better filter performance than the original reduced system
with tuned localization and inflation, and it has compara-
ble performance to the full system with a small ensemble
and tuned localization and inflation.
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Reduced-Order Modeling of Bayesian Inverse
Problems for PDEs

The solution of inverse and uncertainty quantification
problems involving systems modeled by partial differen-
tial equations (PDEs) is computationally demanding. We
show how to take advantage of reduced-order modeling
techniques to speed up the numerical approximation of
Bayesian inverse problems related with parameter estima-
tion for both stationary and time-dependent PDEs. In
the former case, we rely on Markov Chain Monte Carlo
(MCMC) methods to characterize the posterior distribu-
tion of the parameters; in the latter, we exploit the En-
semble Kalman filter for performing state/parameter esti-
mation sequentially. In both cases, we replace usual high-
fidelity techniques (e.g., the finite element method) with
inexpensive but accurate reduced-order models (ROMs) to
speed up the solution of the forward problem. On the other
hand, we develop suitable reduction error models (REMs)
- or ROM error surrogates - to quantify in an inexpensive
way the error between the high-fidelity and the reduced-
order approximation of the forward problem, in order to
gauge the effect of this error on the posterior distribution
of the identifiable parameters. Numerical results dealing
with the estimation of both scalar parameters and para-
metric fields highlight the combined role played by RB ac-
curacy and REM effectivity.
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On a Formulation for Constructing Optimal Low-
Rank Approximations with Respect to Goal Func-
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tionals

The subject of the talk will be concerned with the devel-
opment of a mathematical formulation with the goal of
constructing reduced-order models tailored for the approx-
imation of quantities of interest. The main idea is to for-
mulate a minimization problem that includes an inequal-
ity constraint on the error in the goal functional so that
the resulting model be capable of delivering predictions of
the quantity of interest within some prescribed tolerance.
The formulation will be applied and tested to the so-called
proper generalized decomposition (or low-rank approxima-
tion) method. Such a paradigm represents a departure
from classical goal-oriented approaches in which a reduced
model is first derived by minimization of the energy, or
of residual functionals, and then adapted via a greedy ap-
proach by controlling the error with respect to quantities of
interest using dual-based error estimates. Numerical exam-
ples will be presented in order to demonstrate the efficiency
of the proposed approach.
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Equation-Driven Probability Density Function Es-
timators for High-Dimensional Stochastic Dynam-
ical Systems

We present a new general data-driven method to esti-
mate the PDF of a quantity of interest in high-dimensional
stochastic dynamical systems. The key idea is to combine
information from sample trajectories with the exact evolu-
tion equation governing the PDF of the quantity of inter-
est. Such equation can be derived in rather general cases,
e.g., by using the Mori-Zwanzig formulation. The PDF
estimate is obtained by maximizing a suitable convex like-
lihood functional subject to normalization conditions, pos-
itivity constraints and the (linear) PDE that governs the
PDF we are interested in. To address high-dimensionality,
we employ separated series expansions and alternating di-
rection algorithms. The effectiveness of proposed methods
will be demonstrated through various examples involving
high-dimensional stochastic dynamical systems.
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Surrogate Construction and Adaptivity in Simula-
tions/Sampling

In this talk we will focus on the use of adjoint based infor-
mation in constructing surrogates of large complex simu-
lations. Our work here is motivated by the sensitivity to
numerical and model evaluation error of simulations used
in surrogate construction. We will look at this using two
mechanisms first, we will look at simple gradient enhanced
constructions of surrogates. Second, we will also use infor-
mation from dual weighted residual type computed using
adjoints and residual estimates. In both cases we will es-
tablish the quality of the surrogates and their fitness for
purpose - UQ in our case.
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Basis and Sample Adaptive Polynomial Chaos Ex-
pansions

Methods for computing accurate approximations of a
Quantity of Interest (QoI) via Polynomial Chaos and l1-
regression with low-coherence sampling have developed
promising numerical and theoretical results. We present
an iterative method which for each iteration identifies a
basis set and corresponding coefficients which adapt to the
QoI as a function. In addition to investigating this adapta-
tion on its own for several models, we also show a method
that adapts previously generated low-coherence samples for
computations with subsequent bases by generating samples
accounting for coherence adjustments arising from consid-
ering iteratively adapting bases, and this additional adap-
tation is seen to be beneficial for certain problems.
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Variational Multiscale Method Based Error Esti-
mation and Mesh Adaptivity for Intrusive UQ

In this talk, we develop and apply an adaptive approach
based on the variational multiscale (VMS) formulation for
stochastic PDEs with uncertain input data. In this ap-
proach we employ finite elements and unstructured meshes
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in the physical domain and generalized polynomial chaos
in the stochastic domain. The VMS method allows in com-
puting an accurate solution in a coarse space while account-
ing for the missing/fine scales through a model term. This
model term is defined by an approximation of the fine-scale
stochastic Green’s function. Within each element, we con-
sider an algebraic approximation for this model term based
on the strong-form residual and a stochastic stabilization
parameter, which is used in the variational statement for
computing the numerical solution. Similarly, a model term
is derived to estimate the error in the numerical solution
in a local/element-wise fashion. Further, the model term
for the local error is approximated using the same stabi-
lization parameter that is used in computing the numerical
solution and thus, making it relatively cheap to compute.
We show that the proposed method is effective as a local
error estimator and in driving adaptivity. In this talk, we
will focus on mesh adaptivity in the physical domain. We
demonstrate the effectiveness of our approach on multiple
problem cases including the advection-diffusion equation
in which both advective and diffusive regimes are spanned
and scalar transport in a channel with multiple branches.
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Intrusive UQ Algorithms for Emerging Computing
Platforms

In this work we study the discretization of stochastic
boundary value problems in the context of emerging com-
puting platforms. We consider a linear elliptic diffusion
equation with uncertain diffusivity modeled via Karhunen-
Loeve expansions. The stochastic solution is based on
Polynomial Chaos expansions and employs a finite ele-
ment discretization in the physical space. We will discuss
the impact of several sparsity patterns on the construction
and solution of the resulting stochastic Galerkin system on
manycore architectures.
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Multigrid Preconditioning in Support of
Optimization-Based Domain Decomposition
for Elliptic Equations

We present a multigrid preconditioning strategy in support
of the optimization-based non-overlapping domain decom-
position method for elliptic partial differential equations
developed by Gunzburger, Heinkenschloss, and Lee (2000).
The proposed method is rooted in our recent work on multi-
grid preconditioners for boundary control of elliptic equa-
tions, and results, as expected, in a computational cost
that is decreasing with increasing resolution relative to the
cost of solving the elliptic equations on each subdomain.
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Solver Composition Across the PDE/Linear Alge-
bra Barrier

High-level finite element projects such as FEniCS and now,
Firedrake, automate the construction of algebraic systems
from a symbolic description of the underlying weak forms.
Beneath this lies access to scalable linear algebra libraries
such as PETSc. The resulting combination delivers high-
performance simulations with low user overhead. However,
this chain works best in a ”one way” mode – the PDE code
produces sparse matrices and residual evaluation and then
any (composition of) algebraic solvers present in PETSc
can be used. Customized algorithms that make use of
PDE-level information, such as preconditioners that dis-
cretize auxiliary differential operators, can be difficult to
integrate into the system. In this talk, we present recent
work on ”implicit matrices” in the context of the Fire-
drake project. In addition to assembled sparse matrices,
Firedrake can also construct a Python PETSc matrix that
embeds the entire problem description. This option makes
several advanced features relatively straightforward to use
from Firedrake. For example, matrix-free methods are now
possible via a simple option. Block-structured matrices
and field-split preconditioners are available via processing
a UFL bilinear form rather than assembled monolithic or
nested matrices. It is now relatively simple to implement
and compose custom preconditioners in Python. We will
describe the new technology and present several examples
from model fluids problems.
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MS253

Accurate Finite Element Solution of the Fully Cou-
pled Thermoacoustic Equations for Modeling of
Trace Gas Sensors

Trace gas sensors are utilized in a wide range of applica-
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tions, such as monitoring of air quality, breath analysis for
medical diagnosis, and industrial process control. In these
sensors a sinusoidally modulated laser source excites the
trace gas to generate a pressure-temperature wave that is
detected by a quartz tuning fork. To date, mathemati-
cal modeling of trace gas sensors has focused on either the
acoustic or the thermal components of the wave only. A
model that fully couples temperature, pressure and fluid
velocity, as derived by Morse and Ingard, has only been
considered for relatively simple domains. In this paper we
present the first 3D finite element model of the thermoa-
coustic equations in the presence of the tuning fork, cou-
pled with temperature diffusion in the sensor. We employ
a perfectly matched layers (PML) method to truncate our
computational domain, and benchmark it against the ana-
lytic solution in the free-space. As the resulting discretized
system is poorly conditioned, we present a parallelizable
block preconditioning approach. In order to precondition
the highly indefinite Helmholtz block with PML, we test
a novel idea based on domain decomposition, where we
couple an algebraic multigrid solver in the computational
domain to a direct solver in the PML region.
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MS253

Preconditioners for Stokes Flow with Highly
Heterogeneous Viscosity Structure: Saddle-Point
Smoothing Via Local Incomplete Factorization

The solution of stationary Stokes flow with highly hetero-
geneous, non grid-aligned viscosity structure is a preva-
lent computational bottleneck in geodynamics simulation.
Scalable, robust multigrid methods are important to allow
for the long timescale, 3D, whole-planet simulations used
to investigate the formation of structures in the Earth and
other planets. To this end, we present results using in-
complete local ILDL factorizations as smoothers within a
geometric multigrid hierarchy for stationary Stokes flow
problems, demonstrating a new scalable and robust tech-
nique.
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MS254

Multipreconditioned GMRES for Shifted Systems

We propose using the Multipreconditioned Generalized
Minimal Residual (MPGMRES) method for solving shifted
linear systems (A+σjI)xj = b for j = 1, . . . , nσ using mul-
tiple shift-and-invert preconditioners. The multiprecondi-
tioned space is obtained by applying the preconditioners
to all search directions and searching for a minimum norm
solution over this larger subspace. We show that this space
grows linearly and show results for systems arising from an
example problem in subsurface imaging.

Tania Bakhos
Institute for Computational and Mathematical
Engineering
Stanford University
tbakhos@bcamath.org

Peter K. Kitanidis
Dept. of Civil and Environmental Engineering
Stanford University
peterk@stanford.edu

Scott Ladenheim
Temple University
saladenh@temple.edu

Arvind Saibaba
Department of Electrical and Computer Engineering
Tufts University
arvind.saibaba@tufts.edu

Daniel B. Szyld
Temple University
Department of Mathematics
szyld@temple.edu

MS254

Adaptive Coarse Spaces for FETI-DP Domain De-
composition Methods

We present a family of adaptively chosen coarse spaces
for FETI-DP domain decomposition methods for the equa-
tions of linear elasticity in 3D with arbitrarily large jumps
in the material coefficients. The coarse spaces are de-
fined by local eigenvectors which are obtained from adap-
tive eigenvalue computations related to a given tolerance.
The new family of algorithms roots in an earlier algorithm
by Mandel and Sousedik. For one of our new algorithms
a rigorous proof and a condition number estimate will
be given. This estimate is independent of the coefficient
jumps, which do not have to align with the subdomain
boundaries. It also holds for the case of almost incom-
pressible elasticity. This estimate and its proof are new for
three dimensions. Additional variants of this algorithms
are obtained, using different simplifications and heuristics.
For some problems, this leads to computationally more ef-
ficient versions. A comparsion of the different algorithms
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is provided as well.
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MS254

Adaptive Multipreconditioning and its Application
to Domain Decomposition.

Domain Decomposition methods are a family of solvers de-
signed for very large linear systems that require parallel
computers. They proceed by splitting the computational
domain into subdomains and then approximating the in-
verse of the original problem with local inverses coming
from the subdomains. I will present a classical domain
decomposition method and show that for realistic simula-
tions (with heterogeneous materials for instance) conver-
gence usually becomes very slow. Then I will explain how
this can be fixed by injecting more information into the
solver. In particular I will show how using multiple search
directions within the conjugate gradient algorithm makes
the algorithm more reliable. Efficiency is also taken into
account since our solvers are adaptive.
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Enlarged GMRES

We propose a variant of GMRES method for the solution
of linear systems of equations with one right-hand side and
multiple right-hand sides. Our method is based on the idea
of the enlarged Krylov subspace introduced by L. Grigori
et al. to reduce communication. By the nature of this idea,
our methods inherits a block version of GMRES, so we were
interested in the detection of inexact breakdowns focusing
on the strategy proposed by H. Calandra et al. with a
modification on the test of detection. We also propose an
eigenvalues deflation technique aiming to have two benefits,
on one hand, to avoid the plateau of convergence after the
end of a cycle in the restarted version, and on the other
hand to have a very fast convergence when solving the same
system with different right-hand sides each one given in a
time (useful for CPR preconditioner).
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MS255

A Parallel Compensated Horner Scheme

The Compensated Horner Scheme is an accurate and fast
algorithm to evaluate univariate polynomials in floating-
point arithmetic. The accuracy of the computed result
is similar to the one given by the Horner scheme com-
puted in twice the working precision. This Compensated
Horner Scheme runs at least as fast as existing implementa-
tions producing the same output accuracy. In this talk, we
will present a parallel version of the Compensated Horner
Scheme. Some experiments on multicore and Graphics
Processor Units (GPU) architectures will be presented to
show the efficiency of this algorithm.
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Verified Conic Solutions of Underdetermined Lin-
ear Systems

A wide variety of optimization problems are attacked by us-
ing conic linear programming. In particular, this includes
linear and semidefinite programming. In cases where the
use of floating point arithmetic leads to erroneous results,
it is desirable to secure the solving procedure by applying
verification methods. However, without sensible a priori
bounds on the optimal decision variables or the condition
number of the considered programming problem, the com-
putation of verified bounds for the optimal objective value
is still challenging since it requires the computation of tight
inclusions for (near) optimal feasible points. An algorithm
that realizes the computation of such inclusions has been
developed by Jansson. Together with Chaykin and Keil,
he has shown how rigorous error bounds for the optimal
value of semidefinite programming problems can be com-
puted by postprocessing the output of the applied solver.
In this work, we present two new postprocessing strategies
which can be traced back to the computation of verified
solutions of underdetermined linear systems satisfying ad-
ditional conic inequalities. We are discussing the operation
ranges, advantages, and disadvantages of the new proce-
dures, and compare them with the original postprocessing
approach due to Jansson.
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Iterative Refinement for Eigenvectors of Symmet-
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ric Matrices with Clustered Eigenvalues

This study is concerned with numerical methods for solv-
ing a standard eigenvalue problem Ax = λx where A is a
symmetric matrix. It is difficult to obtain accurate eigen-
vectors associated with clustered eigenvalues. To overcome
the problem, we propose efficient algorithms for refinement
of eigenvectors. The proposed algorithms are based on
matrix multiplication in higher-precision arithmetic. We
first present a basic algorithm for improving all the eigen-
vectors associated with well-separated eigenvalues, which
quadratically converges if a modestly accurate initial guess
is given. On the basis of the basic algorithm, we propose a
refinement algorithm which can also improve the eigenvec-
tors associated with clustered eigenvalues. The proposed
algorithm provides accurate eigenvectors of a real symmet-
ric matrix by iteration, up to the limit of computational
precision. We present numerical results showing excellent
performance of the proposed algorithm in terms of conver-
gence rate and overall computational cost.
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Verified Solution of Unconstrained and Con-
strained Nonlinear Global Optimization Problems

In this talk we will present method for the verified solu-
tion of uncostrained and constrained nonlinear global op-
timization problems. Here verified means that under all
circumstances and including all possible sources of errors
mathematically correct inclusions global minima will be
computed. More precisely, two lists will be generated: The
first list comprising of verified global minima, and the sec-
ond of remaining candidates. The latter applies if, for ex-
ample, there are several global minima which cannot be
distinguished, of if the problem is too ill-conditioned to be
solved in double precision floating-point arithmetic.
The methods are written in pure Matlab/Octave code as
part of INTLAB, the Matlab/Octave toolbox for reliable
computing. Preliminary tests show that, despite the inter-
pretation overhead, the methods compare favourably with
competive methods, even when implemented in C. For ex-
ample, the famous Griewank function for n = 50 unknowns
has an estimated number of 10129 local minima in the orig-
inal box of definition [−600, 600]n. Sharp bounds for the
unique global minimum are computed on a Laptop in about
two minutes.
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An Immersed Structural Potential Method Frame-
work for Incompressible Flexible/Rigid/Multi-
Phase Flow Interaction

A general framework for the computational simulation
of Fluid-Structure Interaction (FSI) problems involving
rigid/flexible solids and multiphase flows is presented. Our
methodology builds upon the Immersed Structural Poten-

tial Method (ISPM) developed by the authors for the simu-
lation of single-phase FSI problems. First, the extension for
the modelling of rigid bodies is considered for multiphase-
phase flows by suitable consideration of constraints on
the velocity field which are projected in a weighted least-
squares sense. The corresponding constrained system is
then solved by use of the augmented Lagrange method in
conjunction with a fractional step approach. This approach
allows for a simple and unified treatment of a variety of con-
ditions for possible rigid bodies. The extension for the gen-
eral case with flexible structures is accomplished by adding
to the momentum equation the corresponding body force
obtained by use of the ISPM. The extension of this method-
ology for flexible solids of different densities to those of
the surrounding fluid phases is also presented within the
same framework. The proposed allows for robust and flex-
ible numerical solution of complex multi-phase multi-body
systems with arbitrary combinations of rigid and flexible
bodies, and the specific representation of rigid bodies does
not increase the cost of the projection step in the fractional
step method for multi-phase flows.
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Over-Coming Fluid-Structure Instabilities for In-
compressible Flows and Light Bodies

The added-mass instability has, for decades, plagued par-
titioned fluid-structure interaction (FSI) simulations of in-
compressible flows coupled to light solids and structures.
Many current approaches require tens or hundreds of ex-
pensive sub-iterations per time-step. In this talk some new
stable partitioned algorithms are described for coupling in-
compressible flows with (1) compressible elastic bulk solids,
(2) thin structural beams and (3) rigid bodies. These
added-mass partitioned (AMP) schemes require no sub-
iterations, can be made fully second- or higher-order ac-
curate, and remain stable even in the presence of strong
added-mass effects. These schemes are implemented using
moving and deforming overlapping grids with the Overture
framework.
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Coupled FEM-DEM Methods for Modeling Vari-
ably Saturated Granular Media

The Discrete Element Method is commonly used in
geotechnical engineering to model the dynamics of gran-
ular media. Recently, there has been increased interest in
understanding the dynamics of granular media in partially
and fully saturated conditions at both low and high parti-
cle Reynolds numbers. The larger objective is to develop
micro-scale models of processes such as erosion and slope
failure. In our related work we have developed two-phase
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incompressible flow models for modeling air/water flows in-
teracting with moving vessels and vehicles, porous solids,
and flexible vegetation, but the various methods we have
applied lack robustness and accuracy for coupling to DEM-
based solid dynamics for a variety of reasons, most notably
the frequent solid contacts causing topological change of
the solid phase. As our two-phase work has relied heav-
ily on the level set methodology, including signed distance
function representations of phase interfaces on unstruc-
tured meshes, representing the granular phase via signed
distances functions is a natural extension of our existing
tools. In this work we present results for modeling such
immersed solids in two-phase flows using the signed dis-
tance representation of the granular material.
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An Embedded Boundary Method for Shock-
Dominated Fluid-Solid Interaction Problems

Shock dominated fluid-solid interaction problems arise in a
number of modern engineering applications. The abrupt,
high amplitude pulses of mechanical energy associated with
shock waves can be used to crush a kidney stone, destroy
an enemy submarine, clean the biofouling on ship hull, and
consolidate powders for 3D printing just to name a few
examples. The development of a predictive simulation ap-
proach for this type of problems is a formidable challenge.
It requires accounting for geometrical nonlinearities and
dynamic fracture in the computational model. It also calls
for the development of advanced algorithms for the com-
putation and transfer of shock loads on fluid-solid inter-
faces which often undergo large deformation and topolog-
ical change. In this talk, a second-order accurate, numer-
ically stable partitioned procedure coupling a 3D, embed-
ded boundary computational fluid dynamics (CFD) solver
and a 3D computational solid dynamics (CSD) solver will
be presented. Several recently developed numerical meth-
ods for tracking complex material interfaces and enforcing
the kinematic and dynamic interface conditions will be dis-
cussed in detail. The salient features of this computational
framework will be demonstrated through applications in
shock wave lithotripsy, cavitation erosion, and underwater
explosion and implosion.
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Robust Flux Error Estimation of Nitsches Methods
for High Contrast Interface Problems

We prove optimal error estimates for the flux variable for
a stabilized Nitsche’s method applied to an elliptic inter-
face problem with discontinuous constant coe cients. These
error estimates are totally independent of the contrast be-
tween diffusion coefficients.
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Improved ZZ a Posteriori Error Estimation of Con-
forming FEM for Diffusion Problems

In this talk, I will introduce and analyze an improved
Zienkiewicz-Zhu (ZZ) error estimator. Due to easy imple-
mentation, generality, and ability to produce quite accu-
rate estimation, the ZZ estimator has been widely adapted
in engineering practice and has been the subject of mathe-
matical study. Despite popularity of the ZZ estimator, it is
also well known that AMR algorithms using the ZZ estima-
tor are not efficient to reduce global error for non-smooth
problems because it over-refines regions with relative small
errors. Our improved error estimation overcomes the inef-
ficiency of the ZZ estimator for non-smooth diffusion prob-
lems, and it is proved theoretically and numerically to be
both reliable and efficient. Moreover, the recovery tech-
niques are explicit and, hence, the implementation is sim-
ple and highly cost-effective.
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Composite Finite Elements

Composite Finite Elements are a new class of finite ele-
ments for the discretization of boundary value problems
with complicated structures, e.g., in the geometry of the
physical object and/or in the coefficients of the differential
operator and boundary conditions. In contrast to standard
finite elements, the minimal dimension of the approxima-
tion space is independent of the geometric details and this
is especially advantageous for problems on domains with
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complicated micro-structures. In our talk, we will intro-
duce this discretization method for different kinds of ap-
plications such as Poisson-type equations, Lam equation,
and Stokes equation. We will analyse its convergence in an
a-priori and a-posteriori way and illustrate the analysis by
numerical experiments.
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Error Estimates for Immersed Finite Element Vol-
ume Methods

We will present a class of of finite volume element methods
(FVEM) for elliptic interface problems. These FVEM are
based on the immersed finite element functions, so that the
solution meshes do not need to align with interfaces. We
will present the a priori error estimates for the immersed
FVEM. Moreover, we will compare the immersed FVEM
with the immersed finite element methods (FEM) in their
computational performance and error analysis. This is a
joint work with Qingsong Zou from Sun Yat-Sen University.

Xu Zhang
Mississippi State University
xuzhang@math.msstate.edu

Qingsong Zou
Sun Yat-Sen University
mcszqs@mail.sysu.edu.cn

MS258

Parallel Exponential Integrators Based on General
Linear Methods

Exponential integrators are efficient numerical methods for
solving large systems of stiff ordinary differential equations.
In this talk, we present a new class of exponential integra-
tors that are parallelizable both across the method and
across the steps. These new integrators can be expressed
as exponential general linear methods with coefficient ma-
trices constructed to maximize parallelism and minimize
communication costs. For sufficiently large systems, these
new schemes provide high-order accuracy for similar cost
as the Euler method. We will present several performance
tests, and discuss advantages of using these methods in sit-
uations where exponential matrix functions are computed
using Krylov subspace methods.
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Solving the Vlasov-Maxwell System in the Classical
Limit

In order to model non-thermalized plasmas in the fully
magnetized and relativistic regime, the relativistic Vlasov-
Maxwell (RVM) system is most commonly used. This
model includes a dimensionless parameter c that deter-
mines the relative strength of relativistic effects. For c close
to unity a number of efficient numerical methods have been

developed (for example, the VALIS algorithm described
in [N. J. Sircombe, T.D. Arber, J. Comput. Phys. 228,
pp. 4773-4788 (2009)] and the Hamiltonian splitting in
[N. Crouseilles, L. Einkemmer, E. Faou, J. Comput. Phys.
283, pp.224-240 (2015)]). In some applications, however,
the weakly relativistic regime (i.e. where c is large) is of
interest. In this case numerical simulations show that the
methods that have been developed for the RVM system are
extremely inefficient. In addition, many numerical meth-
ods are not even able to recover the correct limit behav-
ior (i.e. convergence to the Vlasov-Poisson system). In
this presentation we describe the asymptotic preserving
scheme introduced in [N. Crouseilles, L. Einkemmer, E.
Faou, Comput. Phys. Commun., in press (2016)]. This
method is robust with respect to the classic limit and im-
poses no step size restriction. Our approach relies on a
time splitting approach for the RVM system and employs
an implicit integrator for the linear part of Maxwell’s equa-
tions. To illustrate the efficiency of the numerical scheme
we present the results for a number of numerical simula-
tions.
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New Approach to Simulation of Elastodynamics
Systems

The aim of this talk is to focus on computational modeling
of coupled oscillators which are used to describe elasto-
dynamics systems (such as fibers, textiles, flexible solids,
etc). Such highly nonlinear processes usually involve a wide
spectrum of spatial and temporal scales (also known as
stiffness) and thus challenge numerical solution as a diffi-
cult task. A recent paper by D.L. Michels et al. “Expo-
nential Integrators for Stiff Elastodynamic Problems, ACM
Transactions on Graphics, Vol. 33, No. 1, Article 7, 2014]
demonstrated that a Gautschi-type integrator offers signif-
icant computational savings in solving these elastodynamic
problems. Inspired by this work, we propose a new formu-
lation of the problem as a semilinear system of first-order
ordinary differential equations (ODEs), where the linear
part is a skew-symmetric matrix. The advantage of such
formulation is the known location of the spectrum of the
skew-symmetric matrix, which can allow computation of
the relevant functions of this matrix in a much more ef-
ficient manner. With the help of adaptive Krylov imple-
mentations, we then integrate the resulted system of ODEs
by using stiffly accurate exponential Rosenbrock schemes.
This new approach is shown to be significantly more effi-
cient than current state-of-the-art techniques over a set of
numerical experiments and thus enables more complex and
realistic models to be explored in computer graphics.
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EPIRK-K: A Fusion of EPIRK and K-Methods
Theory

This presentation is focused on the extension of EPIRK
methods into the K-method framework. We provide a brief
overview of the benefits of EPIRK-K schemes and the ad-
vantages of considering the approximation of matrix expo-
nential vector products and the time integration method
as a single computational process. We present the deriva-
tion of order conditions of EPIRK-K methods, discuss the
implementation of EPIRK-K methods, and include some
comparison of new methods with current technology.
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High-Order Adaptive Kernel Compression Time-
Stepping Methods for Fractional Differential Equa-
tions

The nonlocal nature of the fractional integral and the sin-
gularity of its kernel make the numerical treatment of frac-
tional differential equations expensive, and the design of
high-order and adaptive methods for such problems, dif-
ficult. We present a method for reducing the costs as-
sociated with the evaluation of the history term of the
fractional integral of a function f while controlling the ac-
curacy of the scheme. The approach may be interpreted
as the approximation of the kernel by a sum of exponen-
tials. Several methods based on this idea have been pro-
posed in the past, e.g., [Li, 2010], [Beylkin and Monzón,
2010] and [López-Fernández, Palencia, and Schädle, 2006].
We adapt the method proposed in [Alpert, Greengard, and
Hagstrom, 2000] to the approximation of the history term,
and obtain a priori estimates on the relative error of the
convolution approximation in the L2 norm. The approxi-
mation requires only local information to advance, which
makes it attractive for use within time-stepping schemes.
We present numerical results showing the kernel approx-
imation directly, and results obtained with several time-
stepping methods – including high-order adaptive meth-
ods.
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A FEniCS-HPC Framework for Simulating Diffu-
sion in Heterogeneous Media

The Bloch-Torrey equation [H. Torrey, Prola, 1956] has
been played an important role in probing the diffusion char-
acteristics of molecules during a diffusion time in the range
of ten thousands of micro seconds and at the spatial resolu-
tion from a microscopic to a macroscopic scale. The media
heterogeneity is modelled by interface conditions includ-
ing the membrane permeability and the jump in magneti-
zation. The complex-valued and time-dependent pseudo-
periodic conditions [J. Xu et al., Phys. Med. Biol., 2007]
can be applied for exterior boundaries to mimic the phe-
nomena that the molecules can enter and exit the compu-
tational domain. These issues cause difficulties in solving
the equation efficiently and many efforts have been made
to develop an efficient numerical method. We propose a
framework for the multi-compartment Bloch-Torrey mod-
els based on the FEniCS-HPC platform, a branch of the
FEniCS project [http://www.fenicsproject.org, 2003], for
space discretization and the adaptive Runge-Kutta Cheby-
shev time stepping [B. P. Sommeijer et al., J. Comput.
Appl. Math., 1998]. This work is a continuation of [D. V.
Nguyen et al., J. Comput. Phys., 2014] but we propose here
a common form for the interface and boundary conditions
that allows weakly imposing the pseudo-periodic bound-
ary conditions to avoid periodic meshes and to facilitate
for parallelization. Numerical analyses show efficiency and
promise in validation against more realistic models.

Dang Van Nguyen
KTH
vdnguyen@kth.se

Johan Jansson
School of Computer Science and Communication
Royal Institute of Technology KTH
jjan@kth.se

Johan Hoffman
Royal Institute of Technology KTH
jhoffman@kth.se

Jing-Rebecca Li
INRIA Saclay
jingrebecca.li@inria.fr

MS259

Fast Galerkin Bem for Parabolic Moving Boundary
Problems

Time dependence in boundary integral reformulations of
parabolic PDEs is reflected in the fact that the layer po-
tentials involve integrals over time in addition to integrals
over the boundary surface. For the numerical solution this
implies that a time step involves the summation over space
and the complete time history. Thus the naive approach
has order N2M2 complexity, where N is the number of un-
knowns in the spatial discretization and M is the number
of time steps. With a space-time version of the fast multi-
pole method the the complextiy can be reduced to nearly
NM . The talk will focus on the application of the method-
ology to problems with moving geometries. Here the major
complication is the evaluation of singular integrals of the
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discrete layer potentials. We introduce a set of singularity
removing transformations that enable the use of standard
Gauss quadrature rules.

Johannes Tausch
Southern Methodist University
Department of Mathematics
tausch@mail.smu.edu

MS259

An Efficient Algorithm for Solving Fractional Dif-
fusion Equations

The computational work and storage of numerically solv-
ing the time fractional PDEs are generally huge. To over-
come this difficulty, we present an efficient algorithm for
the evaluation of the Caputo fractional. The algorithm
is based on an efficient sum-of-exponentials approximation
for the Abel kernel. The resulting algorithm requires only
O(NS log(NT )) storage and O(NSNT log(NT )) work with
NS and NT representing the total number of points in
space and time when numerically solving the time frac-
tional PDEs. Furthermore, we also give the stability and
error analysis of the new scheme, and present several nu-
merical examples to demonstrate the performance of our
scheme.

Jiwei Zhang
Beijing Computational Science Research Center
jwzhang@csrc.ac.cn

MS260

Massively Parallel Sph Simulations and Laboratory
Experiments of Fracture Flow Dynamics: Toward
the Process Understanding of Gravitational Driven
Flows in Unsaturated Fractured Media

Abstract Not Available At Time Of Publication

Jannes Kordilla
Geoscientific Centre
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jkordil@gwdg.de

MS260

SPH Approximations of Stochastic Boundary
Value Problems

We will present non-local SPH approximations of stochas-
tic boundary value problems, including stochastic Navier-
Stokes and advection-diffusion equations. We will demon-
strate that boundary conditions in the form of volumetric
constraints are dissipative in nature and give rise to ran-
dom terms with statistics determined by the Fluctuation-
Dissipation Theorem.

Alexander Tartakovsky
Pacific Northwest National Laboratory
alexandre.tartakovsky@pnnl.gov

MS260

Coupled Fluid-Solid-Fracture Using SPH

Abstract Not Available At Time Of Publication
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Massachusetts Institute of Technology
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MS261

Code as a Research Product: Open Source for
Open Science

Open Science is the idea that scientific knowledge of all
kinds should be shared publicly as early as is practical in
the discovery process. Reproducibility of experiments is
one of the foundations of science. For simple models and
small data sets, calculations are reproducible in principle
and in practice. As simulations become more complex and
data sets become larger, calculations that are reproducible
in principle are no longer reproducible in practice without
access to the code and data. Reports of numerical experi-
ments should therefore include:

• all source code needed to reproduce the calculation,

• all input data used to perform the calculation, and

• all meta-data required to allow other codes to use the
input data

However, it is not (yet) standard for all scientific programs
to be released with source code. Many barriers exist, but
most of these are social. They include

• software is rarely recognized by citation in academic
science,

• attribution metrics don’t take software into account,

• institutions often don’t recognize software and data
curation as intellectual work, and

• academic scientists often don’t build software for sus-
tainability.

Open source is essential for reproducible, open science.
There are no easy solutions to problems of Recognition,
Attribution, and Sustainability, but there are some hope-
ful signs that these problems are being addressed.

J. Daniel Gezelter
Notre Dame University
gezelter@nd.edu

MS261

Continuous Integration For Large-Scale Scientific
Software Development

The Multiphysics Object Oriented Simulation Environ-
ment (MOOSE) framework sits at the center of a large
open source community while supporting very high soft-
ware quality assurance standards. MOOSE’s custom-built
CI tool (CIVET) is essential for enabling concurrent devel-
opment within its hierarchy of applications and the frame-
work while ensuring individual application integrity and
functional multi-project integration. This is accomplished
through a multi-layer testing model that tests all combi-
nations of development and stable branches of each appli-
cation to pinpoint defects through simultaneous develop-
ment efforts. CIVET’s distributed client model and ver-
sion controlled recipes enabled proper configuration man-
agement and scalable testing and reporting as the project
continues to expand. This model allows mature application
developers full control over their testing strategy without
inhibiting contributions from less experienced developers.
Our development model and custom integration tool will
be demonstrated.

Cody J. Permann
Center for Advanced Modeling and Simulation
Idaho National Laboratory
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MS261

Community Building and its Impact on Sustainable
Scientific Software

In this talk, I will explore the aspects of community build-
ing most relevant to developing, releasing, sustaining and
improving scientific software over its lifetime. This will in-
clude topics such as code of conduct, developing systems for
communication, bridging barriers between different meth-
ods of cooperation and competition, and working to ensure
that all participants are both recognized for their contri-
butions and feel valued for their efforts. Finally, I will
conclude with a few use cases of how this atmosphere can
contribute to overall scientific productivity, rather than de-
tract from the productivity of individual researchers.

Matthew J. Turk
Columbia University
matthewturk@gmail.com

MS261

15 Years of Trilinos: What Has Worked and Not

The Trilinos Project started about 15 years ago. A core
purpose of the project has always been improving software
quality practices, processes and tools as part of deliver-
ing capabilities to customers. 15 years is long enough to
see the long-term impact (both positive and negative) of
choices we have made over the years. In this talk we dis-
cuss observations and lessons learned from our efforts to
produce reusable scientific software. We talk about activ-
ities in software development, testing, team interactions,
and related. We end the presentation with our latest ac-
tivities and plans for future software quality improvements.

James Willenbring, Michael Heroux
Sandia National Laboratories
jmwille@sandia.gov, maherou@sandia.gov

MS262

Duality and Conditional Expectations in
Nakajima-Mori-Zwanzig

We an operator algebraic formalism for the Nakajima-
Mori-Zwanzig method of projections, in order to clarify
and make rigorous the foundations of this important and
widely used tool. In doing so, the method is simultane-
ously developed for both classical and quantum systems,
and the natural duality between the two common versions
of the formalism – those for “phase space functions’ and for
probability density functions – is made explicit and con-
nected to the dual Heisenberg and Schrödinger pictures
of quantum mechanics. We explore the projections used in
the method and find that, under natural assumptions, they
must be conditional expectations, in the operator algebraic
sense.

Jason Dominy
University of California Santa Cruz
jdominy@ucsc.edu

Daniele Venturi
Department of Applied Mathematics and Statistics
University of California Santa Cruz

venturi@ucsc.edu

MS262

Data-Driven Stochastic Parameterization of Multi-
scale Dynamical Systems

Abstract Not Available At Time Of Publication

John Harlim
Pennsylvania State University
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MS262

Empirical Approaches to the Mori-Zwanzig For-
malism

The Mori-Zwanzig (MZ) formalism shows when we project
a dynamical system onto a subset of its degrees of freedom,
the resulting process generally exhibits memory. How to
represent the memory is a major question in model reduc-
tion and data-driven modeling. In this talk, I will discuss
some theoretical and practical issues in evaluating memory
terms from data, and describe a class of simple, effective
methods to resolve them. We compare our work to earlier
proposals and present sample applications.

Fei Lu
Department of Mathematics
Lawrence Berkeley National Laboratory
flu@lbl.gov

Fei Lu
Department of Mathematics, UC Berkeley
Mathematics group, Lawrence Berkeley National
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MS262

When Big Computers Are Not Enough: Model Re-
duction and Mesh Refinement

Despite the remarkable increase in computational power,
most real-world systems are still too complex to simulate
in full detail. In such cases, the hope is to construct nu-
merical algorithms which can retain the salient features
of a system while reducing the complexity. Two different
ways of dealing with complexity, namely mesh refinement
and model reduction are based on the common concept of
transfer of activity from larger scales to smaller ones. This
allows the unified development of reduced models and mesh
refinement schemes. Examples involving singularity detec-
tion and tracking as well as uncertainty quantification for
systems exhibiting bifurcations will be presented for illus-
tration purposes.

Panos Stinis
Pacific Northwest National Laboratory
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MS263

Herding Cats and Elks: Big-Plans with Big-Data
and HPC Administration

Abstract Not Available At Time Of Publication
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MS263

What the ‘Heka’ is Freeboard? Dynamic Visual-
izations

The amount of data in our world has been exploding, and
analyzing large data sets—so-called big data—will become
a key basis of predictive analytics, underpinning new waves
of productivity growth, innovation, and machine-learning
techniques to identify the likelihood of future outcomes
based on historical data. The increasing volume and de-
tail of information captured by NERSC, is pioneering the
rise of forward-thinking leaders across sectors, fueling ex-
ponential growth in analyzing big data for the foreseeable
future. But how is all this big data collected? This is
where Heka comes into play. A tool for high performance
data gathering, analysis, monitoring, and reporting. Hekas
main component is hekad, a lightweight daemon program
that can run on nearly any host machine.Until now, the
torrent of data flooding our world has been a phenomenon
that probably only excited a few data geeks. But we are
now at an inflection point where we have a competitive ad-
vantage by aggregating and analyzing live data. Lets take
a deep dive into all this big data with the tools that will
get us there.

Jasmine Farrell
Lawrence Berkeley National Laboratory
jfarrell@lbl.gov

MS263

Old-School Hipsters Crash Big-Datas Party

Big Data is quite the Buzzword these days. What to keep,
why to keep it and how to keep it is a big decision. We
are keeping log data from system environmental, perfor-
mance and weather sensors consisting of some 95 billion
items in our database. This will support current and future
data analysis for problem solving and improvement seek-
ing. This huge amount ruled out pay services like Splunk,
as it would be cost ineffective. We chose Elasticsearch,
which is open source, scalable, and is the basis of the ELK
Stack, a platform that covers logs to visualization. We
include system logs for comprehensive storage as well as
the ability to include their data for analysis and visual-
ization.. This phase of the project involved migrating the
syslog data from an aging system that was ready to be de-
commissioned. To do this we utilize Logstash to index and
tag the syslog feed along with RabbitMQ to process the
data stream. With custom tools using languages such as
Python, we could extract and analyze the syslogs. Another
advantages was providing the security team with a useful
way to analyze the syslogs. As a result, many groups from
across the organization now have access to the data in a
centralized location that can be archived for future use.
Also, data from one system can be cross referenced against
data from many others. Ultimately, the data collected can

be used as a basis for machine learning to improve alerts
and automate many of the tasks currently performed by
staff.

Mark Sing
Lawrence Berkeley National Lab
msing@lbl.gov

MS263

Laser-Swords into Data-Shares: Game Engines for
Interactive Visualization

One of the biggest visualization hurdles is to give an au-
dience digestible, contextual information. This is usually
seen as a design problem, but its also a relational prob-
lem. Who will the viewer(s) be, what labels and data will
make sense to them, and how much context is required to
highlight the critical insights? Traditional visualizations
require the presenters to know (or guess!) the answers
to these questions ahead of time in order to design in re-
lation to the audience. This can require time-consuming
customization, or create an unappealing level of dense ma-
terial in an attempt to be both accommodating and clear.
With the increase in free and low-cost game engines, the
field is focused on ease of access like never before, and can
fit any budget. With interactive access, the audience can
explore a wealth of material on an individual level. Now,
presentations can pack in as much data as resources allow.
The right interface can manage context for a user, empow-
ering them to navigate to the right level of data. This can
allow peers and experts to dive into specific details, while
still giving other colleagues and novices enough general un-
derstanding to ask questions and support further work. We
will briefly explore things to consider in selecting a game
engine right for you and your project, some basics of in-
teractive design, and a demonstration of a project being
developed at NERSC that uses a game engine to display
live data from HPC systems.

Eric Zimmerman
Lawrence Berkeley National Lab
zim@lbl.gov

MS264

Uncertainty Quantification with Dakota and Nasa’s
Overflow2 CFD Solver within an in Situ Based
Workflow

NASA has called for the integration of VV/UQ tools into
engineering workflows as a vital component of its CFD Vi-
sion 2030 Study. In that document, the authors assert that
as exascale computing becomes available, the capability to
perform many highly resolved CFD simulations will be-
come ubiquitous, enabling the ability, and need, to per-
form UQ and sensitivity analysis. To address this need, this
presentation summarizes current work whereby the Dakota
code drives an ensemble of OVERFLOW2 jobs to explore a
nested epistemic-aleatory parameter space. Concurrently,
OVERFLOW2 was instrumented with VisIt/Libsim to ex-
port surface extracts (XDB) via in situ processing to re-
duce the data for post-hoc visualization and analysis. The
presentation presents UQ concepts in general and their im-
plementation within the current framework.

Brad Whitlock
Lawrence Livermore National Laboratory
whitlock2@llnl.gov

Earl P. N. Duque



CS17 Abstracts 267

Intelligent Light
epd@ilight.com

MS264

An Open-Source Framework for Multi-Physics
Simulations and Design Optimization

Open-source technology has become mature enough as to
become highly attractive for industrial applications and
this is due to its availability, reliability, flexibility, scala-
bility and relative low cost. In this work, we present a
simulation framework entirely based on open-source tech-
nology and able to run in high performance computing en-
vironments. For geometry parametrization we use Open-
VSP and SALOME, for meshing and mesh smoothing we
use OpenFOAM, SALOME and MESQUITE, as a multi-
physics solver we use OpenFOAM, the parametrization and
optimization is done using DAKOTA, while for data ana-
lytics we use Python. Hereafter, we present several opti-
mization examples in order to demonstrate the capability
of the proposed framework in performing complex design
exploration and optimization studies. We start with an
academic test case where we briefly demonstrate the ca-
pabilities of the optimizer. Then we move towards prac-
tical applications, where we couple the optimizer with the
multi-physics solver and the geometry generation and mesh
generation tools. As an advanced proof-of-the-concept test
case, we present an optimization study of a sailing yacht
daggerboard, where we conduct a surrogate-based opti-
mization and a multi-objective optimization study using
12 design variables, 2 objective functions and 1 non-linear
constraint.

Joel Guerrero
Department of Environmental Engineering
University of Genoa
joegi.geo@yahoo.com

MS264

Beyond Parameter Scans, Using Dakota for Real
World Problems

The ALEGRA code developed by Sandia National Labo-
ratories is used for applications including armor mechan-
ics, component design and evaluation, and other shock and
multiphysics applications. Users of this code have lever-
aged Dakota’s algorithms for sensitivity analysis, calibra-
tion, and uncertainty quantification (UQ) in both a tradi-
tional black-box mode and an embedded mode with Dakota
linked as a third party library for ease of use. Examples of
three application areas will be discussed. For 3D exploding
wire simulations, resistive MHD physics requires the use
of a multigrid solver with many problem-dependent solver
parameters, some of which can drastically affect computa-
tional performance. By optimizing six parameters using in-
sight from Dakota parameter scans, performance improved
by a factor of two. In another application, we want to
know whether the results obtained in a simulation are at-
tributable to uncertainties in the equation of state (EOS)
and conductivity model. Recent work at Sandia has pro-
vided a self-consistent EOS/electrical conductivity table
for aluminum which is delivered to the user as a random
field with a compact uncertain representation. This allows
the computation of associated probability density functions
of output quantities of interest using Dakota. A final ex-
ample will discuss the usefulness of Dakota algorithms in
component evaluation.

Sharon Petney, John H. Carpenter

Sandia National Laboratories
svpetne@sandia.gov, jhcarpe@sandia.gov
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MS264

Dakota: Algorithms for Design Exploration and
Simulation Credibility

The Dakota toolkit provides a flexible interface between
simulations and iterative analysis methods including op-
timization, uncertainty quantification, parameter estima-
tion, and sensitivity analysis. Methods may be used in-
dividually or as components within advanced strategies to
address questions like ”What is the best design?”, ”How
safe is it?”, and ”How much confidence do I have in my
answer?”. In this talk, we present an overview of Dakota
history, capabilities, and future direction. A series of use
cases also will be presented to illustrate how Dakota can
inform engineering decisions.

Adam Stephens
Sandia National Laboratories
jasteph@sandia.gov

MS265

Comparison of BLR and HSS Low-Rank Formats
in Multifrontal Solvers: Theory and Practice

Matrices coming from elliptic Partial Differential Equa-
tions have been shown to have a low-rank property: conve-
niently defined off-diagonal blocks of their Schur comple-
ments can be approximated by low-rank products and this
property can be efficiently exploited in multifrontal solvers
to provide a substantial reduction of their complexity. Sev-
eral matrix representations have been proposed to exploit
this property within direct multifrontal solvers. The sim-
plicity and flexibility of the Block Low-Rank (BLR) for-
mat make it easy to use in a general purpose, algebraic
multifrontal solver. While its theoretical complexity has
been shown to be significantly lower than in full-rank, it
is higher than the complexity achieved by hierarchical for-
mats, a more complex class of low-rank matrix represen-
tations. Among the hierarchical formats, the Hierarchi-
cally Semi-Separable (HSS) one has been used to design
the most advanced to date low-rank multifrontal solvers.
In this talk, we compare the BLR and HSS formats, both
from a theoretical and experimental standpoint. In our nu-
merical experiments, we use the BLR-based MUMPS and
HSS-based STRUMPACK multifrontal solvers on a large
set of matrices coming from a variety of real-life applica-
tions.
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MS265

On the Solution Phase of Sparse Direct Solvers
with Many Right-Hand Sides

The cost of the solution phase of sparse direct solvers is
sometimes critical. It can be larger than the cost of the
factorization in applications where systems of linear equa-
tions with thousands of right-hand sides must be solved.
Depending on the applications, the right-hand sides may
be known all at once or may depend on previous solutions.
In the context of multifrontal solvers, we consider some im-
portant characteristics of the solve phase in terms of par-
allelism, and present algorithms to help reduce its compu-
tational cost. By considering the critical path in assembly
trees associated with 2D and 3D problems, we first show
that the complexity of the solve phase offers interesting
properties in terms of parallelism, compared to the factor-
ization, both in the case of full-rank and in the case of
low-rank factorizations. We then consider the case of mul-
tiple sparse right hand sides on distributed-memory sys-
tems and propose new algorithms that exploit the sparsity
of their structure to reduce the computational cost (num-
bers of operations) while still exploiting tree parallelism
efficiently. We finally give experimental results using the
MUMPS solver.

Gilles Moreau
ENS Lyon
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MS265

Scalable Sparse Direct Solver for Hybrid Architec-
tures

We present new algorithmic techniques for improving
the scalability and parallel efficiency of sparse direct
solvers, specifically for distributed memory systems com-
prised of hybrid multicore CPU systems and hardware
co-processors. This work extends the algorithm in Su-
perLU Dist, which is both right-looking and statically piv-
oted. To improve the scalability, we propose new algo-
rithmic techniques to reduce the effects of relatively high
communication cost at large number of processing cores.

First, we describe a 3-dimensional (3D) sparse LU factor-
ization algorithm that reduces per process communication
volume, albeit at expense of some additional storage and
computations. We call it 3D algorithm as it uses a 3D
logical arrangement of processors, in contrast to existing
SuperLU Dist that uses 2D process grid. Secondly, we ag-
gressively hide the communication cost by exploiting the
elimination tree parallelism, a new scheduling strategy and
efficient hybrid OpenMP+MPI programming; all of which
serves to either reduce or hide the intra- and inter-node
communication. Finally, we present some preliminary re-
sults to show the efficacy of the proposed techniques.
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MS265

Auto-Tuning for Multifrontal Sparse QR Factoriza-
tions on GPU

Efficient dense matrix computation kernels are critical
components for achieving high performance in sparse di-
rect methods. However, the existence of many different
GPU architectures with different characteristics and fea-
tures makes it challenging to write a single code that tar-
gets them all. Moreover, the approach of writing optimized
kernels targeting a specific GPU architecture to leverage all
of its potential requires too much effort in practice to be a
viable solution. Hence, in the context of the multifrontal
QR method on GPUs, we solve this issue by relying on
auto-tuning techniques. Our design consists of two levels
of kernels. At the low level of micro-kernels, we express the
computation algorithms in a completely parametrized way.
Then , an auto-tuner is used to traverse the parameters
search space in order to find the best combination of pa-
rameters for any targeted GPU architecture. At the high
level of macro-kernels, we rely exclusively on the micro-
kernels along with batched BLAS kernels and only express
the dependency between data and low level kernels calls in
a very similar way to sequential CPU codes.

Wissam M. Sid-Lakhdar
Texas A&M
Computer Science and Engineering
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MS266

Hierarchically Compositional Kernels for Regres-
sion and Parameter Estimation

We present a novel class of kernels to alleviate the high
computational cost of large-scale nonparametric learning
with kernel methods and Gaussian processes. The pro-
posed kernel marries the Nyström approximation with
a block-diagonal approximation in a hierarchical manner
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and maintains positive definiteness. With n training data
points and r being the sample size in Nyström, the mem-
ory and arithmetic costs for computing the Gaussian log-
likelihood and for regression are approximately O(nr) and
O(nr2), respectively. We demonstrate the effective use of
the kernels for regression and parameter estimation.

Jie Chen
IBM Thomas J. Watson Research Center
chenjie@us.ibm.com

MS266

Iterated Brownian Bridge Kernels for Sequential
Kriging Optimization

Sequential kriging optimization, also referred to as Gaus-
sian process-backed Bayesian optimization, is a process
whereby a kriging (Gaussian process) model is fit to exist-
ing data to facilitate an optimal addition to the experimen-
tal design with the intent of learning the global optimum
of a given black-box function. An important component
of any kriging model is the choice of covariance kernel, as
it defines the mechanism by which we can interpolate pre-
viously observed results into predictions at unobserved lo-
cations. In the context of sequential kriging optimization,
where the goal is to execute an efficient balance of explo-
ration and exploitation, using kernels which satisfy desired
boundary conditions can provide significant benefit by pre-
venting exploration near the boundary. We present the re-
sults of numerical experimentation with iterated Brownian
bridge kernels applied to functions with their optimum in
various locations relative to the boundary; we identify the
circumstances under which these boundary condition sat-
isfying kernel compare favorably to other standard kernels
in the literature.

Greg Fasshauer
Illinois Institue of Technology
fasshauer@mines.edu

MS266

Knowledge Gradient for Multi-Information Source
Optimization

We consider Bayesian optimization of an expensive-to-
evaluate black-box objective function, where we also have
access to cheaper approximations of the objective, and
these approximations may have varying unknown bias.
Such applications arise, for example, when optimizing an
engineering system that can be simulated with less com-
putational expense using physics with simplifying assump-
tions, or by using a coarse mesh when solving a PDE. We
present a novel algorithm that provides a rigorous mathe-
matical treatment of the uncertainties arising from varying
unknown bias (model discrepancy) and noisy observations.
Its optimization decisions rely on a stringent value of in-
formation analysis, using the Knowledge Gradient method,
and maximize the predicted benefit per unit cost. We con-
duct an experimental evaluation that demonstrates that
the method consistently outperforms other state-of-the-art
techniques: it finds designs of considerably higher objective
value and additionally inflicts less cost in the exploration
process.
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MS266

Failure Region Identification Coincident to
Bayesian Optimization

While conducting a Bayesian optimization, it is possible
that the function to be optimized may fail: for example,
certain choices of hyperparameters could cause a machine
learning algorithm to time out or encounter insufficient
memory. For many applications, the nature of this so-
called failure region, where inputs to the function yield a
failed function evaluation, may be unknown a priori. There
are heuristic strategies in software and literature for dealing
with this failure region as a nuisance to the optimization,
but no strategies exist for developing an understanding of
the failure region while simultaneously optimizing the func-
tion of interest. In this talk, we will go over some tech-
niques for creating a positive definite kernel representation
of the failure region coincident to the kernel model un-
derlying the Bayesian optimization. We also consider the
implications of trying to modify the Bayesian optimization
to supplement the acquisition function with some under-
standing of the accuracy of the failure region.
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MS267

Including First-Shell Response in Continuum Sol-
vent Models Using Multiscale Boundary Condi-
tions

Many problems in molecular science and engineering in-
volve the behavior of a solute molecule in a solvent fluid,
often water with dissolved ions. Atomically detailed sim-
ulations of solute-solvent interactions, for instance molec-
ular dynamics, can achieve reasonable accuracy and offer
precise molecular-scale insights, but at tremendous com-
putational cost. Continuum theories based on macroscopic
dielectric theory are orders of magnitude faster, but unable
to reproduce essential phenomena such as temperature de-
pendence and asymmetric response to positive and nega-
tive atomic charges. These confounding phenomena arise
largely due to the solvent molecules in the first ”solvation
layer” at the interface, whose non-bulk-like behavior is not
captured in macroscopically based continuum models. We
have improved the continuum model’s accuracy by replac-
ing the macroscopic interface condition with a multiscale
solvation-layer interface condition (SLIC). Predictions of-
fer improved accuracy while using fewer parameters than
competing theories, and our new SLIC model also is the
first continuum theory capable of predicting temperature
dependent effects as well as the behavior of solvent mix-
tures.

Jaydeep P. Bardhan, Amirhossein Molavi Tabrizi, Ali
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Northeastern University
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MS267

Evaporation-Induced Nanoparticle Assembly

A critical challenge in the field of polymer nanocomposites
is to control the dispersion of nanoparticles in a polymer
matrix. We employ large-scale molecular dynamics simula-
tions to study the assembly of nanoparticles as the solvent
evaporates from a polymer solution containing nanoparti-
cles. Results show that we can control the organization
of nanoparticles by varying the strength of the polymer-
nanoparticle interactions. When the nanoparticles and
polymers strongly attract, as the solvent evaporates, a con-
centrated polymer film forms at the surface and entraps a
layer of nanoparticles, which assemble into a close-packed
hexagonal lattice. If the nanoparticle-polymer interactions
are weak, then as the solvent evaporates, the surface layer
is almost entirely made of polymers. The nanoparticles are
largely excluded from the surface and dispersed randomly
in the region below the surface layer. Also of interest is
the case of a nanoparticle solution in contact with a planar
polymer brush. For a relatively weak nanoparticle-brush
attraction, after evaporation of the solvent the nanoparti-
cles straddle the brush surface and form an ordered lat-
tice. For a strong nanoparticle-polymer attraction, how-
ever, the nanoparticles are engulfed inside the brush and
the packing quality diminishes because the lateral diffusion
of the nanoparticles is suppressed. Our recent simulations
of evaporation-induced stratification phenomena in a bi-
nary nanoparticle system will also be discussed.

Shengfeng Cheng
Department of Physics
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MS267

Recent Advances in Atomistic Simulations of
Biomass Dissolution

Efficient, economical, and environmentally friendly disso-
lution of lignocellulosic biomass is being actively pursued
as a replacement for current petroleum-derived feedstocks.
Modeling the dissolution process is challenging because of
the large size and complex structure of the solute, and the
significant changes in dissolution that result from relatively
minor changes in the structure of the solvent. Thus, a wide
range of approaches have been developed to model the re-
sponse of biomass to different solvent systems and pro-
cessing conditions with the goals of replicating experimen-
tal results and explaining their behavior at a fundamental
molecular level. In this talk, we will present an overview of
currently used approaches and recent results in the field,
as well as discuss some of the remaining challenges to be
overcome in understanding these complex phenomena.
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MS267

Towards a Molecular Level Understanding Hydra-
tion Lubrication: Structure and Dynamics of 2-
Methacryloyloxyethyl Phosphorylcholine

We explore the hydration structure and dynamics
of poly(2-methacryloyloxyethyl phosphorylcholine)50, or
pMPC50, in solution using molecular dynamics simula-
tions with an emphasis on isolating the contributions of
the key chemical moieties. Surface bound films of this
biocompatible polymer have been shown experimentally to
produce tribological properties that surpass those of the
human synovial joint [Chen et al., Science, 2009] and are
being developed for use in artificial joints [Kyomoto et al.,
Biomaterials, 2012]. The mechanism by which such mate-
rials are thought to provide ultra-low friction coefficients
has been termed hydration lubrication [Klein et al., Fric-
tion, 2013]. Here, we characterize the molecular level struc-
ture and dynamics of this hydration water around pMPC
molecules that are experimentally grafted onto substrates
for biomimetic lubrication. Previous results [Roussell et
al., Young Scientist, 2016] showed that the charged choline
groups of individual monomers tend to fold onto neigh-
boring monomers yielding solvent facing, highly hydrated
phosphoryl groups. Here, we further analyze the effect of
the two outer chemical moieties, the choline and phospho-
ryl groups, by removing them and comparing the behavior
of pMPC to poly(2-methacryloyloxyethyl phosphate) and
poly(ethyl methacrylate). Preliminary results strengthen
the previous hypothesis [4] that the choline moiety is re-
sponsible for stabilizing the polymer.
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MS268

Randomized Matrix Decompositions for High-
Dimensional Dynamic Data

The emergence of massive data-sets driven by new sensory
technologies poses a computational challenge for obtaining
traditional matrix decomposition. Interestingly though,
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many high-dimensional data have low intrinsic rank rel-
ative to the dimension of the ambient measurement space.
We present an overview of modern randomized matrix al-
gorithms able to ease the computational challenges sub-
stantially. The key idea of these algorithms is to utilize
randomization as a computational resource to construct a
smaller (compressed) matrix, which approximates a high-
dimensional data matrix well. Randomized algorithms are
robust, and have the ability to fully exploit modern com-
putational architectures, i.e., parallelized and distributed
computing. Specifically, we present concepts and software
to compute the low-rank singular value decomposition, and
dynamic mode decomposition of matrices of various sizes.
We also present distributed memory codes suitable for very
large matrices via novel block matrix techniques. All the
developed software we present is open source and freely
available for use.
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MS268

Model Inference in Epidemiology and Biological
Networks Using Sparse Identification of Nonlinear
Dynamics

Inferring the structure and dynamics of biological networks
is critical to understanding and controlling their functional-
ity. We present implicit-SINDy, a data-driven method for
inferring nonlinear dynamical systems which combines a
compact feature library, implicit formulation to enable dis-
covery of rational functions, and sparsity promoting non-
convex optimization. We integrate information theoretic
approaches with implicit-SINDy to identify the effects of
measurement error, missing variables, incomplete feature
libraries, and insufficient data. We apply this rapid data-
driven method to metabolic, regulatory, and epidemiologi-
cal data and generate of parsimonious dynamic ODE repre-
sentations of each system. In contrast to other algorithms,
the models constructed using implicit-SINDy are biolog-
ically interpretable in terms of the same network motifs
that would be used in bottom-up mechanistic modeling
frameworks. Thus, these rapidly constructed models pro-
vide mechanistic understanding that could be leveraged
for therapeutic gene modulationfor treatment of genetic
diseases, metabolic engineeringto design novel biochemical
pathways and products, and intervention in infectious dis-
ease networksuch as outbreak detection and response.
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MS268

Data-Based Extraction of Modal Interaction Net-
works

Quantifying nonlinear interactions in unsteady fluid flows
remains a challenge due to their complexity and high-
dimensional physics. In this study, a novel data-based ap-
proach for accessing the nonlinear interactions in unsteady
fluid flows is developed using a network-theoretic perspec-
tive. The transfer of kinetic energy among coherent flow

structures is examined by uncovering a complex network
of spatial modes. The dynamics on such a network can be
analyzed with a network oscillator model, where phase and
amplitude knowledge can describe the energy transfers and
phase dynamics among the modes. In particular, we ex-
tend the networked Stuart-Landau oscillator model to cap-
ture interactions involved in unsteady fluid flows. Leverag-
ing the understanding of nonlinear interactions, we discuss
our efforts to reveal synchronization phenomena with the
networked fluid flow models. Canonical examples of two-
dimensional bluff body flows are considered to validate the
modeling approach. The present technique captures fun-
damental nonlinear interactions and energy pathways in
unsteady fluid flows, and offers a promising approach for
designing flow control strategies.
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MS268

Nonlinear System Identification for Complex Sys-
tems

The increasing ubiquity of complex systems that require
control is a challenge for existing methodologies in charac-
terization and controller design when the system is high-
dimensional, nonlinear, and without physics-based govern-
ing equations. Equation-free methods such as the recently
developed Dynamic Mode Decomposition and the resur-
gence of Koopman operator theory can potentially mitigate
these issues. We illustrate that this equation-free approach
that is being applied to measurement data from complex
systems can be extended to include inputs and control.
Examples are presented that extend current equation-free
architectures toward the characterization and control of
complex systems. These examples motivate a potentially
revolutionary shift in the characterization of complex sys-
tems and subsequent design of objective-based controllers
for data-driven models.
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MS269

A Case for Cross-Cutting Ideas for Computational
Climate Science

A workshop to discuss bold, new computational ideas to
address longer-term science needs for climate modeling was
held on September 12-13, 2016 in Rockville, MD, USA.
As the climate science community explores a host of crit-
ical science questions to be answered over the next 10+
years, there is growing recognition of the expanding re-
quirements for multiscale, global, coupled Earth system
models. These models need to provide much more detail
and fidelity, with a much better understanding of their un-
certainties, while still executing robustly and efficiently on
ever larger and more complex computing systems. The
DOE Office of Science BER and ASCR programs spon-
sored the event, titled ”Advancing Cross-cutting Ideas for
Computational Climate Science”, or AXICCS 2016. It was
a grassroots effort to generate fresh thinking that we hope
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will mold the optimal science directions and motivate the
latest and as yet to be uncovered computational science
developments that will be required to handle the wealth
of new requirements. We outline the science challenges,
strategies to address them, and possible avenues for execu-
tion using new ideas in computational science brought up
at the workshop. All attendees provided ”ideas” papers,
which helped form the content we present.
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MS269

Quantifying Uncertainties in Climate Science

Projected changes in climate will potentially have a large
impact on society through increasing weather extremes, a
rapid rise in sea level, and diminished water availability.
The talk will summarize community input concerning the
challenges and promising directions that could be taken
for quantifying projection uncertainties of these quantities.
Climate presents a challenging problem in extrapolation
for which there is limited data and understanding of how
modeling errors affect predictions. A much more concerted
effort will need to be made to develop computational and
mathematical strategies that are tailored to the character-
istics of each of these science targets.
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MS269

A Multiscale Integrated Modeling Framework for
Climate Science

Climate change is a complex problem that intersects multi-
ple disciplines and processes across a wide range of spatial
and temporal scales. Traditionally different modeling sys-
tems and approaches have been used in climate prediction,
climate mitigation, and impacts, adaptation and vulnera-
bility research. However to inform decisions for the next
decades, new modeling frameworks must recognize the co-
evolution of the Earth and human systems or interactions
between climate, mitigation, and adaptation. Multiscale
integrated modeling frameworks consisting of Earth Sys-
tem Models, Integrated Assessment Models, and Sectoral
Models are being developed to answer a wide range of cli-
mate science questions. This presentation will highlight
examples of modeling approaches and numerical experi-
ments to advance understanding and prediction of climate
change and its impacts.
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Applied Mathematics and Computational Oppor-
tunities for Climate Science

We summarize open challenges in climate science and op-

portunities for applied mathematics research as identified
by a recent community-driven workshop.
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MS270

Algorithms for 3D-3D Registration with Known
and Unknown References: Applications to Mate-
rials Science

Point Set Registration in three dimensions is becoming in-
creasingly relevant as a means of extracting structure at the
atomic level from data sets containing tens of millions of
atomic coordinates from experiment and simulation. Two
challenges are investigated, which involve extracting a dis-
tribution of structures when the underlying reference, or
average structure, is known (as possible from x-ray diffrac-
tion for crystalline materials) or unknown (as in the case
of highly disordered or amorphous materials). The most
complete experimental data sets come from atomic probe
tomography (APT), but such data sets contain significant
sources of error, including missing atoms and uncertainty
in the coordinates. We describe efforts to account for this
noise. We present two examples: obtaining the atomic-
level structure from experimental APT data of high en-
tropy alloys and from simulated data of lithium-ions in
battery anodes composed of hierarchically structured car-
bon composites.
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MS270

Deviation from High-Entropy Configurations in the
Al1.3CoCrCuFeNi Alloy

The alloy-design strategy of combining multiple elements
in near-equimolar ratios has shown great potential for pro-
ducing exceptional engineering materials, often known as
“high-entropy alloys”. Understanding the elemental dis-
tributions, and, thus, the evolution of the configurational
entropy during solidification, are the goal of the present
research. The case of the Al1.3CoCrCuFeNi model al-
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loy is examined, using integrated theoretical and experi-
mental techniques, such as ab initio molecular-dynamics
simulations, in-situ neutron levitation and scattering ex-
periments, synchrotron X-ray diffraction, high-resolution
electron microscopy, and atom-probe tomography. It is
shown that even when the material undergoes elemental
segregation, precipitation, chemical ordering, and spinodal
decomposition, a significant amount of disorder remains,
due to the distributions of multiple elements in the major
phases. The results suggest that the high-entropy-alloy-
design strategy may be used to develop a wide range of
complex materials, which are not limited to single-phase
solid solutions. The integrated experimental and theoreti-
cal techniques, discussed here, are particularly well-suited
to studying partially-ordered materials, produced using the
high-entropy-alloy design strategy.
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Implementation Techniques for Point Set Registra-
tion on Multicore and Hetergoneneous Hardware

The classic image processing and computer vision prob-
lem of 3D registration attempts to find the transformation
that establishes correspondence between two sets of points
in three dimensions. The standard test problems check the
results quality and the performance of the proposed algo-
rithms involve image scenes with up to tens of thousands of
points and rarely ever would they strain a basic/reference
implementation, even the ones that were done in a high
level language. When it comes to image data coming form
large scientific experiments, specifically Atom Probe To-
mography, the computational demand increases drastically,
which hinders data analysis in material science. We present
our experimental techniques and optimizations that make
the 3D registration viable for large scientific data sets.
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Advanced Particle Filters for Stochastic Point Set
Registration

Point Set Registration algorithms responsible for recover-
ing the atomic structure from a defective data obtained by
Atomic Probe Tomography (APT), typically, compute per-
tinent transformation parameters by minimizing an appro-
priate metric. However, sparsity and noise may cause the
optimization module of the registration algorithm to get
attracted in basins of local minima. An accurate represen-
tation of the underlying structure of the experimental data
may not be available. In this talk, we adopt a Bayesian
perspective such that the collected data clouds influence
any prior (distributional) assumptions used for the syn-
thetic data. Consequently, the problem of registration can
be viewed as a posterior estimation problem. The objective
is to compute the associated posterior conditional distribu-
tion of the states of some hidden process relying on these
sparse noisy observations. The a posteriori estimation is
a rather formidable task due to sparse information and
we execute it with advanced particle filters, which employ
a Markov Chain Monte Carlo procedure. The advanced
particle filter aids the registration algorithm to pick after
every iteration the solution that seems more promising in

an optimization sense.
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MS271

Uncertainty Quantification for Electronic-
Structure-Based Chemical Kinetics Modeling

In this talk we discuss recent work on modeling Density
Functional Theory (DFT) data and error uncertainty in
complex, high-dimensional chemical reaction networks. We
present related mathematical tools for sensitivity analysis
and uncertainty quantification, capable to handle a large
number of model parameters and high-dimensional state
spaces, We also discuss the impact of electronic structure-
induced parameter correlations and uncertainties on model
predictions.
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Quantifying Probability of Failure Based on Noisy
Multi-Fidelity Data

For more than two centuries, solutions of differential equa-
tions have been obtained either analytically or numeri-
cally based on typically well-behaved forcing and bound-
ary conditions for well-posed problems. We are changing
this paradigm in a fundamental way by establishing an
interface between probabilistic machine learning and dif-
ferential equations. We develop data-driven algorithms for
general linear equations using Gaussian process priors tai-
lored to the corresponding integro-differential operators.
The only observables are scarce noisy multi-fidelity data
for the forcing and solution that are not required to reside
on the domain boundary. The resulting predictive poste-
rior distributions quantify uncertainty and naturally lead
to adaptive solution refinement via active learning. This
general framework circumvents the tyranny of numerical
discretization as well as the consistency and stability is-
sues of time-integration, and is scalable to high-dimensions.
Here, we provide an overview of the proposed framework,
and we show how these new algorithms can be applied for
the efficient computation of probabilities of failure in clas-
sical solid mechanics.
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Predicting Fracture Patterns in Simulations of
Brittle Materials under Variable Load and Mate-
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rial

Understanding material fracture and crack propagation is
a major challenge in predicting critical failure of structures
and machine components. Computer simulations using ad-
vanced material models, e.g., peridynamics, have been able
to predict the outcome of carefully controlled experiments,
however, operational conditions and material properties
in the field can have significant deviation from those in
the controlled laboratory environment. Reliable predic-
tions of crack formation and propagation require rigorous
uncertainty quantification (UQ), in this work, we specifi-
cally focus on study of crack branching and fracture pat-
terns in two dimensional brittle material with varying load
force and material strength. In order to address this prob-
lem, we have to face the two challenges that come from
the high computational cost associated with simulations of
crack propagation and the lack of UQ techniques that are
applicable to problems with discontinuous behavior. To
this end, we employ a novel UQ approach that is based
on surrogate modeling and reconstruction of multidimen-
sional response surfaces using reduced basis projection and
optimization techniques.
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Accelerated Sampling and Sensitivity Estimation
of Multiscale Reaction Networks

Sampling of the equilibrium distribution of a multiscale
stochastic dynamical system is usually computationally
prohibitive due to the very long sojourn time in the
metastable regions. Based on the parallel replica method,
we propose an efficient algorithm for simulating continuous
time Markov chains (CTMC) in the presence of metasta-
bility. Unlike most accelerated algorithms in computa-
tional chemistry, the algorithm we propose does not re-
quire the detailed balance assumption on the underlying
CTMC. Furthermore, it can be shown that the theoretical
speedup is linear in terms of the number of parallel pro-
cesses used for simulation. Finally, the algorithm can be
easily combined with the path-space information bounds
for sensitivity estimation. We present numerical example
from the stochastic chemical kinetics to demonstrate the
consistency of the algorithm. Results from joint work with
D. Aristoff on error analysis will be also presented.
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Bayesian Inversion for Subsurface Properties from
Poroelastic Forward Models and Surface Deforma-
tion Data

In this work we solve the inverse problem to character-
ize heterogeneous subsurface parameters using subsidence
and fluid pressure observational data. We use the infinite-
dimensional Bayesian inversion theory to invert for the
permeability field of the domain. We use MCMC sam-
pling methods to characterize the posterior distribution,
which represents our confidence in the calibrated param-
eters. Upon discretizing the infinite dimensional perme-
ability field, we end up with as many parameters as there
are mesh nodes, which makes the inversion task challeng-

ing. Therefore, we rely on dimension-independent schemes
for both finding the maximum a posteriori (MAP) point
of the posterior distribution and sampling (e.g. Newton
and Gauss-Newton method for optimization and Stochastic
Newton MCMC with MAP-based Hessian for sampling).
Our forward model is based on the linear poroelasticity the-
ory (Biot model) and is being solved using FEM in a fully
coupled approach. We experiment with different choices
of FEM discretizations of 2-field and 3-field formulations
of the system of forward PDEs. We verify our 2D solver
against the known analytical solution for the Mandel prob-
lem and our 3D solver using a manufactured solution. We
apply these techniques and tools to a real-world scenario
using data that have been collected from an experiment in
a municipal pumping well site.
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MS272

Hybrid First-Principles Data-Driven Dynamic
Model Misspecification Correction

In this study, we explore the interplay between first-
principles and data-driven modeling. Since both ap-
proaches have unique advantages and disadvantages, which
are complementary, it is sensible to develop hybrid mod-
eling frameworks that can leverage the strengths of both,
while avoiding their associated shortcomings. Following an
overview of the proposed framework, its utility is exempli-
fied in a Steam Assisted Gravity Drainage settings.
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MS272

Characterization of Poromechanical Behavior of
Faulted Reservoirs During Injection-Induced Seis-
micity Using a Bayesian Inversion Approach

Characterization of frictional properties of faults and their
evolution during seismic slip is a fundamental problem in
seismology (Southern California Earthquake Center’s Six
Fundamental Problems). Recent increase in induced earth-
quakes has further intensified the need for robust methods
of estimating fault properties. We present a new computa-
tional framework that combines coupled multiphysics sim-
ulation of injection-induced seismicity in an aquifer-fault
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system with adaptive PCE surrogate-based Bayesian ap-
proach to estimate the dynamic fault friction, critical slip
distance, and aquifer permeability using aquifer pressure,
ground displacements, and fault slip as measurements dur-
ing injection monitoring. The model allows us to observe
non-monotonic evolutions of shear traction and slip on the
fault resulting from interaction among different physical
mechanisms of injection-induced aquifer expansion, stress
transfer, and slip-induced stress relaxation. We find that
combining measurements sensitive to flow with those sen-
sitive to deformation yields improved estimates of the un-
certain parameters. We identify an inverse relationship
between the dynamic friction and critical slip, which is in
agreement with small dynamic friction and large critical
slip reported during seismicity on mature faults. We con-
clude that both the coupled flow-geomechanical model and
the surrogate-based inference model are key to a successful
poromechanical inversion framework of induced seismicity.
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MS272

Hydraulic Inverse Modeling Using Total-Variation
Regularization with Relaxed Variable-Splitting

Inverse modeling seeks model parameters given a set of
observed-state variables. For practical hydrogeological
problems, the inversion can be ill-posed. Regularization
techniques can be employed to eliminate the ill-posedness.
The hydraulic tomographic analyses of aquifer heterogene-
ity with Tikhonov regularization tends to yield smoothed
results, while the ones with TV regularization can preserve
the sharp contrast between low and high permeability re-
gions. However, hydraulic inverse modeling with the con-
ventional TV regularization can be unstable and yield un-
wanted artifacts because of the non-differentiability of the
TV norm. We develop a novel inverse modeling method
using a TV regularization with relaxed variable-splitting
scheme to preserve sharp interfaces in piecewise-constant
structures and improve the accuracy of inversion. To solve
the problem, we decouple the original problem into two
simple sub-problems: a standard inverse modeling sub-
problem with the Tikhonov regularization, and a standard
L2TV sub-problem. We solve these two sub-problems us-
ing the standard linear solver and Alternating Direction
Method of Multipliers iterative methods, respectively. Our
new inversion algorithm is implemented in the MADS com-

putational framework (http://mads.lanl.gov). Our numer-
ical examples using synthetic data show that our new meth-
ods not only preserve sharp interfaces of subsurface per-
meability distribution, but also significantly improve the
accuracy of the inversion.
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MS273

Stochastic Simulation of Predictive Space-Time
Scenarios of Wind Speed Using Observations and
Physical Models

We propose a statistical space-time model for predicting
atmospheric wind speed based on deterministic numerical
weather predictions and historical measurements. We con-
sider a Gaussian multivariate space-time framework that
combines multiple sources of past physical model outputs
and measurements along with model predictions in order
to produce a probabilistic wind speed forecast within the
prediction window. Relevant to this workshop, the ap-
proach results in the ability of quantifying the model error
of numerical weather sytems. We illustrate this strategy
on wind speed forecast during several months in 2012 for
a region near the Great Lakes in the United States. The
results show that the prediction is improved in the mean-
squared sense relative to the numerical forecasts as well as
in probabilistic scores. Moreover, the samples are shown to
produce realistic wind scenarios based on sample spectra.
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MS273

A Hierarchical Bayesian Approach for Character-
izing Model Bias

We introduce several approaches for embedding probabilis-
tic model discrepancy within models, which can be de-
scribed using a hierarchical Bayesian model calibration
framework. For some approaches, parameters of the prob-
abilistic model discrepancy are only weakly-identifiable
when considering a single model. Due to uncertainty in
model structure and parameters, multiple possible models
(e.g., equifinal models) can be combined into a single hier-
archical Bayesian model, with a hyperprior describing the
shared model parameters. Unlike Bayesian model averag-
ing or generalized likelihood uncertainty estimation, our
hierarchical Bayesian approach does not assume indepen-
dence between the posterior distributions conditioned on
each model, and provides a consistent likelihood measure.
We also propose several methods to construct discrete and
continuous probability measures over the space of compet-
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ing models to determine the a priori uncertainty about the
“best’ model.

Chi Feng
Massachusetts Institute of Technology
chifeng@mit.edu

MS273

Approximate Bayesian Inference for Intractable
Likelihood Functions

Properly modeling the discrepancy for inadequacy of
models yields intractable likelihood functions, which re-
quires the evaluation of high-dimensional integrals at every
Markov Chain Monte Carlo step. As a results alternative
approximations need to be developed. A new approximate
Bayesian inference algorithm is proposed to obtain samples
from high dimensional posterior distributions using latent
variable models. This is shown to be generally applica-
ble to both physics-based models and purely data-driven
processes.
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Quantifying Uncertainty in Predictions from Inad-
equate Models for Porous Media Transport

A computational model for estimating the evolution of
species concentration during flow through a porous me-
dia characterized by a random permeability field is consid-
ered. A reduced model is obtained by spanwise averaging
of the concentration and flow velocity. We consider math-
ematical formulations to potentially mitigate and quantify
uncertainty owing to inadequately modelling the unclosed
term in the reduced model. In this talk, we aim to present
an analysis for the uncertainty in predictions for instanta-
neous mean concentration at a given location, as obtained
using formulations for inadequacy in the reduced model, in
a Bayesian setting.

Manav Vohra
Duke University
Corning Incorporated
manav@ices.utexas.edu

Damon McDougall
Institute for Computational Engineering and Sciences
The University of Texas at Austin
damon@ices.utexas.edu

Todd A. Oliver
PECOS/ICES, The University of Texas at Austin
oliver@ices.utexas.edu

Robert D. Moser
University of Texas at Austin
rmoser@ices.utexas.edu

MS274

Scalable Domain Decomposition Solvers for Em-
bedded Boundary Methods

Embedded boundary methods are very attractive, because
eliminate the need to define body-fitted meshes. In partic-
ular, at large scales, the meshing step is a bottleneck of the

simulation pipeline, since mesh generators do not usually
scale properly. In some other situations, like in additive
manufacturing simulations, the geometry evolves in time,
and the use of boddy-fitted meshes is not suitable. On the
contrary, algorithms to create adaptive cartesian meshes
are highly scalable. However, using embedded boundary
methods, one can destroy the condition number of the lin-
ear systems to be solved, since cut elements can have close
to zero support. As a result, these techniques require di-
rect linear solvers, since standard preconditioned iterative
solvers are not robust and scalable. In this work, we take
as a starting point a balancing domain decomposition by
constraints (BDDC) preconditioner. Next, we consider a
recent physics-based version of the method that is robust
with respect to high variations of the materials. Finally,
we show to how to make these preconditioners robust also
for embedded boundary methods for coercive PDEs, by a
proper modification of the inter-subdomain constraints.
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MS274

A User-Friendly Highly Scalable Amg Solver

We present AGMG, a linear system solver tailored for dis-
crete scalar second order elliptic PDEs. It uses a method
of algebraic multigrid type with coarsening based on plain
aggregation. It compares favorably with some other al-
gebraic multigrid solvers, both in term of speed and ro-
bustness. Excellent scalability is observed with both the
multithreaded (OpenMP) and MPI implementations. As
an extreme example, a 3D Poisson problem with more than
1012 unknowns has been solved in less than two minutes
using 23,328 processors with 16 cores each. The solver is
user friendly in the sense that no expertise is required from
the end user to select variant or tune parameter, all choices
being made automatically by the software. AGMG can also
be used to solve other problems like discrete Stokes equa-
tions or Laplacians of graphs with possibly exotic sparsity
pattern.
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MS274

Scaling Finite Element Multigrid Solvers to Ten
Trillion (1013) Unknowns

Geometric multigrid methods belong to the fastest solvers
for elliptic problems and systems of PDE, such as the
Stokes equations. On block-structured grids they can be
implemented in a matrix-free style and thus can solve sys-
tems with in excess of ten trillion (1013) unknowns on Peta-
Scale systems using compute times of a few minutes.
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MS274

An Algebraic Multigrid Approach to PDE Systems
with Variable Degrees-of-Freedom Per Node

The application of algebraic multigrid (AMG) to PDE sys-
tems can be problematic when the number of degrees-of-
freedom per node varies. Currently, most monolithic AMG
approaches for PDE systems assume that the number of
degrees-of-freedom per node is constant. This talk con-
siders multi-physics flow problems that contain interfaces
between different materials. The incompressible Navier-
Stokes equations are discretized via stabilized linear finite
elements using a moving mesh that conforms to the in-
terface. In this formulation, discontinuities are allowed at
interfaces and represented by multiple degrees-of-freedom
(e.g., pressure unknowns for two materials such as air and
water at the same physical location). In this way, the
number of degrees-of-freedom at nodes on the interface is
greater than the rest of the domain. To tackle this prob-
lem with multigrid, we consider an approach that applies
AMG to a scalar problem in order to generate initial grid
transfer operators. This scalar problem corresponds to a
distance Laplacian that is constructed automatically using
coordinate information, the matrix, and a Boolean table in-
dicating which degrees-of-freedom are defined at each nodal
location. The grid transfers for this Laplace problem are
then used to build interpolation/restriction operators for
the original incompressible flow application. Numerical re-
sults will be presenting highlighting convergence rates and
the accurate capture of interfaces on coarse meshes.
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MS275

Hybrid MultiScale Finite Element-Finite Volume
Method for Poroelastic Geological Media

Geological porous media display highly heterogeneous
poromechanical properties over a wide range of length
scales. High resolution characterizations are needed to
obtain reliable modeling predictions and motivate the de-
velopment of multiscale solution strategies to cope with
the computational burden. Here, we propose a hybrid
MultiScale Finite Element-Finite Volume (h-MSFE-FV)
framework for the simulation of single-phase flow through
deformable porous media. A coupled two-field fine-scale
mixed finite element-finite volume formulation of the gov-
erning equations, namely conservation laws of linear mo-
mentum and mass, is first implemented assuming as pri-
mary unknowns the displacement vector and pressure. For
the MSFE displacement stage, we introduce local basis
functions for the displacement field over coarse elements
that are subject to reduced boundary condition. Such
MSFE stage is then coupled with the MSFV method for
flow, in which a coarse and a dual-coarse grid are im-
posed to obtain approximate but conservative multiscale
solutions. Numerical experiments are presented to demon-
strate robustness and accuracy of the proposed method—
both as an approximate, non-iterative solver, and a pre-
conditioner.
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MS275

Multiscale and Upscaling Finite Volume Methods
in Electromagnetic Geophysics

Simulation of electromagnetic fields in geophysical settings
that include highly heterogeneous media and features vary-
ing at multiple spatial scales is computationally expensive.
These settings often require very fine and large meshes to
be discretized accurately. Large meshes lead to solve enor-
mous linear systems of equations. In this talk, we introduce
upscaling and multiscale finite volume methods that help
to reduce the size of the system of equations to be solved.
The performance of our methods is shown in the context
of EM mineral exploration.
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Spectral Upscaling for Graph Laplacian Problems
with Application to Reservoir Simulation

In tihs talk, we will discuss a coarsening procedure for
graph Laplacian problems written in a mixed saddle-point
form. In that form in addition to the original vertex degrees
of freedom (dofs), we also have edge dofs. We extend previ-
ously developed aggregation-based coarsening procedures
applied to both sets of dofs [Vassilevski and Zikatanov,
Commuting projections on graphs, Numer. Lin. Alg.
Appl., 21 (2014), pp. 297–315] to allow now more than one
coarse vertex dof per aggregate. Those dofs are selected as
certain eigenvectors of local graph Laplacians associated
with each aggregate. Additionally, we coarsen the edge
dofs by using traces of the discrete gradients of the already
constructed coarse vertex dofs. As a main application, by
treating a finite volume discretization as a graph Lapla-
cian formulated in mixed form, we develop consistent and
accurate coarse-scale models of a fine scale finite volume
problem.
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MS276

Analysis of Partitioned Methods for the Biot Sys-
tem

Abstract Not Available At Time Of Publication
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MS276

Viscodynamic Operators in Poroelastic Wave
Equations

Homogenized wave equations for poroelastic materials in
general contain memory terms, which take into account
the frequency-dependent fluid-solid interaction in the fine
scale. Viscodynamic operators refer to the operators de-
fined by the kernels of these memory terms. The depen-
dence of these operators on the microstructure of the poroe-
lastic composites will be mathematically quantified in this
talk. It will also be explained in this talk as to how an
approximation theory linked to Stieltjes functions can be
utilized to develop efficient numerical schemes for approxi-
mating the kernel function from discrete permeability data
and for dealing with the memory term for time-domain
solvers. Numerical results will also be presented in this
talk.
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Direct and Inverse Problems for Biot’s Equations

The classic poroelastic theory of Biot, developed in 1950’s,
describes the propagation of elastic waves through a porous
media containing a fluid. This theory has been extensively
used in various fields dealing with porous media: contin-
uum mechanics, oil/gas reservoir characterization, envi-
ronmental geophysics, earthquake seismology, etc. In this
work we study the propagation of elastic waves in porous
media governed by the Biot equations in the low and high
frequency ranges. In the low frequency case we prove the
existence and uniqueness result both for the direct prob-
lem and the inverse one, which consists in identifying the
unknown scalar function f(t) in the body density force
f(t)g(x, t) acting on a poroelastic body when some ad-
ditional measurement is available. In the case of the high
frequency range (Biot-JKD approach) we prove the unique-
ness and continuous dependence on the data of a weak solu-
tion both in unbounded and bounded time intervals and in
all space dimensions. Additionally, we discuss implemen-
tation of the matrix method to derive explicit formulas for
the analysis of propagation of elastic waves through a strat-
ified 3D porous media, where the parameters of the media
are characterized by piece-wise constant functions of only

one spatial variable, depth.

Viatcheslav I. Priimenko
North Fluminense State University Darcy Ribeiro
slava@lenep.uenf.br, slava211054@gmail.com

Mikhail P. Vishnevskii
Sobolev Institute of Mathematics, Russia
North Fluminense State University Darcy Ribeiro, Brazil
mikhail@uenf.br

MS276

Analysis of Nonlinear Poro-Visco-Elasticity with
Applications to the Human Eye

We consider a nonlinear elliptic-parabolic system of PDEs
that models fluid flow through poro-visco-elastic material.
The ability of the fluid to flow within the solid is described
by the permeability tensor which varies nonlinearly with
the structural dilation. We study the existence of weak
solutions in bounded domains with physical, mixed-type
boundary conditions, and we account for non-zero volumet-
ric and boundary sources. One principal aim is to investi-
gate the influence of viscoelasticity on the qualitative prop-
erties solution. Our analysis shows that different time reg-
ularity requirements are needed for the volumetric source
of linear momentum and the boundary source of traction
depending on the presence of viscoelasticity. Theoretical
results are further investigated via numerical simulations;
when data are appropriately regular, numerical simulations
show that the solutions satisfy the predicted energy esti-
mates. Simulations also show that, in the purely elastic
case, the Darcy velocity and the related fluid energy may
become unbounded if the data do not enjoy the time regu-
larity required by the theory. These results are interpreted
in the context of pressure changes in lamina cribrosa (in
the human eye), and the connection between these biome-
chanics and the development of glaucoma.
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MS277

Inverse Medium Problem for Acoustic Problems

We describe a fast, stable algorithm for the solution of
the inverse acoustic scattering problem in two dimensions.
Given full aperture far field measurements of the scattered
field for multiple angles of incidence, we use Chen’s method
of recursive linearization to reconstruct an unknown sound
speed at resolutions of thousands of square wavelengths in
a fully nonlinear regime. Despite the fact that the under-
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lying optimization problem is formally ill-posed and non-
convex, recursive linearization requires only the solution of
a sequence of linear least squares problems at successively
higher frequencies. By seeking a suitably band-limited ap-
proximation of the sound speed profile, each least squares
calculation is well-conditioned and involves the solution of
a large number of forward scattering problems, for which
we employ a recently developed, spectrally accurate, fast
direct solver.
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Numerical Solution to a Linearized Time Fractional
KdV Equation on Unbounded Domains

An efficient numerical scheme is developed to solve a lin-
earized time fractional KdV equation on unbounded spatial
domains. First, the exact absorbing boundary conditions
(ABCs) are derived which reduces the pure initial value
problem into an equivalent initial-boundary value problem
on a finite interval that contains the compact support of
the initial data and the inhomogeneous term. Second, the
stability of the reduced initial-boundary value problem is
studied in detail. Third, an efficient unconditionally stable
finite difference scheme is constructed to solve the initial-
boundary value problem where the nonlocal fractional
derivative is evaluated via a sum-of-exponentials approx-
imation for the convolution kernel. As compared with the
direct method, the resulting algorithm reduces the storage
requirement from O(MN) to O(M logd N) and the overall
computational cost from O(MN2) to O(MN logd N) with
M the total number of spatial grid points and N the to-
tal number of time steps. Here d = 1 if the final time T
is much greater than 1 and d = 2 if T ≈ 1. Numerical
examples are given to demonstrate the performance of the
proposed numerical method.
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Optimal Design of Metallic Surfaces for Near-Field
Energy Extraction

An emitter in an inhomogeneous medium can radiate en-
ergy at rates dramatically enhanced relative to free-space
spontaneous emission. Yet the highest rate enhancements
are often demonstrated in structures that predominantly
decay into plasmonic channels that generate heat instead of
radiation. How does one optimally couple the near field to
the far field? Through systematic computation and shape
optimization we identify structures that start to approach
global bounds on this process.
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Scattering of Transient Waves by Piecewise Homo-
geneous Obstacles

Some recent work has shown that semidiscretization in
space of some time-domain boundary integral equations
related to transmission problems for the wave equation is
equivalent to a dynamical system where a double trans-
mission problem (with two fields on each side of the inter-
face) is subject to some exotic transmission conditions that
reflect the trial-test characteristics of Galerkin semidis-
cretization. Here we consider a more complicated topo-
logical situation, where several non-overlapping domains
generate a similar dynamical system, and then we pull the
thread to discover an automatically stable semidiscrete sys-
tem of integral equations related to the scattering of acous-
tic (or elastic) waves by piecewise homogeneous obstacles.
We will also briefly address new analytical techniques to
study full discretization of the problem using Convolution
Quadrature in the time variable.
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Preliminary Studies of an Implicit Navier-Stokes
Solver on a Many-Core Machine

In this talk, we present some preliminary studies of an
implicit, unstructured grid, incompressible Navier-Stokes
solver on a many-core computer, whose processors include
management processing cores (MPCs) and computing pro-
cessing cores (CPCs). Newton-Krylov-Schwarz is the gen-
eral framework that we use to solve the large sparse non-
linear system of equations, and the focus of the talk is
on the re-factorization and optimization techniques of the
shared memory parallelization of the subdomain solvers.
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We report some performance results obtained using a large
number of MPCs and CPCs.
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A Study on the Impact of Extra Precision on the
Unsymmetric Eigenvalue Problem

First, we discuss the optimization of extra precision calcu-
lations like double-double on recent multicore and many-
core processors. Second, we provide some new insights on
building a library based on extra precision, comparing to
other libraries like the XBLAS. Finally, for the purpose
of illustration, we show a new algorithm related to the
unsymmetric eigenvalue problem which can exploit extra
precision and show when it works and doesnt work, com-
paring favorably to a theoretical analysis of the problem.
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Vectorizing and Multithreading the Calculation of
Electronic Integrals

In computational chemistry, the computation of electron
repulsion integrals (ERI) is often considered a bottleneck
in many calculations. Because computation of these inte-
grals scales (formally) as the fourth power with the size
of the system, there has been much interest in their ef-
ficient computation. We have developed an ERI library
(Simint) which utilizes single instruction, multiple data
(SIMD) instructions to speed up the calculation of these
integrals. Higher performance is obtained by writing the
computationally-expensive inner loop structure in terms of
vector intrinsics, rather than relying on compiler optimiza-
tion. Benchmarks display 2-4x speedup over scalar code on
the Haswell microarchitecture. Speedups obtained with the
Psi4 computational chemistry package, as well as bench-
marks of calculations with the Intel Xeon Phi (Knights
Landing) will be presented. Some new schemes of assem-
bling the calculated data within a computational chemistry
program will also be discussed.
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MATLAB and MEX for Multicore Machines

MATLAB, as a general purpose technical computing envi-
ronment, does its best to leverage the full computational
power of the host machine. Often, however, toolbox au-
thors can exploit knowledge about their particular prob-
lems and build higher performance applications by using
C/C++/FORTRAN codes linked into MATLAB by using
the MEX infrastructure. This talk will provide some tips
and tricks for squeezing performance out of MATLAB on
multicore machines including how to make MEX files that
use various multicore technologies without interfering with
the MATLAB environment.
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Topology Optimization and Mesh Adaptation

New techniques, such as topology and shape optimization,
have been recently proposed and developed to design new
several modern structures, essentially to have better per-
formances with respect to certain paradigms of interest.
In particular, topology optimization, starting from the so-
called design domain, optimizes the distribution of mass to
minimize quantities of design interest such as, e.g., mechan-
ical or thermal stresses, compliance. Several disciplines in
the aerospace, automotive, or biomedical engineering, may
benefit of any new contribution in topology optimization.
Our interest is in Additive Layer Manufacturing (ALM)
which has been growing fast in the last decade. In this
context, an optimal distribution of the material turns out
to be of paramount importance. Thus, for example, 3D
printing-based production can be assisted by these tech-
niques. From a mathematical point of view, topology opti-
mization requires solving the linear elasticity partial differ-
ential equation. For this purpose, a suitable computational
grid is to be devised; the grid should be picked such that
the numerical solution can be considered reliable with re-
spect to measurement data. Aim of this presentation is to
analyze the effects of mesh adaptation on topology opti-
mization, in order to propose new competitive numerical
methods which are physically reliable and computationally
affordable.
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A Flexible Conservative Remapping Framework for
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Exascale Computing

We present an open-source remapping framework called
Portage that can transfer fields between general polyhedral
meshes while conserving some integral quantity of interest.
At the heart of Portage is a templated driver that can be
constructed with any set of classes that can perform the
steps required in conservative remapping - searching, in-
tersection and interpolation. The driver is also templated
on classes for the mesh and state managers that can an-
swer a specific set of queries. Distributed memory paral-
lelism in Portage requires that the mesh and state man-
agers support the concept of partitions surrounded by a
halo of ghost elements. On-node parallelism in Portage
requires the search, intersection and interpolation classes
to be written such that that can operate on each ele-
ment without any side effects. This allows Portage to use
NVIDIA’s Thrust interface to enable on-node parallelism
using OpenMP or Intel TBB backends. We have tested
Portage in 2D/3D for remapping between general polyg-
onal and polyhedral meshes. The code can remap cell-
centered or node-centered variables using 1st or 2nd or-
der accurate remapping with Barth-Jesperson limiting of
gradients to enforce monotonicity. We will present conver-
gence and scaling results.
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Portably Performant and Conservative Mesh
Adaptivity for Lagrangian Shock Dynamics

A system is presented that performs general mesh adap-
tivity to support a Lagrangian shock simulation. Our first
priority is portability across all new DOE systems, includ-
ing NVidia GPUs, Intel Xeon Phis. We present a general
strategy to keep all data and most work on the accelera-
tor hardware. We make use of ghost (halo) element layers,
and select sets of cavities that can be modified indepen-
dently. We also ensure termination when no modifications
are needed. Our second priority is strict conservation of
mass, energy, and momentum during adaptivity. Effective
local algorithms for such conservation are presented, as well
as challenges they present to parallelism and multi-material
settings. Conservation is based on a local common refine-
ment approach which considers intersections of old and new
elements for a local cavity modification. Quantities such as
mass and energy which are discontinuous between elements
are conserved via sums of intersection volumes. Piecewise
linear continuous quantities such as velocity require buffer
layers of elements around the modification such that cav-
ity boundary values are not modified in conflict. We are
able to implement this in the same unified independent set
framework. The implementation of complex operations in
a GPU kernel will be discussed, including porting of the
R3D library for element intersection and the solution of
local linear systems.
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A Global Optimization and Adaptivity-Based Al-
gorithm for Automated Edge Grid Generation

Digital curves can be found in fields as diverse as computer-
aided design, image processing, and kinematics. Typically
discretizations (i.e., edge grids) of digital curves are re-
quired for use in computational simulations. Such edge
grids must accurately represent the underlying physical ob-
ject or phenomenon in order to obtain accurate results in a
predictive computational simulation. In particular, an edge
grid should do a good job of approximating the arc length
of the curve. In other words, the discretization should min-
imize the arc length deficit. The edge grids should also be
generated without manual intervention. In earlier work by
McLaurin and Shontz, we developed a method for automat-
ically generating optimal discretizations of curves through
local minimization of the arc-length deficit. The method
also incorporated adaptivity in that it added nodes to the
existing grid until the arc-length deficit was less than a pre-
scribed tolerance. In this talk, we propose a method for au-
tomatic edge grid generation through global minimization
of the arc-length deficit via an underlying pattern search
method. The method is also adaptive. We present results
from our numerical experiments which demonstrate the ro-
bustness and accuracy of our global optimal discretization
technique for automatic edge grid generation. We also com-
pare the performance of our global optimization method to
that of our earlier local optimization method.
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Band Structure Inverse Problem

In mean-field models, the electronic structure of a per-
fect crystal (i.e no defects) is characterized by a periodic
Schrodinger operator

H = −1

2
Δ + Vper

acting on L2(Rd) with domain L2(Rd) where Vper is a real
valued periodic potential. The Bloch-Floquet theory allows
one to characterize the spectrum of H through an infinite
set of functions q ∈ Γ∗ �→ εn(q) defined on the First Bril-
louin zone Γ∗. These functions are called the energy bands.
The inverse problem of band structure consists in finding

an admissible periodic potential Vper from the knowledge of
partial spectral information. In our case, from the knowl-
edge of only a few energy bands. One way of talking the



282 CS17 Abstracts

question is to formulate it as an optimization problem. In

this talk, some well known results on the spectra of peri-
odic Schrodinger operators will be recalled as well as some
generalizations. A numerical method based on gradient de-
scent will be proposed to solve the inverse problem. The
proof of existence of a minimizer will be sketched for the
one dimensional case and one target band.
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Electronic Transport in Incommensurate Van Der
Waals 2D Heterostructures

Electronic Transport in Incommensurate Van Der Waals
2D Heterostructures Two-dimensional materials have gen-
erated a lot of interest in the past decade as a new toolbox
for electronics. This family includes insulators (boron ni-
tride), semiconductors (transition metal dichalcogenides),
and conductors (graphene). Vertical stacks of a few layers
of such materials, interacting through van der Waals forces,
create a venue to explore and tune desired electronic prop-
erties. However, the generically incommensurate character
of these systems represents a significant hurdle for theoreti-
cal and numerical advances. Due to the lack of periodicity,
many mathematical problems remain open. In this talk,
we present some progress towards multi-scale calculations
aimed at rigorously predicting macroscopic properties of
heterostructures. First, we recall some basic mathematical
notions of electronic structure calculations, as well as some
properties of single-layer 2D materials. We then present
an application of non-commutative geometry for the rig-
orous modelling, definition and calculation of density of
states and transport properties in heterostructures. These
results have been obtained in the framework of a collabora-
tion with the groups of M. Luskin (Math, UofM), Efthimios
Kaxiras (Physics, Harvard) and Eric Cancs (Math, Ecole
des Ponts).
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Advances in Real Space Methods to Solve the
Kohn-Sham Equation

We will discuss advances in solving the Kohn-Sham equa-
tion using pseudopotentials implemented in real space. A
solution within density functional theory is often limited
by the high computational demand in solving an eigen-
value problem at each self-consistent-field (SCF). Our code
replaces the explicit eigenvalue calculations by an approx-
imation of the wanted invariant subspace, obtained with
well-selected Chebyshev polynomial filters. Only the ini-
tial SCF iteration requires solving an eigenvalue problem,
in order to provide a good initial subspace. In the remain-
ing SCF iterations, no iterative eigensolvers are involved.
Instead, Chebyshev polynomials are used to refine the sub-
space. The subspace iteration at each step is easily five to
ten times faster than solving a corresponding eigenproblem
by the most efficient eigen-algorithms. Moreover, the sub-
space iteration reaches self-consistency within roughly the
same number of steps as an eigensolver-based approach.
This results in a significantly faster SCF iteration. We will
discuss recent advances in data partitioning. These ad-
vances include improvements to sparse matrix vector mul-

tiplication, which makes up the large computational com-
ponent of the filtering process. We demonstrate an efficient
scaling of the Laplacian component to more than 108 grid
points and of the Rayleigh-Ritz component to 105 elec-
tronic states. As an application, we consider nanocrystals
of silicon containing over 10,000 atoms.
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Simultaneous Parallel-in-Time Optimization with
Unsteady PDEs Using a Multigrid Reduction in
Time Software Library

In this talk we present a simultaneous optimization frame-
work for unsteady PDEs using the parallel-in-time software
library XBraid. XBraid provides a non-intrusive approach
for parallelization in the time domain by applying an it-
erative multigrid reduction in time algorithm to existing
spatially parallel time-stepping codes. We develop a non-
intrusive adjoint solver for XBraid that enhances these pri-
mal iterations by an iteration for computing adjoint sensi-
tivities parallel in time. The adjoint sensitivities are then
used in a simultaneous optimization method, namely the
One-shot method which solves the optimization problem
in the full space. We validate the time-parallel simulta-
neous optimization approach by applying it to an inverse
design problem with unsteady PDEs that mimics the be-
havior of separated flows past bluff bodies: the near wake
is mimicked by a nonlinear ODE, namely the Lorenz at-
tractor, which exhibits self-excited oscillations. The far
wake is modeled by an advection-diffusion equation whose
upstream boundary condition is determined by the ODE
mimicking the near wake.
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Towards a Posteriori Error Estimation for Least
Squares Shadowing Sensitivity Analysis of Chaotic
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Systems

Many important phenomena in engineering are chaotic,
such as problems involving turbulent flow or fluid-structure
interaction. For these chaotic systems, we are often in-
terested in long-time averaged objective functions rather
than instantaneous quantities. Furthermore, we want to
perform sensitivity analysis, i.e. to know how changing
the design parameters of the systems would affect those
long-time averaged objectives. The Least Square Shadow-
ing (LSS) method can perform such task. In LSS, we first
solve a least square problem to approximate the true shad-
owing direction of a trajectory, then use this approximate
shadowing direction to compute sensitivity. It has been
estimated that the approximation in shadowing direction
can result in an O( 1

T
) error in the sensitivity result, where

T is the length of the trajectory. However, the error in
the approximate shadowing direction is also influenced by
many other factors, such as the angle between stable and
unstable subspaces, the Lyapunov exponents, and the am-
plitute of the shadowing direction itself. In this talk, we
develop a posteriori estimation of the error in LSS due to
approximating the shadowing direction, by taking all the
above factors into consideration.
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Uncertainty Estimates for Statistics Computed
from Simulations of Chaotic Systems

Systematic assessment of uncertainty is essential in scien-
tific computation. Developing accurate uncertainty esti-
mates is particularly important and challenging in the con-
text of simulations of chaotic systems, where the computed
quantities of interest (QoIs) are often statistical quantities.
Such predictions are contaminated by both discretization
error and finite sample size effects, and thus, it is necessary
to estimate both of these errors in order to characterize the
uncertainty in the QoIs. This talk describes a statistical
methodology for estimating both of these errors. The sam-
pling error estimate is formulated based on the extended
central limit theorem that allows for correlated random
variables and can be understood as estimating the effec-
tive sample size, accounting for correlation, for the given
sample. The discretization error is estimated using an ex-
tension of Richardson extrapolation that accounts for the
estimated sampling error by reformulating Richardson ex-
trapolation as a Bayesian inference problem. These tech-
niques have previously been used to investigate errors in
direct numerical simulation of turbulent channel flow. We
will review these results and show applications to other
examples in fluid mechanics.
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Mathematical and Numerical Challenges in Shad-
owing Methods for Sensitivity Analysis of Chaotic
Simulations

Chaotic simulations have many applications in fluid dy-
namics, combustion, molecular dynamics, climate, and as-
trophysics. Their solutions exhibit sensitive dependence on
initial conditions and simulation parameters, but statisti-
cal quantities of these solutions, e.g., long time averages,
can depend smoothly on simulation parameters. The shad-
owing method aims at computing the derivative of these
statistical quantities, sometimes called the climate of the
simulation, with respect to simulation parameters. The
shadowing method has been applied to a range of chaotic
simulations, ranging from the Lorenz attractor to direct
numerical simulation of turbulent flows. This talk will in-
troduce the mathematical formulation and computational
algorithm of the shadowing method. It will also expose
the challenges current facing researchers. These include
extending the theory to non-uniformly hyperbolic systems,
and systems with weaker ergodic properties. Also challeng-
ing are reducing the cost of shadowing methods, particu-
larly for simulations whose strange attractors have hun-
dreds or more dimensions.
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Parallel Versions of the Southwell Iterative Method
with Low Communication for Preconditioning and
Smoothing

The Southwell iterative method for solving linear systems
is similar to the Gauss-Seidel method, relaxing one row at
a time, but choosing the row that has the highest resid-
ual. We present parallel versions of this method, including
one that is appropriate for distributed memory computers.
We study the use of these methods as preconditioners and
multigrid smoothers. The new methods have the potential
of reducing computation and communication compared to
the Gauss-Seidel method.
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Estimating of the 2-Norm Forward Error for
SYMMLQ and CG

For positive definite linear systems (or semidefinite con-
sistent systems), we use Gauss-Radau quadrature to ob-
tain a cheaply computable upper bound on the 2-norm
error of SYMMLQ iterates. The close relationship be-
tween SYMMLQ and CG iterates lets us construct an up-
per bound on the 2-norm error for CG. For indefinite sys-
tems, the upper bound becomes an estimate of the 2-norm
SYMMLQ error. Numerical experiments demonstrate that
the bounds and estimates are remarkably tight.
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A Minimum Residual Method for Saddle Point Sys-
tems

We introduce SPMR, a new family of methods for it-
eratively solving saddle-point systems using a minimum
or quasi-minimum residual approach. No symmetry as-
sumptions are made. The basic mechanism underlying the
method is a novel simultaneous bidiagonalization proce-
dure that yields a simplified saddle-point matrix on a pro-
jected Krylov-like subspace, and allows for a monotonic
short-recurrence iterative scheme. We develop a few vari-
ants, demonstrate the advantages of our approach, derive
optimality conditions, and discuss connections to existing
methods. Numerical experiments illustrate the merits of
this new family of methods.
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Matrix-Equation-Based Strategies for Certain
Structured Algebraic Linear Systems

The mathematical formulation of various application prob-
lems naturally gives rise to systems of linear matrix equa-
tions. This is the case for instance in regulator equations
in robust control, in mixed finite element formulations of
certain stochastic Galerkin diffusion problems, and in dis-
cretized Stokes and Navier-Stokes equations. We describe
some numerical strategies for solving these systems, both
in the small and large scale cases. Numerical experiments
illustrate the performance of the new methods.
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An Explicit Partitioned Elastodynamics Method
Based on Lagrange Multipliers

Traditional partitioned methods for explicit elastodynam-
ics analysis exchange boundary condition information be-
tween subdomains and then advance the solution to the
next time step. In so doing these algorithms treat the in-
terface nodes similarly to boundary nodes in finite element
simulations, i.e., they couple the subdomains problems by

specifying Neumann, Dirichlet or Robin type boundary
conditions. In contrast, our approach connects the sub-
domains by exchanging forces and masses across the ma-
terial interface in a manner that resembles the treatment
of interior nodes in finite elements. The exchanged mass
and force quantities at each interface node are estimated
using an auxiliary monolithic Lagrange multiplier formu-
lation of the interface problem. In so doing our algorithm
avoids some accuracy and/or stability issues inherent to
traditional partitioned solvers, yet it does not require the
solution of the monolithic system.
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Non-Iterative Multi-Physics Domain Decomposi-
tion Method for Coupled Free Flow and Porous
Media Flow Problem

The Stokes-Darcy and Navier-Stokes-Darcy model have at-
tracted significant attention in the past ten years since they
arise in many applications involving with coupled free flow
and porous media flow such as surface water flows, ground-
water flows in karst aquifers, petroleum extraction and in-
dustrial filtration. They have higher fidelity than either the
Darcy or Navier-Stokes systems on their own, but coupling
the two constituent models leads to a very complex system.
This presentation discusses a non-iterative multi-physics
domain decomposition method for efficiently solving this
type of problems in parallel. The key idea is to decouple
the free and porous media flow through Robin type bound-
ary conditions which arise from the three interface condi-
tions. Optimal convergence is proved and computational
results are presented to illustrate their features.
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Coupling Hyperbolic PDEs Over Non-Coincident
Interfaces

When subdomains are decomposed and discretized inde-
pendently, it frequently occurs that the interfaces between
two subdomains have mismatched nodes and even non-
coincident interfaces that are described as having gaps and
overlaps. Constructing algorithms to couple the problems
in a way that will satisfy the interface conditions on the
subdomains’ boundaries and also preserve accuracy and
stability is a challenging problem. We introduce the con-
struction of a virtual interface and operators with which
to map solutions to and from subdomain interfaces. Addi-
tionally, we develop operators useful for mapping a single
function to two distinct subdomain interfaces in a manner
that preserves global flux conservation. Posing the problem
as a linear system, we will generate the coupling algorithm
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through a Schur complement and provide the results of nu-
merical experiments demonstrating successfully passing a
pass test, optimal convergence rates, and global flux con-
servation.
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Numerical Study of Viscoelastic Fluid-Structure
Interaction

Simulating viscoelastic fluid-structure interactions is chal-
lenging not only due to the coupling between solid and fluid
substructures, but also the complexity of fluid model in a
moving domain. In this talk, both monolithic and decou-
pling approaches are considered for the numerical study of
fluid-structure interaction problems, where the fluid is gov-
erned by a viscoelastic model. Monolithic and partitioned
algorithms are presented, where the viscoelastic fluid is sta-
bilized by the streamline upwind Petrov-Galerkin (SUPG)
approximation. We will discuss some issues with the stress
boundary condition on the interface and present simulation
results with and without interface stress boundary condi-
tions.
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Curvature Correction and Corner Layer of the
Transport Equation

In this talk we study the Knudsen layer for the transport
equation in its parabolic regime. In particular, we study
if curvature correction is needed for non-flat geometry. In
2015 Wu-Guo proved an unexpected result which showed
that the classical boundary layer analysis fails over the unit
disk B(0,1) in 2D due to the curvature, and we show in this
talk that such inconsistency does not propagate into the in-
terior, and the classical half-space equation still provides a
valid boundary condition for the interior Laplace equation.
We validate the result numerically at the end of the talk
too. It is a joint work with Jianfeng Lu and Weiran Sun.
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Void-Compatible Second-Order Forms of the
Transport Equation

Second-order forms of the linear Boltzmann equation have
several advantages over the first-order construction. Nev-
ertheless, these second-order forms have issues modeling
the transport of particles in voids. In this work we look
at two approaches to ameliorating these issues. One takes
the least-squares form of the transport equation and a self-
adjoint and conservative equation by modifying the weak-
form of the equation. The other approach uses first-order
upwinding to join heterogeneous regions of the problem.
This approach also allows for varying angular resolution
between domains. Both of these approaches do sacrifice the
symmetry of the system, but do allow for the use of con-
tinuous finite elements in space, whereas first-order forms
typically require discontinuous finite elements, and there-
fore, more degrees of freedom. Numerical results demon-
strate that our fixes enable second-order forms to solve
eigenvalue problems accurately and efficiently.
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Iterative Lanczos Methods for Principal Compo-
nents Analysis of Genomics Data

Finding the largest few principal components of a matrix
of genetic data is a common task in genome-wide associ-
ation studies (GWASs), both for dimensionality reduction
and for identifying unwanted factors of variation. We de-
scribe a simple random matrix model for matrices that
arise in GWASs, showing that the singular values have a
bulk behavior that obeys a Marchenko-Pastur law with a
handful of large outliers. We also implement Golub-Kahan-
Lanczos (GKL) bidiagonalization in the Julia programming
language, providing thick restarting and a choice between
full and partial reorthogonalization strategies to control
numerical roundoff. Our implementation of GKL bidiago-
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nalization is up to 36 times faster than software tools used
commonly in genomics data analysis for computing prin-
cipal components, such as EIGENSOFT and FlashPCA,
which use dense LAPACK routines and randomized sub-
space iteration respectively.
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Applying the Feast Sparse Eigensolver to the Sin-
gular Value Decomposition

The FEAST eigenvalue solver is a contour integration-
based algorithm for solving large, sparse eigenvalue prob-
lems. By mathematically separating the spectrum of a ma-
trix into multiple non-intersecting intervals, FEAST makes
it possible solve an eigenvalue problem in parallel by find-
ing the eigenvalues and eigenvectors in each interval in-
dependently. In this talk we discuss the application of
the FEAST algorithm to finding the singular values and
singular vectors of a matrix by solving the corresponding
eigenvalue problem.
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PRIMME SVDS: A High-Performance Precondi-
tioned SVD Solver for Accurate Large-Scale Com-
putations

The increasing number of applications requiring the solu-
tion of large scale singular value problems have rekindled
interest in iterative methods for the SVD. Some promis-
ing recent advances in large scale iterative methods are
still plagued by slow convergence and accuracy limita-
tions for computing smallest singular triplets. Further-
more, their current implementations in MATLAB cannot
address the required large problems. Recently, we pre-
sented a preconditioned, two-stage method to effectively
and accurately compute a small number of extreme singu-
lar triplets. In this research, we present a high-performance
software, PRIMME SVDS, that implements our hybrid
method based on the state-of-the-art eigensolver package
PRIMME for both largest and smallest singular values.
PRIMME SVDS fills a gap in production level software for
computing the partial SVD, especially with precondition-
ing. The numerical experiments demonstrate its superior
performance compared to other state-of-the-art software
and its good parallel performance under strong and weak
scaling.
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Randomized Algorithm for Computing Or Updat-
ing SVD

Randomized algorithms have emerged as promising algo-
rithms to compute truncated SVD for analyzing large data
sets. In this talk, we present our recent studies in using
randomized algorithms for computing truncated SVD on
the current computers.
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Lagrangian Particle Methods for Euler Equations:
Stability, High Order Convergence, and Limiters

A new Lagrangian particle method for solving Euler equa-
tions for compressible inviscid fluid or gas flows is proposed.
Similar to smoothed particle hydrodynamics (SPH), the
method represents fluid cells with Lagrangian particles
and is suitable for the simulation of complex free sur-
face and multiphase flows. The main contributions of our
method, which is different from SPH in all other aspects,
are as follows. (a) Significant improvement of approxima-
tion of differential operators based on a polynomial fit via
weighted least squares approximation and the convergence
of prescribed order. (b) An upwind first order and unsplit
second-order particle-based algorithms providing accuracy
and long-term stability. A limiter method that combines
the second and the first order methods with proper weights
has been developed for the reduction of dispersive behav-
ior of the second order scheme. (c) Accurate resolution
of states at free interfaces using a ghost particle method.
Numerical verification tests demonstrating accuracy the
convergence order will be presented. In particular, wave
propagation problems and the Gresho vortex, known as a
difficult test for SPH, demonstrated the expected conver-
gence order. Examples of complex free surface flows as
well as applications of the method to high energy density
problems will also be discussed.
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Adaptive Particle-in-Cloud Method for Optimal
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Solutions of Vlasov-Poisson Equations

A new adaptive Particle-in-Cloud (AP-Cloud) method for
obtaining optimal numerical solutions to the VlasovPois-
son equation has been developed. Unlike the traditional
particle-in-cell (PIC) method, which is commonly used
for solving this problem, the AP-Cloud adaptively selects
computational nodes or particles to deliver higher accu-
racy and efficiency when the particle distribution is highly
non-uniform. Unlike other adaptive techniques for PIC,
our method balances the errors in PDE discretization and
Monte Carlo integration, and discretizes the differential op-
erators using a generalized finite difference (GFD) method
based on a weighted least square formulation. As a re-
sult, AP-Cloud is independent of the geometric shapes of
computational domains and is free of artificial parameters.
Efficient and robust implementation is achieved through
an octree data structure with 2:1 balance. We analyze the
accuracy and convergence order of AP-Cloud theoretically,
and verify the method using an electrostatic problem of
a particle beam with halo. Simulation results show that
the AP-Cloud method is substantially more accurate and
faster than the traditional PIC, and it is free of artificial
forces that are typical for some adaptive PIC techniques.
AP-Cloud has been applied to the simulation of modula-
tion problem in the concept of CoherentElectron Cooling.
It has achieved a good agreement with theoretical verifi-
cation tests and predicted the modulation for real particle
beams.
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Scalable Mesh Infrastructure for Particle-in-Cell
Magnetic Fusion Simulations

Particle-in-cell (PIC) method has been widely adopted to
solve 5D Gyrokinetic (GK) Vlasov-Poisson (or Maxwell)
PDE system for electrostatic (or electromagnetic) plasma
turbulence simulations at first principle level using super-
computers in magnetic fusion community. In actual im-
plementation, one of popular ways to manage the mesh for
scalability concern is that each compute node has a copy of
entire mesh and its 3D fields even with domain and particle
decomposition techniques in order to avoid communicating
field information for particle push with partitioned mesh.
However, considering increasing demands on larger num-
ber of elements and particles such as multi-scale turbulence
simulation for a whole device, scalability of that algorithm
is questionable for the larger scale of simulations. In this
presentation, we introduce a new unstructured mesh dis-
tribution method with associated mesh-based particle data
structure and particle search algorithm using topological
adjacency. This method is built on the parallel unstruc-

tured mesh infrastructure (PUMI) [D.A. Ibanez, E.S. Seol,
C.W. Smith, M.S. Shephard, PUMI: Parallel Unstructured
Mesh Infrastructure, ACM Transactions on Mathematical
Software, 42(3), Article No. 17 (2016)] considering physics
of particle orbits in magnetic fusion device. The detailed
algorithm and performance comparison with the conven-
tional algorithm will be presented.
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Data-Driven Model Reduction and the Preserva-
tion of DAE Structure

In this talk we will consider data-driven model reduction
in the Loewner framework. In general this approach does
not preserve the DAE structure (for instance, a system
frequency response which tends to infinity with increas-
ing frequency). We will address this issue in the case that
the defining system matrices do not have structure. An
important tool in this respect is the Moore-Penrose pseu-
doinverse. Several examples will illustrate the proposed
method.
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Preserving Passivity with Data-Driven Models

A data-driven model reduction strategy is introduced that
preserves both stability and passivity by recovering and op-
timizing port-Hamiltonian (PH) structure consistent with
the observed system response. The approach is based on
a successful strategy for reducing PH systems with (ex-
plicit) interpolatory projections that are iteratively refined
to produce good H∞ performance. The data-driven re-
formulation developed here involves semidefinite program-
ming problems of small size. The effect of measurement
noise is considered.
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A Comparison of Three MOR Methods for LSS:
The Loewner Framework, Balanced Truncation
and Optimal H2

We discuss model order reduction (MOR) of linear
switched systems (LSS). Such a system switches among
a finite number of linear subsystems (or modes). For
the clarity of exposition, we analyze solely the case with
two modes. First contribution is generalizing the Loewner
framework to the class of LSS. We devise a moment match-
ing method that constructs reduced order models whose
generalized transfer functions match those of the original
system on a grid of selected frequencies, or interpolation
points. This requires the appropriate definition of trans-
fer functions for LSS. The next method represents a novel
approach towards balanced reduction for linear switched
systems. We compute the controllability and observability
gramians P and Q corresponding to each active mode by
solving systems of coupled generalized Sylvester equations.
As for bilinear systems, there are infinitely many time do-
main Volterra kernels that are used to define an H2-type of
norm. We show how to directly evaluate this norm using
the system matrices and the gramians. Finally, the third
method is an adaptation of the BIRKA method for LSS.
The main goal is constructing locally optimal reduced or-
der models for which the approximation error is minimal
w.r.t. the new introduced norm. We provide a recursive al-
gorithm (named SIRKA) that, upon convergence, produces
the desired reduced system. We illustrate the practical ap-
plicability of the proposed methods by means of several
numerical examples.
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H2-Optimal Model Approximation by Structured
Time-Delay Reduced Order Models

Dynamical systems are the basic framework used for mod-
eling, controlling and analyzing a large variety of systems
and phenomena. Due to the increasing use of dedicated
computer-based modeling design software, numerical sim-
ulation turns to be more and more used to simulate a com-
plex system or phenomenon and shorten both development
time and cost. However, the need of an enhanced model
accuracy inevitably leads to an increasing number of vari-
ables and resources to manage at the price of a high nu-
merical cost. This counterpart is the justification for model
reduction and several approaches have been effectively de-
veloped since the 60’s. Among these, interpolation-based
methods stand out due to their flexibility and low com-
putational cost, making them a predestined candidate in
the reduction of truly large-scale systems. In this contri-
bution, we address the model reduction problem for re-
duced order models with delay-structure. Some recent de-
velopments on the H2 model reduction problem and in-
terpolation based framework are presented for the case of
Time-Delay Systems (TDS). Firstly, some new results on
H2-optimal reduction for input/output time-delay models

will be presented as interpolation conditions. Secondly, the
H2 model reduction problem will be addressed in the case
the reduced-order model is a linear combination of simple
coprime structures. All theoretical results are illustrated
with some numerical examples.
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Towards an Exascale Hyperbolic PDE Engine:
High-Order ADER-DG on Tree-Structured Carte-
sian Meshes

The ExaHyPE project develops an engine for the solution
of hyperbolic PDEs at exascale. Our approach is based on
a space-tree discretization of the computational domain, a
numerical scheme with high-order Discontinuous Galerkin
space time discretization and a posteriori subcell limiting.
This setup is envisaged to combine highest numerical ac-
curacy with the exploitation of massive parallelism and an
intense level of adaptive mesh refinement. The ultimate
applications of the ExaHyPE engine will be grand chal-
lenge simulations stemming from the fields of astro-physics
and geo-sciences. In this talk, we present the current sta-
tus of the ExaHyPE project in general and in particular
the parallel adaptive mesh refinement capabilities of the
engine.
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Adaptive Methods in Uintah for Mesh Refinement
and Resilience in Time-Dependent PDEs

Two non-standard approaches involving the use of adaptive
methods are considered in the Uintah software framework.
Modeling thermal radiation is both important for real ap-
plications and computationally challenging in parallel due
to its all-to-all physical and resulting computational con-
nectivity. As a direct all-to-all treatment of radiation is
prohibitively expensive on petascale computers, We show
that scalability can be achieved through a combination of
reverse Monte Carlo ray tracing (RMCRT) techniques com-
bined with AMR, to reduce the amount of global commu-
nication leading to excellent strong scaling results to 16384
GPUs on Titan. An AMR approach to resilience is consid-
ered using task replication at a coarse level as a task may
be replicated on a coarser mesh at 1/8 of the cost of its
parent. If the parent task fails then interpolation is used
to reconstruct the parent task data. This requires high-
accuracy interpolation routines that preserve the physical
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characteristics of the underlying solution, such as positivity
without introducing errors that persist. Experiments using
Uintah illustrate the success of these two approaches.
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The Resiliency of Multilevel Methods on Next
Generation Computing Platforms: Probabilistic
Model and Its Analysis

With the the advent of exascale computing expected within
the next few years, the number of components in a system
will continue to grow. The error rate per individual compo-
nent is unlikely to improve, however, meaning that future
high performance computing will be faced with faults oc-
curring at significantly higher rates than present day instal-
lations. Therefore, the resilience properties of numerical
methods will become important factors in both the choice
of algorithm and in its analysis. In this talk we present
a framework for the analysis of linear iterative methods
in a fault-prone environment. The effects of random node
failures and bit flips are taken into account through a prob-
abilistic model involving random diagonal matrices. Using
this model, we analyze the behavior of two- and multigrid
methods as well as domain decomposition solvers. Both
analytic convergence estimates for these methods and sim-
ulation results will be discussed.
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Multilevel Inference with PETSc

We present an example of the inference of uncertain param-
eters in multiphysics simulation using PETSc, the Portable
Extensible Toolkit for Scientific Computing. For our sim-
ulations, we construct high resolution, 3D regional ther-
mal structures for mantle convection simulations using the
SubductionGenerator program. In the presented work, we
seek to improve the 3D thermal model and test different
model geometries and dynamically driven flow fields using
constraints from observed seismic velocities and plate mo-
tions. We incorporate a variety of data sources, including
sea floor ages and geographically referenced 3D slab loca-
tions based on seismic observations. Through a formal ad-
joint analysis, we construct the primal-dual version of the
multi-objective PDE-constrained optimization problem for
the plate motions and seismic misfit. We have efficient,

scalable preconditioners for both the forward and adjoint
problems based upon a block preconditioning strategy. The
full optimal control problem is formulated on a nested hi-
erarchy of grids, allowing a nonlinear multigrid method to
accelerate the solution.
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Exploring On-Node Programming Models for Ir-
regular Algorithms

Lately, computing systems that are of heterogeneous and
manycore in nature have become mainstream delivering
a thousand-fold increase in processing capabilities. Al-
though modern architectures provide several opportunities
to achieve good performance, there are still numerous soft-
ware challenges that need to be addressed. Especially with
algorithms that are irregular such as sparse FFT, the soft-
ware challenges are multifold since the memory access pat-
terns in these kinds of applications are irregular and they
remain unknown until runtime and often vary across the
computation, dynamically. This talk will present paral-
lelization and optimization techniques used by both high-
level directive-based and low-level languages along with
runtime transformation techniques to improve cache uti-
lization and increase temporal and spatial locality in order
to port irregular applications to heterogeneous platforms.
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Dense Linear Algebra at Exascale: Challenges and
Opportunities

A very wide range of science and engineering applica-
tions depend on the functionality of dense linear algebra
libraries. Our current libraries have historically been in
high demand because of their inherent properties, namely,
high performance, coverage, efficiency, scalability, reliabil-
ity, portability, and reasonable ease of use. Exascale-ready
applications has one clear implication: they must be able
to make effective and efficient use of distributed memory
at scale. But with the end of Dennard scaling and the
consequent rise of processor architectures that are hetero-
geneous, multicore, bandwidth deficient, and energy con-
strained, this already formidable challenge has only got-
ten harder. On all the systems projected along the road
to Exascale, the problem of computing with distributed
memory has become the problem of computing with het-
erogeneous distributed memories; executing at scale means
the coordinated use of various different kinds of memory,
on various different kinds of devices, that have to be ac-
cessed through various different hardware/software inter-
faces. We present techniques to implement a DLA library
that integrates seamlessly into the Exascale ecosystem. To
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redesign and deliver a state-of-the art implementation of
the foundational DLA package that many Exascale appli-
cations will require we combine the strengths of existing
technologies and engineering them for the complexities of
Exascale.
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Interoperability, Portability and Productivity
Challenges for Transforming Legacy Applications

We need the programming environments to step up to meet
with the rapidly changing hardware architectures. The
programming environments is expected to consider a num-
ber of factors such as performance, portability, productiv-
ity/programmability, interoperability along with correct-
ness and reproducibility and strive to achieve a balance
between these factors. To that end, this talk focusses on
Legion, a data-centric model that facilitates co-designing
programming models with programming systems that in-
cludes efficient placement and movement of data. The talk
will also discuss how Legion has been evaluated using real
applications such as S3D, a production combustion simula-
tion, on Titan and Piz-Daint supercomputers demonstrat-
ing better scheduling strategies and scalability analysis.
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Preparing Sandia’s Application Portfolio for the
Future Using Kokkos

Recognizing the challenges laying ahead with radically
changing processor design for High Performance Comput-
ing, Sandia started the development of a programming
model for performance portability in 2011. The outcome
of this effort is Kokkos, a programming model which pro-
vides on-node abstractions for complex memory hierarchies
and heterogeneous execution resources. Its implementation
through C++ template meta-programming is now ready
for production use, and Sandia embarked on the journey
to port its application portfolio to Kokkos. In this talk the
six core abstractions of Kokkos (execution spaces, execu-
tion patterns, execution policies, memory spaces, memory
layout and memory traits) will be briefly introduced, be-
fore discussing their use in applications. Additionally the
particular challenges of moving a programming model from
research state to production use will be highlighted.
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Enabling Low Mach Fluid Simulations Using Trili-
nos

In this talk I will provide a high level overview of Sandia
National Labs’ Trilinos project: current capabilities, ap-
plication impact, and future directions. Special attention
will be given to linear solver capabilities and fundamental
underlying libraries. I will then discuss the impact of Trili-
nos parallel solver technology on simulations in the open
source low Mach turbulent flow code Nalu. In particu-
lar, I will focus on the solution methods applied to the
pressure system. These methods involve Krylov iterative
solvers preconditioned by algebraic multigrid (AMG). The
AMG itself depends on iterative smoothers, direct solvers,
and load-balancing, all supplied by other Trilinos libraries.
The talk will conclude with parallel numerical results.
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A Parallel Approach for the Multi-Level HP-
Adaptive Finite Cell Method

The multi-level hp-refinement scheme [ N. Zander et al.,
Multi-level hp-adaptivity, Comput. Mech, vol. 55, no 3, pp.
499-517, 2015 ] is an extension of the finite element method
that allows local mesh adaptation without the trouble of
constraining hanging nodes by performing spatial refine-
ment based on superposition. This contribution presents
an MPI-parallel implementation of this scheme, adapted
to its hierarchical structure. Our implementation utilizes
routines from the Trilinos project to achieve better per-
formance for different problem classes. Furthermore, we
combine the hp-scheme with the finite cell method [ A.
Düster et al., The finite cell method for three-dimensional
problems of solid mechanics, Comput. Method. Appl. M.,
vol. 197, no 4548, pp. 3768-3782, 2008 ], a high-order fic-
titious domain method, in order to perform computations
on domains of complex shape.
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Large Scale Computational Inelasticity Using the
Trilinos Framework

Several manufacturing and processing applications involve
the use of materials beyond their elastic limit, and their
simulation requires the development and implementation
of complex nonlinear inelastic constitutive models. Within
this broad class of problems, we focus on a rate-objective
constitutive model that combines J2 plasticity with the
Norton creep law for a thermoelastic material. We dis-
cretize the resulting equations using a stabilized finite el-
ement method in space. We apply the backward Euler
method in time, and at every time step solve the result-
ing set of nonlinear equations through the use of a return-
mapping algorithm, where we construct an elastic predic-
tor and an efficient inelastic corrector, which requires the
solution to (just) two scalar equations. We have imple-
mented this algorithm within Albany, a multi-physics code
that heavily leverages theTrilinosframework. The compo-
nents that are key to our application are the automatic dif-
ferentiation capability to calculate the consistent tangent
of a complex constitutive model, and the use of Krylov-
subspace methods with efficient multigrid preconditioners
to solve the resulting system of linear equations. We de-
scribe the optimal choices of parameters within these al-
gorithms, and the simulation of large-scale problems with
upwards of billions of degrees of freedom. We also discuss
the strong parallel scaling of the overall scheme, and other
applications and extensions of this approach.
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Using Trilinos Components to Construct Reduced
Order Models for Wind Turbine Wake Develop-

ment from Lidar Measurements

The focus of our research is the real-time characterization
of the wake behind wind turbines in the setting of a wind
farm. We accomplish this through simulations based on
a reduced-order model (ROM) derived from a snapshot
matrix. The data that comprises the snapshot matrix
comes from a library of simulations. These simulations are
solved using a fully coupled, fully implicit, second-order
accurate method for the primitive variable form of the
Navier-Stokes Equations. This method was formed by
Elman, Howle, Shadid, and Tuminaro in their 2003 paper.
We use the iterative linear solve package Belos with
block preconditioning handled via Playa and multi-level
preconditioning handled via ML to implement this solving
strategy.

We consider several different approaches for constructing
the ROM from the proper-orthogonal decomposition
(POD), which we acquire through use of the Anasazi
package. These ROM techniques share two main principles
in common. First, the methods do not do not require
the velocity field to be discretely divergent-free in the
resulting discretization of the Navier-Stokes Equation.
Second, these methods incorporate modes for the pressure
fields into the ROM.
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Convergence Between Big Data and HPC from the
Application Point of View

Convergence between Big Data and HPC is a major con-
cern since many years now and has a strong influence on
supercomputer design. But this only a small part of the
problem. We have now more and more scientific cases to
deal with needing both huge data management (storage,
treatment, analysis, distribution ...) and huge computing
power. The data are coming both from numerical simula-
tions and experiments and the treatment associated are
getting more and more complex from different point of
views: worldwide data distribution, volume of data, com-
plexity and cost of data treatment... We will illustrate in
this talk some of these problematics using different scien-
tific use cases (astronomy, genomics, climate...) and we
will try to identify some major challenges.
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Application Development Framework for Many-
core Architectures in Post-K/Post-Moore Era

Increasing compute intensity is essential for extracting po-
tential performance of modern HPC systems efficiently. On
the contrast, we should pay more attention to data move-
ment intensity on the Post Moore Systems (PMS), where
the features of the PMS are (1) high bandwidth in mem-
ory and network, (2) large capacity of memory and cache,
and (3) large and heterogeneous latency due to deep hi-
erarchy in memory and network. This presentation de-
scribes the strategy of research and development of numer-
ical algorithms and methods for applications, such as linear
solvers, and automatic-tuning (AT) framework, on Exas-
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cale Systems and the PMS. Actually, problems on large
and heterogeneous latency due to deep hierarchy in mem-
ory and network are common issues for Exascale Systems
and the PMS. Therefore, we are focusing on the meth-
ods, which are suitable for hiding network latency, such
as pipelined algorithms, and parallel-in-space/time (PiST)
algorithms. Since 2011, we have been developing ppOpen-
HPC which is an open source infrastructure for develop-
ment and execution of optimized and reliable simulation
codes with automatic-tuning (AT) on post-peta-scale (pp)
parallel computers based on manycore architectures. Fi-
nally, ppOpen-HPC will be extended for the Exascale Sys-
tems and the PMS by integrating these newly developed
libraries for linear solvers considering hierarchy of network,
and new AT framework based on strategy for data move-
ment intensity.
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ShyLU: A Collection of Node-Scalable Sparse Lin-
ear Solvers

As node level parallelism increases manyfold new ideas are
needed for sparse subdomain solvers on the node. These
ideas are both at algorithmic level and at the parallel imple-
mentation level. This talk will focus on both these aspects.
At the algorithmic level we will focus algorithms on asyn-
chronous algorithms and algorithms for two-dimensional
data layouts. At the implementation level we will focus on
task-based implementations and point-to-point communi-
cation between threads. Performance portability of these
ideas in various architectures will also be discussed. All
the work that is discussed here will be based on the ShyLU
package in Trilinos. This talk will also provide an overview
of the ShyLU software framework and how it fits into the
larger system-level solvers such as domain decomposition
or multigrid solvers.
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CHiS: An Efficient CPU/GPU Direct Linear Sys-
tem Solver for 3D FDFD Photonic Device Analysis

Finite-difference frequency-domain method is an impor-
tant tool for photonics analysis such as resonance, sensor,
and spectrum-sensitive applications. Discretizing the 3D
Maxwell equations results in sparse complex unsymmetric
ill-conditioned linear systems. An efficient preconditioner
is absent for an iterative solver, and the vector field com-
puting leads to high computation cost and memory require-
ment for a direct solver. We propose Compressed Hierar-
chical Schur method (CHiS) to overcome the difficulties.
The CHiS concept is derived from domain decomposition
and nested dissection, while computation redundancy is
identified among subdomains and separators based on the
physical problem, discretization, and relations among the

hierarchy. The interfaces between subdomains and separa-
tors can be greatly reduced by defining of unit face and edge
interfaces. For photonic devices with large homogeneous
bulks or periodic structures, a large portion of redundancy
can be identified and removed during numerical factoriza-
tion. By using the CHiS, computation time and memory
requirement can be significantly reduced. The efficiency of
the CHiS is further enhanced by modern processors and ac-
celerators. The proposed CHiS is tested on multicore-CPU
with or without multiple-GPUs for performance analysis.
These new techniques can greatly reduce design timeframe
in the future development of photonic devices and circuits.
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Backward SDE Methods for Nonlinear Filtering
Problems

A nonlinear filtering problem can be classified as a stochas-
tic Bayesian optimization problem of identifying the ran-
dom state of a stochastic dynamical system given noisy ob-
servations of the system. Well known numerical simulation
methods include unscented Karlman filters and particle fil-
ters. In this talk, we attempt to construct efficient numeri-
cal methods using forward backward stochastic differential
equations. The backward SDEs for the nonlinear filtering
problems are the counter parts of Fokker-Planck equations
for SDEs with no observation constraints. In this talk, we
will describe the process of deriving such backward SDEs as
well as the corresponding high order numerical algorithms
for nonlinear filtering problems.
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Effective Computational Methods for Optimal
Control Problems of Random PDEs

In this talk, we consider an optimal control problem for
partial differential equations with random inputs. To de-

termine an applicable deterministic control f̂(x), we con-
sider the four cases which we compare for efficiency and
feasibility. We prove the existence of optimal states, ad-
joint states and optimality conditions for each cases. We
also derive the optimality systems for the four cases. The
optimality system is then discretized by a standard finite
element method and sparse grid collocation method for
physical space and probability space, respectively. The nu-
merical experiments are performed for their efficiency and
feasibility.
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Multi-Level Monte Carlo Finite Element Method
for Stochastic Optimal Control Problem

We consider the implementation of multi-level Monte Carlo
finite element method (MLMC-FEM) to an elliptic op-
timal control problem with uncertain coefficients and its
surrogate model. Sample size formulas for each level of
MLMC from the perspective of optimization, i.e., minimiz-
ing the computational error/cost with given computational
cost/error, were derived. A gradient-based optimization
algorithm using MLMC-FEM was proposed and compared
to the results obtained by classical Monte Carlo method
that employs many more degrees of freedom. These com-
parisons show the effectiveness and feasibility of the use
of MLMC for obtaining accurate optimal solutions, which
are required to construct statistical moments associated
with the quantity of interest (QoI), of the stochastic con-
trol problem at low cost.
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Inverse Problems Matching Statistical Moments in
PDEs with Random Data

We present a parameter identification problem constrained
by PDEs with random input data. Several identification
objectives are discussed that either minimize the expecta-
tion of a tracking cost functional or minimize the differ-
ence of desired statistical quantities in the appropriate Lp

norm. The stochastic parameter identification algorithm
integrates an adjoint-based deterministic algorithm with
the sparse grid stochastic collocation FEM approach. The
proof of the error estimates uses a Fink-Rheinboldt theory
for parametrized nonlinear equations.
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Optimal Regularized Inverse Matrices for Inverse
Problems

We consider optimal low-rank regularized inverse matrix
approximations and their applications to inverse prob-
lems. We give an explicit solution to a generalized rank-
constrained regularized inverse approximation problem.
We propose an efficient rank-update approach that decom-
poses the problem into a sequence of smaller rank prob-
lems. Using various examples, we demonstrate that more
accurate solutions to inverse problems can be achieved by

using rank-updates to existing regularized inverse approx-
imations.
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Efficient UQ Strategies in High-Dimensional In-
verse Problems

It is important to separate the representations of the in-
verse problem and solution from those of the forward prob-
lem and its solution. This prevents accuracy requirements
on one from influencing the other and avoids unnecessary
mappings across multiple meshes and its associated prob-
lems. This in turn provides several advantages for efficient
sampling strategies for high dimensional inverse problems.
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Uncertainty Quantification in the Accelerated Cli-
mate Modeling for Energy

Climate models contain a large number of empirical param-
eters that are inherently uncertain. The standard practice
of parameter estimation is to sequentially conduct a se-
ries of model simulations, subjectively evaluate the models
predictive skill after each simulation, and manually adjust
the parameter values based on experts interpretation of the
models response to parameter changes. Neither the current
parameter estimation practice nor the standard UQ meth-
ods will be affordable for the climate models that are typ-
ically very time-costly. We apply the compressive sensing
based techniques to build surrogate model for the climate
simulations. Therefore the uncertainty quantification and
the parameter estimate of the climate model can be per-
formed based on the surrogate model. Our method requires
fewer data than the standard compressive sensing method
to reach the same accuracy level as it enhances the sparse of
the surrogate model. We will use 100km resolution Accel-
erated Climate Modeling for Energy (ACME) simulations
to demonstrate the efficacy of our method.
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A Data-Driven Approach to Quantify and Reduce
Model-Form Uncertainty in Turbulent Flow Simu-
lations

Model-form uncertainty in Reynolds-Averaged Navier-
Stokes (RANS) simulations is a major obstacle for pre-
dictive applications, especially when they are used to
support high-consequence decisions related to turbulent
flows. In this work, we present a data-driven, physics-
informed Bayesian approach to quantify and reduce the
model-form uncertainties in RANS simulations. Pertur-
bations are directly introduced into the RANS modeled
Reynolds stresses and are represented with compact pa-
rameterization accounting for prior knowledge and phys-
ical constraints. These physics-based perturbations are
compared to those obtained by random matrix theoretic
approach with maximum entropy, which can be utilized
to assess the specification of physical priors. With sparse
available online data, the model-form uncertainties can be
reduced based on an iterative ensemble Kalman method by
incorporating the data into the prior. Two representative
cases, flow over periodic hills and flow in a square duct,
are tested. Simulation results suggest that the propagated
mean quantities of interest (e.g., mean velocity, wall shear
stresses) from Reynolds stress posterior are significantly
improved over the baseline prediction.
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A Compatible Finite Element Dynamical Core

I will describe our research on numerical methods for at-
mospheric dynamical cores based on compatible finite ele-
ment methods. These methods extend the properties of the
Arakawa C-grid to finite element methods by using com-
patible finite element spaces that respect the elementary
identities of vector-calculus. These identities are crucial
in demonstrating basic stability properties that are nec-
essary to prevent the spurious numerical degradation of
geophysical balances that would otherwise make numeri-
cal discretisations unusable for weather and climate pre-
diction without the introduction of undesirable numerical
dissipation. The extension to finite element methods al-
low these properties to be enjoyed on non-orthogonal grids,
unstructured multiresolution grids, and with higher-order
discretisations. In addition to these linear properties, for
the shallow water equations, the compatible finite element
structure can also be used to build numerical discretisa-
tions that respect conservation of energy, potential vor-
ticity and enstrophy; I will survey these properties. We

are currently developing a discretisation of the 3D com-
pressible Euler equations based on this framework in the
UK Dynamical Core project (nicknamed ”Gung Ho”). The
challenge is to design discretisation of the nonlinear opera-
tors that remain stable and accurate within the compatible
finite element framework. I will survey our progress on this
work to date and present some numerical results.
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The Numa Framework for Nonhydrostatic Atmo-
sphere and Ocean Modeling

We give a progress report on the development of the NUMA
framework which is a modeling infrastructure for high-
order nonhydrostatic modeling of both the atmosphere and
ocean. High-order is achieved via the use of spectral el-
ement and/or discontinuous Galerkin methods on tensor-
product grids. In addition, NUMA is highly scalable and is
being retro-fitted to handle non-conforming adaptive grids.
NUMA is the original atmospheric component which is
used within the U.S Navy’s NEPTUNE next-generation
weather prediction system. The ocean component is known
as NUMO (O for Ocean). Both NUMA and NUMO share
the same: 1) high-order numerics, 2) time-integrators, 3)
iterative solvers, 3) parallel communication stencil, and
4) grid generation. In this talk, we shall describe the
NUMA/NUMO components and show the latest results
for both atmospheric and ocean applications in fully three-
dimensional domains.
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Multirate Time Stepping for Accelerating Explicit
Discontinuous Galerkin Computations with Appli-
cation to Geophysical Flows

This talk deals with transient adaptive high order methods
for the resolution of complex environmental fluid mechan-
ics problems. In a simple presentation, we will present
the most important challenges for the spatial and time dis-
cretizations on an one-dimensional simplified example, il-
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lustrating the fact that complex concepts can be explained
with simple equations and simple simulations. Adaptive
schemes is a research field that is likely to expand rapidly
in the near future. Global spatial and time high order
adaptive methods are attractive for ocean modeling be-
cause of their accuracy and their geometrical flexibility for
representing irregular boundaries and for local mesh refine-
ment. Running globally well-resolved general circulation
ocean models for climatic timescales is still an elusive goal.
A serious difficulty to reaching this goal is the likely need
to fully, or at least partially, resolve relatively small topo-
logical and dynamical features as mesoscale eddies, nar-
row sills, mid-ocean ridge, western boundary current and
equatorial circulation. This work is done in the frame-
work of the SLIM project (Second-generation Louvain-la-
Neuve Ice-ocean Model), which aims to build a numeri-
cal ice-ocean model using adaptive finite elements. Three-
dimensional and parallel computations will also be shown
in order to demonstrate that we can also handle very large
computations :-)
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High Level Implementation of Geometric Multigrid
Solvers for Finite Element Problems: Applications
in Atmospheric Modelling

In recent years, finite element methods have gained popu-
larity in the numerical weather prediction community due
to their ability to deal with non-orthogonal meshes and
high order discretisations. Compatible (or mimetic) spaces
offer some appealing features for models such as stable
discretisations of pressure gradients and geostrophic bal-
ance. However, they present challenges in solving the el-
liptic system resulting from implicit timestepping schemes.
The high aspect ratio domains typical in these problems
require us to treat the ”vertical” direction specially when
designing a solver if we want to achieve mesh-independent
iteration counts. In this talk I will discuss work in the
Firedrake finite element framework on developing custom
geometric multigrid solvers for these problems and present
an analysis of the resulting performance, solving problems
with up to two billion degrees of freedom.
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Sharp Interface Immersed Boundary Methods for
Heart Valve Fluid-Structure Interaction

The immersed boundary (IB) method is a mathematical
formulation and numerical approach to fluid-structure in-
teraction (FSI). The typical IB formulation of FSI consid-
ers the case of an elastic structure immersed in a viscous
incompressible fluid. The deformations and stresses of the
structure are described using Lagrangian variables, and the
momentum, viscosity, and incompressibility of the fluid-
solid system are described using Eulerian variables. Inte-

gral transforms with delta function kernels connect the La-
grangian and Eulerian frames. Conventional IB methods
approximate these Lagrangian-Eulerian interaction equa-
tions using regularized delta functions, but doing so limits
the formal order of accuracy of the IB method. This talk
will describe two approaches to obtaining higher-order ac-
curacy in the IB method for FSI problems involving thick
(codimension-0) immersed bodies. In one approach, we
use a version of the immersed interface method to treat
traction-like forces present at fluid-solid interfaces. In the
other, we split discontinuous field variables into the sum
of several smooth fields, which allows us to use standard
discretization technology while still sharply resolving flow
features at fluid-solid interfaces. We also apply these meth-
ods to model cardiovascular FSI, including in models of
prosthetic heart valves.
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Confining Active Matter

Abstract Not Available At Time Of Publication.
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Soft Matter and Fluids: An Overview and Chal-
lenges

The modeling of soft matter system in fluids is a rapidly
evolving area, with the development of new modeling tech-
niques and the application of existing techniques to novel
systems. The purpose of this talk is to introduce the typ-
ical physical systems under consideration, in addition to
to providing an overview of the various modeling methods
from different researchers.
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University at Buffalo - SUNY
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The Role of Cytoplasmic Rheology in Blebbing Dy-
namics

Blebs are pressure-driven protrusions that play an impor-
tant role in cell migration, particularly in 3D environments.
A bleb is initiated when the cytoskeleton detaches from the
cell membrane, resulting in the pressure-driven flow of cy-
tosol towards the area of detachment and local expansion of
the cell membrane. Recent experiments involving blebbing
cells have led to conflicting hypotheses regarding intracel-
lular pressure dynamics. A dynamic computational model
of the cell is presented to simulate these experiments, and
results show that complex rheology of cytoplasm is essen-
tial to explain experimental observations. The model is
also used to quantify intracellular pressure dynamics dur-
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ing different mechanisms of bleb initiation.

Wanda Strychalski
Department of Mathematics, Applied Mathematics, &
Statistics
Case Western Reserve University
wis6@case.edu

Robert D. Guy
Mathematics Department
University of California Davis
guy@math.ucdavis.edu

MS296

A Framework for Data Assimilation and Identifia-
bility Issues in Computational Hemodynamics

Three-dimensional models for hemodynamics have been
developed for more than twenty years. Tremendous
progress has been made: more and more scales and cou-
pled physical phenomena are taken into account, including
control and regulation mechanisms. But to make them
useful to clinical trials or surgical planning, these models
have to be patient-specific. This talk will be devoted to
a general framework to assimilate clinical measurements
into hemodynamics models. In this approach, state and
parameter estimation is performed by nonlinear filtering
in lumped parameter models, which act as reduced order
surrogates. A special emphasis is put on the issue of iden-
tifiability, which is addressed with a generalized sensitivity
analysis. The approach is applied to a patient specific aor-
tic coarctation case. Less than ten percents errors between
the clinically measured quantities and three-dimensional
simulation results for rest and stress are obtained. Lastly,
it is demonstrated that the proposed approach is capable
of dealing with a wide variety of measurements and cases
where the pressure and flow clinical measurements are not
taken simultaneously. Another application to liver surgery
simulation will be also presented.
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Fluid-Structure Interaction in Abdominal Aortic
Aneurysms: Multiscale Modeling of Tissue Me-
chanics and a Novel Wall Shear Stress Risk As-
sessment

Fluid-structure interaction (FSI) in arterial vessels is mod-
eled by considering an anisotropic non-linear elastic tissue
response. Tissue constitutive description accounts for arte-
rial wall features, in which collagen hierarchical organiza-
tion is modeled by integrating histological and chemico-
physical data within a multiscale structurally-motivated
approach [D. Bianchi et al. 2016, An integrated com-
putational approach for aortic mechanics including geo-
metric, histological and chemico-physical data, J Biomech
S0021-9290:30136]. Pulsatile blood flow is described via
the Arbitrary-Lagrangian-Eulerian method and by involv-
ing a 3D-0D coupling for treating adsorbing boundary con-
ditions on the vessel segment. Nonlinear finite-element
schemes are adopted to solve the 3D multiscale FSI prob-
lem and thrombus deposition risk assessment is conducted
via wall shear stress analysis. Classical and novel risk in-
dicators based on the Three-Band Decomposition method
[Nestola et al. 2016 Three-band decomposition analysis in
multiscale FSI models of abdominal aortic aneurysms Int

J Mod Phys C 27:1650017] are compared and contrasted
with the expected clinical evidence. The proposed compu-
tational framework allows to identify accurate stress and
strain patterns at the tissue level and depending on tis-
sue microstructure, opening to clarify the etiology of some
cardiovascular diseases and physiopathological remodeling
mechanisms.
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A Comprehensive Framework for Thoracic Aortic
Endograft Simulations: from Virtual Deployment
to Computational Fluid-Dynamics

Thoracic endovascular aortic repair (TEVAR) is nowadays
a consolidated alternative to open surgery to treat aor-
tic diseases such as aneurysms and dissections. A cor-
rect pre-operative planning is essential for positive long-
term outcomes of the procedure and to avoid drawbacks
such as endoleaks. Diseased thoracic aorta is character-
ized by complex and tortuous geometries with high inter-
individual variability. In particular, angulated arches are
more prone to suffer post-operative complications. Thus,
even the selection of simple geometrical variables of the en-
dograft such as length and diameter could be cumbersome.
Motivated by such considerations, in this work we propose
a framework to simulate the stent deployment within an
aorta creating then the computational mesh to perform
fluid-dynamics simulations. The final result is a well fit-
ted geometry representing the fluid dynamics scenario as
it would be after the surgery. Prospective endograft appo-
sition, blood dynamics and drag force are compared with
the real post operative simulation showing good agreement.
We conclude that this framework is a key step to simulate
TEVAR in order to predict stent malappositions and to
evaluate post-surgery complications.
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Numerical Assessment of Hemodynamics in Retro-
Fontan Connections

The Fontan operation is the third and final step of a multi-
stage surgery designed to separate systemic and pulmonary
circulations in patients born with single-ventricle heart de-
fects. The Fontan operation results in a surgical anasto-
mosis called the total cavopulmonary connection (TCPC)
that allows deoxygenated blood to bypass the heart and
continue to the lungs. A surgeon can construct variations
of the TCPC depending on the location of the heart and
other organs. This study examines a cohort of ten patients
with retro-Fontan connections. These connections include
an extended conduit routing more laterally and anteriorly
than a traditional extra-cardiac baffle. This unique ap-
proach provides the means for patients with anatomical
abnormalities of the heart and visceral organs to undergo
these life-saving surgeries, despite obstructions for the tra-
ditional lateral tunnel or extra-cardiac conduit. This study
evaluates the hemodynamics of the retro-Fontan connec-
tion using computational fluid dynamics to assess hepatic
blood flow distribution and energy losses in the TCPC. Al-
ternative hypothetical traditional Fontan surgical options
will be modeled on the same patient group to compare the
performance of the retro-Fontan option. This study will
provide insight into the effectiveness of this retro-Fontan
connection as an alternative to other surgical means.
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Phase Transition in a Model for Gang Territorial
Development

One of the most important mechanisms for gang territo-
rial development involves putting down graffiti to give the
gang a claim to the marked area, a job which is often rel-
egated to the youngest members of the gang. Here, we
examine an agent-based model for two gangs, where each
agent puts down graffiti markings and moves on the lattice
to preferentially avoid areas marked by the other gang. A
similar spin-model was shown to have a phase transition
by Barbaro, Chayes, and D’Orsogna, using methods from
statistical physics. Here, we take an agent-based approach
and observe that the systems undergoes a phase transition
as the intensity of the avoidance of the other gang’s graffiti
is varied. We then derive a system of macroscopic PDEs
from the model and examine the stability of its stationary
states.
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A Transport Model of Data Flows in HPC Envi-
ronments

Scientific computing in high performance computing
(HPC) environments is characterized by distributing over
many processors a computational task which is then per-
formed by iteratively performing some subtasks on each
processor and then communicating relevant information
across the network of processors. Our goal is to develop a
quantitative predictive model for the performance of com-
putations performed on large-scale systems. To this end,
we describe a discrete model of inter-processor communica-
tions. We then study the asymptotic limit of this discrete
model; this results in a multi-dimensional transport equa-
tion presenting several theoretical and numerical challenges
which we discuss.
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Inhomogeneous Boltzmann-Type Equations Mod-
elling Opinion Leadership and Political Segregation

In recent years different kinetic models to describe the pro-
cess of opinion formation have been proposed. Such mod-
els successfully use mathematical tools from statistical me-
chanics to describe the behaviour of a large number of in-
teracting individuals in a society. This leads to generaliza-
tions of the classical Boltzmann equation for gas dynamics.
Most approaches in the literature assume a homogeneous
society. To model additional sociologic effects in real soci-
eties, e.g. the influence opinion leaders, one needs to con-
sider inhomogeneous models. In this talk we discuss such
kinetic models for opinion formation, where the opinion
formation process depends on an additional independent
variable, e.g. a leadership or a spatial variable. More specif-
ically, we consider: (i) opinion dynamics under the effect of
opinion leadership, where each individual is characterised
not only by its opinion, but also by another independent
variable which quantifies leadership qualities; (ii) opinion
dynamics modelling political segregation in ‘The Big Sort’,
a phenomenon that US citizens increasingly prefer to live
in neighbourhoods with politically like-minded individu-
als. Based on microscopic opinion consensus dynamics
such models lead to inhomogeneous Boltzmann-type equa-
tions for the opinion distribution. We derive macroscopic
Fokker-Planck-type equations in a quasi-invariant opinion
limit and present results of numerical experiments.
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Uncertainty Quantification for Kinetic Equations
in Socio-Economic Sciences

In this talk we will focus on numerical methods for kinetic
equations of collective behavior with random input. These
models play a relevant role in for the description of com-
plex systems in social sciences, biology and robotics. In
such cases uncertainty exists in most modeling parameters.
The evolution of mesoscopic quantities for the mentioned
phenomena is usually given in terms of the so called aggre-
gation diffusion equations, for which steady state solutions
are known in some special cases. We design steady-state
preserving numerical methods in the UQ setting.
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Geometry-Dependent Viscosity Reduction in
Sheared Active Fluids

We investigate flow pattern formation and viscosity re-
duction mechanisms in active fluids by studying a gener-
alized Navier-Stokes model that captures the experimen-
tally observed bulk vortex dynamics in microbial suspen-
sions. We present exact analytical solutions including
stress-free vortex lattices and introduce a computational
framework that allows the efficient treatment of previously
intractable higher-order shear boundary conditions. Large-
scale parameter scans identify the conditions for sponta-
neous flow symmetry breaking, geometry-dependent vis-
cosity reduction and negative-viscosity states amenable to
energy harvesting in confined suspensions. The theory uses
only generic assumptions about the symmetries and long-
wavelength structure of active stress tensors, suggesting
that inviscid phases may be achievable in a broad class
of non-equilibrium fluids by tuning confinement geometry
and pattern scale selection.
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Structure and Dynamics of Dense Active Suspen-
sion Under Confinement

We analyze what is perhaps the simplest active fluid under
rigid confinement with complex dynamics: a suspension of
non-motile, but mobile, “extensor’ rods that exert active
dipolar stresses on a fluid. We first describe the system
through a kinetic theory based on microscopic modeling.
The stresses produced by particle activity produces long-
ranged hydrodynamic coupling, and for extensors can lead
to complex time-dependent flows and, depending upon flow
geometry, to a form of singularity dynamics through discli-
nation defect pair production, propagation, and annihila-
tion. We then study various useful closures of the kinetic
theory, particularly the ”Q-tensor” Bingham closure that
has been used to study suspensions of passive microscopic

rods. We demonstrate analytically and numerically that
the Bingham closure gives a very good statistical account-
ing, at much reduced computational cost, of the complex
dynamics particularly when alignment forces are predomi-
nant.
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Individual and Collective Dynamics of Bacteria and
Micro-Algae in Confinement

Solid boundaries alter both motion and spatial distribu-
tion of microorganisms in ways that are currently not com-
pletely understood. We present novel micro-swimmer mod-
els and simulations able to display correct features seen
in experiments such as bacteria circling near surfaces or
micro-algae scattering from them. For pushers like bacteria
we show that the correct flow singularity is more complex
than a force dipole. For bi-flagellates like micro-algae we
show that their behavior at surfaces results from a nuanced
interplay of flagellar contact, hydrodynamics, noise and cell
spinning, with the swimmer geometry being a crucial com-
ponent. Our results compare well with the most recent
experimental data and suggest ways of designing multi-
swimmer simulations that capture the correct physics.
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Transitions to Spontaneous Flows in Confined Ac-
tive Suspensions

Recent experimental studies have shown that confinement
can profoundly affect self-organization in semi-dilute ac-
tive suspensions, leading to striking features such as the
formation of steady and spontaneous vortices in circular
domains and the emergence of unidirectional pumping mo-
tions in periodic racetrack geometries. Motivated by these
findings, we analyze the two-dimensional dynamics in con-
fined suspensions of active self-propelled swimmers using
a mean-field kinetic theory where conservation equations
for the particle configurations are coupled to the forced
Navier-Stokes equations for the self-generated fluid flow.
In circular domains, a systematic exploration of the pa-
rameter space casts light on three distinct states: equilib-
rium with no flow, stable vortex, and chaotic motion, and
the transitions between these are explained and predicted
quantitatively using a linearized theory. In periodic race-
tracks, similar transitions from equilibrium to net pumping
to traveling waves to chaos are observed in agreement with
experimental observations and are also explained theoreti-
cally. Our results underscore the subtle effects of geometry
on the morphology and dynamics of emerging patterns in
active suspensions and pave the way for the control of ac-
tive collective motion in microfluidic devices.
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Adjoint-Based Methods for Design of Optimal Ex-
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periments for PDE Models

Mathematical models are of great importance for natural
sciences and engineering. Besides providing scientific in-
sight into processes, mathematical models are fundamental
for process simulation, optimization and control. However,
the results from simulation and optimization can be only
trusted as a basis for decision and control if an underlying
model describes a given process quantitatively and quali-
tatively correctly. This implies a model which is validated
by experimental data with sufficiently good estimates for
model parameters. The development and quantitative val-
idation of complex nonlinear differential equation models
is a difficult task that requires the support by numerical
methods for sensitivity analysis, parameter estimation, and
the optimal design of experiments. The talk will address
new developments in optimization methods for validation
of models, in particular design of optimal experiments for
PDE models based on the adjoint approach for the com-
putation of necessary reduced gradients and Hessians.
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Scalable Methods for Optimal Experimental De-
sign for Inverse Scattering

We consider the problem of finding the sensor locations
that maximize expected information gain in the recovered
medium in Bayesian inverse problems governed by PDEs.
The inverse problem is cast in the framework of Bayesian
inference, the solution of which is given by the posterior
probability density. The optimization criterion of maximiz-
ing expected information gain is expressed by maximizing
the Kullback-Leibler divergence from the prior to the pos-
terior. Computing this KL divergence in high parameter
dimensions and for expensive forward models is prohibitive.
Thus we turn to approximation of the integrand via a
quadratic Taylor series, which is made tractable by fast
randomized linear algebra methods. This leads to large-
scale optimization problems governed by multiple PDEs.
Examples are given for optimizing receiver locations for in-
verse scattering problems governed by Helmholtz forward
models.
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Approximate Experimental Design in High Dimen-

sional Spaces

Calibration and validation of models are inherently data-
driven processes. In order to maximize the amount of in-
formation provided by experimental data, data collection
needs to be judiciously performed, especially for those with
time consuming and costly operations. However, experi-
mental design in high dimensional spaces is always chal-
lenging as directly comparing Cartesian combinations is
usually impractical. In this work we propose an approxi-
mate Bayesian experimental design strategy which is shown
to be effective working in high dimensional spaces.
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Challenges in Computing Bayesian Designs for
Complex Models

The estimation of empirical and physical models is often
performed using data collected via experimentation. The
design of the experiment is crucial in determining the qual-
ity of the results. For complex models, an optimal design
often depends on features, particularly model parameters,
which are uncertain prior to experimentation. This depen-
dence leads naturally to a Bayesian approach which can (a)
make use of any prior information on these features, and
(b) be tailored to the reduction of posterior uncertainty.
Bayesian design for most realistic models is complicated
by the need to approximate an analytically intractable ex-
pected utility; for example, the expected gain in Shannon
information from the prior to posterior distribution. For
models which are nonlinear in the uncertain parameters,
this expected gain must be approximated numerically. The
standard approach employs “double-loop” Monte Carlo in-
tegration using nested sampling from the prior distribution.
Although this method is easy to implement, it produces bi-
ased approximations and is computationally expensive. In
this talk, we will describe, assess and compare some recent
alternatives to simple Monte Carlo sampling from the prior
for the approximation of expected utilities. The presented
methods include combinations of features from importance
sampling and Laplace approximations. Assessments will
include both computational cost and the statistical quali-
ties of the resulting approximations.
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Machine Learning Methods for Pairwise Scoring of
Protein Models

Generating accurate three dimensional conformations of
proteins from an amino acid sequence has been widely stud-
ied and has many applications. Recent advances in protein
conformational pool generation have allowed for greater
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focus in finding a satisfactory ranking of structure quality.
The goal is to generate an accurate and computationally
tractable global energy function for conformations. Previ-
ous attempts in the area have utilized GDT-TS - a recur-
sive sub-structure overlap algorithm that computes simi-
larity to the native conformation - as the response variable
for training a variety of machine learning models. Unfortu-
nately, this approach does not take into account the relative
nature of the scoring function for each protein. The pre-
dictor variables used are protein features based on physics
and statistical calculations, possible variations in the im-
portance of each predictor variable for different types of
proteins may also decrease previous models accuracy. Since
GDT-TS is relative within a single protein, our work tries
to identify a way around this by utilizing pairwise com-
parisons to train multiple scoring functions which are com-
bined based on similarity to the test protein. The new
model was tested extensively and is competitive with the
current state-of-the-art, a result that may be further im-
proved by investigating alternative similarity and ensemble
functions.

Conrad Czejdo
University of North Carolina, Chapel Hill
conradcze@gmail.com

Silvia N. Crivelli
Lawrence Berkeley National Laboratory
University of California, Davis
sncrivelli@lbl.gov

MS300

Protein Structure Scoring Using Kernel Ridge Re-
gression and Support Vector Machine

The human body is composed of proteins whose functions
are determined by their 3D structure. It is very com-
plex and expensive to experimentally determine protein
structures; therefore computational methods have become
highly necessary. Computational methods generate a large
number of models from a given sequence of amino acids and
then select the models that most closely resemble protein
structures found in nature. Machine learning algorithms
offer great potential to quickly identify the best models
and thus aide biologists in designing new drugs and ex-
periments. The objective of this summer research was to
implement two different mathematical algorithms, kernel
ridge regression (KRR) and support vector machine (SVM)
into a machine learning environment to accurately select
the best predicted protein structures from a large set of
protein models. This study comparatively examined the
results of KRR and SVM with each other and with other
methods conducted during previous Critical Assessment of
protein Structure Prediction (CASP) experiments, which
gauges progress in the field. The goal was to minimize the
loss and error metrics by exploring these computational
techniques. This was done by manipulating the parame-
ters in both algorithms and employing different feature se-
lection approaches. This talk will discuss the performance
achieved by these procedures and compare them to those
presented in the literature.
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Experiments in Protein Folding Research Using a

Highly Dynamic and Extendable Computational
Framework

Extensive research aims to discover how amino acids form a
given protein. The experimental process to determine these
structures is expensive and time-consuming. Computer
modeling could reduce all that but in the modelling pro-
cess many wrong models are produced. Consequently, the
best models must be identified. Numerous teams around
the globe are using various features, machine learning (ML)
algorithms, and hardware to get the most protein-like mod-
els. The goal of this project is to create a computational
research framework to accelerate such experiments. It re-
quires generalization of the use of ML in protein model
scoring and creation of typical research workflows. We
identified main workflow components, designed the sup-
porting software and integrated it with the existing soft-
ware libraries. Currently our framework supports work-
flows for three fundamental ML algorithms: Support Vec-
tor Machines, Random Forest and Neural Networks. Each
workflow has a sequence of processing steps or compo-
nents. Each component can be executed separately and in-
cludes required software, sample datasets (training data),
and description of component properties: function (ML
algorithm), hardware requirements (GPU/supercomputer)
and time limitations. Using this framework we were able
to quickly duplicate the results of leading researchers in
scoring protein models. The framework is expandable and
we are currently testing it at Fayetteville State University
by involving a group of student researchers.
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Performance of Scalable AMG-based Precondition-
ers for MHD and Multifluid Plasma Simulations

Scientific understanding through computational simulation
of problems governed by the resistive magnetohydrody-
namics (MHD) equations often requires high resolution
simulations. Fully-coupled Newton-Krylov approaches can
be advantageous because of their robustness for complex
multiphysics problems. Block preconditioners can often
be employed for situations where fully-coupled approaches
cannot be employed. Both approaches require the scal-
able solution of very large sparse linear systems, either for
the entire system or for sub-block systems. One approach
that offers the potential of scalable solutions is a multi-
level or multigrid approach. The smoothers can have a
significant impact on the performance and robustness of
a multigrid preconditioner. We examine the performance
of various smoothers for our fully-coupled algebraic multi-
grid preconditioned Newton-Krylov solution approach for
a finite element variational multiscale turbulence model
for incompressible MHD. Our focus will be on large-scale,
transient MHD simulations on unstructured meshes. We
present scaling results for resistive MHD test cases, includ-
ing results for over 500,000 cores on an IBM BG/Q.
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A Highly Scalable Implementation of the BDDC
Preconditioner

Paving the road to exascale will likely imply reformulating
science problems and redesigning or reinventing their solu-
tion algorithms and software for exascale systems in order
to face challenges such as energy consumption, resilience,
and extreme concurrency. With the extreme concurrency
challenge in mind, in this talk we will summarize our recent
efforts towards fast sparse linear solver codes tailored for
the Finite Element approximation of elliptic PDEs (e.g.,
Laplacian or Linear Elasticity equations). At the kernel of
these codes lies the so-called Balancing Domain Decompo-
sition by Constraints (BDDC) preconditioner. In the first
part of the talk, we will introduce this preconditioner and
some of the salient properties that make it highly suitable
for extreme scale solver design. Then, in the second part of
the talk, we will cover how we progressively took profit of
these properties to end up with a fully-distributed, asyn-
chronous, communicator-aware, recursive and interlevel-
overlapped MPI-parallel implementation of the Multilevel
BDDC (MLBDDC) preconditioner. A comprehensive set
of numerical experiments reveals remarkable weak scalabil-
ity up to 458,752 IBM BG/Q cores and 1.8M MPI tasks
(full JUQUEEN) for the 3/4-level BDDC preconditioner in
the solution of 3D Laplacian and Linear Elasticity discrete
problems with up to several dozens of billions of unknowns.
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MS301

Scalable Spectral-Geometric-Algebraic Multigrid
and Schur Complement Preconditioning for Non-
linear, Multiscale, Heterogeneous Flow in Earth’s
Mantle

We target the simulation of earth’s instantaneous man-
tle convection at high-resolutions and at global scales.
While being a fundamental geophysical process, enor-
mous knowledge gaps about mantle convection remain.
A reason for the gaps is that realistic mantle models
pose computational challenges due to highly nonlinear
rheologies, severe heterogeneities, anisotropies, and wide
ranges of spatial scales. We present new advances in
implicit solvers that include: heterogeneity-robust Schur
complement preconditioning (weighted BFBT) and hybrid
spectral–geometric–algebraic multigrid methods(HMG).
These methods operate within an inexact Newton–Krylov
method, on aggressively adapted meshes and mixed
continuous–discontinuous discretizations with high-order
accuracy. The implicit solver maximizes accuracy and min-
imizes runtime, while exhibiting optimal algorithmic per-
formance for mantle flow problems. These solver features,
however, present enormous challenges for extreme scalabil-
ity. But due to the mentioned HMG and weighted BFBT
methods, which constitute the core of the solver, we demon-
strate that algorithmic optimality can be combined with
parallel scalability up to 1.6 million cores. This capability
for extreme scaling allows the solution of severely nonlin-
ear, ill-conditioned, heterogeneous, and anisotropic PDEs,
such as stemming from earth’s mantle convection.
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MS301

A Performance Study of the Use of GPUs in Hypre

The hypre software library provides parallel high perfor-
mance preconditioners and solvers for the solution of large
sparse linear systems, with focus on both structured and
unstructured algebraic multigrid methods. While it has
shown good performance on many massively performance
computers, it has not been able to take advantage of GPUs,
however work is underway to change this. In this presenta-
tion, we describe our efforts to prepare hypre for emerging
architectures with both CPUs and GPUs.
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A Multiscale Mimetic Method for Maxwell’s Equa-
tions

Abstract Not Available At Time Of Publication.
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MS302

A General, Efficient and Self-Correcting Enrich-
ment Strategy for Multiscale Methods in Reservoir
Simulation

We present a general, efficient and self-correcting approach
for enriching the coarse space of Algebraic Multiscale
Solver: Enriched Algebraic Multiscale Solver (EAMS).
EAMS is motivated by ideas developed to enhance the con-
vergence of algebraic multigrid, where the coarse-space en-
richment is adaptive to both the underlying problem char-
acteristics and the solver settings. For a given multiscale-
method configuration, EAMS enriches the coarse space
with local basis functions specifically aimed at the largest
error components in the solution space. For this purpose,
the homogeneous version (i.e., with 0 right-hand side) of
the discrete error equation is used to identify the solu-
tion modes that are missing from the two-level multiscale
operator. The identified error modes, which are complex
combinations of a spectrum of wave numbers, are then lo-
calized (truncated) and added to the prolongation opera-
tor. The enrichment process is repeated iteratively until
the desired convergence rate is reached. The identifica-
tion and enrichment processes are algebraic, and they are
performed adaptively during the iterative solution process.
Using challenging test cases from the literature, we show
that EAMS leads to great improvements in the robustness
and efficiency of existing state-of-the-art multiscale meth-
ods. The algorithm is general, and can be used to enhance
the convergence of any existing multiscale implementation.
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PDE-Constrained Optimization with Multiscale
Methods

PDE parameter estimation problems arise frequently in
many applications such as geophysical and medical imag-
ing. Commonly, the inverse problem is formulated as an
optimization problem whose constraints are given by the
underlying PDEs. We consider the so-called reduced for-
mulation in which the PDEs are eliminated. The result-
ing unconstrained optimization problem is computation-
ally expensive to solve because they require solving the
underlying PDEs numerous times until the reconstruction
of the parameter is sufficiently accurate. We consider the
case in which many measurements are available leading to
a large number of PDE constraints. To reduce the costs
of the PDE solvers, we discuss multiscale reduced order
modeling (ROM) scheme that projects the discretized for-
ward problems onto a lower dimensional subspace. This is
done through an operator-induced interpolation by solving
PDEs locally on coarse cells. By design, this interpola-
tion accounts for the parameter changes and thus the ba-
sis adapts to the current estimate of the parameters. We
outline an optimization method that includes the deriva-
tives of the adaptive multiscale basis. We demonstrate the
potential of the method using examples from geophysical
imaging.
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Tensor T-Product Model Reduction

In this study, we introduce t-product based tensor model
reduction frameworks, namely t-POD and t-DEIM. Unlike
their matrix based counterparts, the tensor formulations
account for intrinsic multi-dimensional correlations, and
thereby provide superior reduced models.
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A Lagrange Multiplier Method for a Stokes-Biot
Model of Flow in Fractured Poroelastic Media

We study a finite element computational model for solving
the coupled problem arising in the interaction between fluid
in a poroelastic material and fluid in a fracture. The fluid
flow in the fracture is governed by the Stokes equations,
while the poroelastic material is modeled using the Biot
system. Equilibrium and kinematic conditions are imposed
on the interface via the Lagrange multiplier method. A
complete stability and error analysis is performed for both
semidiscrete continuous-in-time and fully discrete formu-
lations. A series of numerical experiments are presented
in order to study the convergence rates, the applicability
of the method to modeling physical phenomena and the
sensitivity of the model with respect to its parameters.
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Finite Element Approximation of Nonlinear Poroe-
lasticity

Abstract Not Available At Time Of Publication.
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Efficient Numerical Method for Fluid Flows in
Poroelastic Media

Abstract Not Available At Time Of Publication.
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Analysis and Numerical Approximation of Nonlin-
ear Poroelasticty

Poromechanics is the science of energy, motion, and forces,
and their effect on porous material and in particular the
swelling and shrinking of fluid-saturated porous media.
Modeling and predicting the mechanical behavior of fluid-
infiltrated porous media is significant since many natural
substances, for example, rocks, soils, clays, shales, biologi-
cal tissues, and bones, as well as man-made materials, such
as, foams, gels, concrete, water-solute drug carriers, and
ceramics are all elastic porous materials (hence poroelas-
tic). After a brief overview I will describe some nonlinear
problems in poroelasticity and their mathematical anal-
ysis. I will also describe finite element based numerical
methods for efficiently and accurately approximating solu-
tions of (nonlinear) model problems in poroelasticity, and
the available a-priori error estimates.
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Wave-Structure Interaction Problems with a
Piezoelastic Solid

We present a novel time-domain analysis of a wave-
structure interaction problem involving an acoustic wave
propagating through a fluid in an unbounded domain in-
teracting with an elastic solid with piezoelectric properties.
The solid is initially at rest, and when the acoustic wave
interacts with the solid it initiates an elastic wave coupled
with an electric potential. While previous analysis has re-
lied on the use of transforms to move the equations to the
frequency domain, our analysis allows us to do everything
in the time domain. Our theoretical results allow us to use
data with less regularity in time than previous results. In
addition to analyzing the abstract problem, we also con-
sider a discretized version of the problem which uses Finite
Elements to discretize the solid and Boundary Elements to
discretize the fluid. We will also present numerical exper-
iments which we hope will illustrate the validity of our
analysis and regularity results.
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A Tensor Train Acceleration for the ICVSIE for 3D
High-Contrast Scatterers

Electromagnetic (EM) scattering analysis of highly-
heterogeneous objects is essential for many applications
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ranging from communication and satellite systems to
implantable and non-invasive electrical stimulation de-
vices. Oftentimes, EM analysis is conducted using volume
and volume-surface integral equation formulations (VIE
and VSIE). These formulations, however, suffer from ill-
conditioning when there is high permittivity contrast, as
well as from low-frequency breakdown. In the recent work
of Gomez, Yucel and Michielssen, a novel internally com-
bined VSIE formulation has been proposed to address these
issues.
The tensor train (TT) decomposition is an extremely effec-
tive tool for tensor approximation. It has been employed
as an extremely memory-efficient framework to accelerate
the solution of volume and surface integral equations in
three dimensions for non-oscillatory kernels. In this talk,
we will show how these results extend to oscillatory kernels
(Helmholtz), and we will showcase performance and rank
behavior for the VIE and ICVSIE formulations.
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Robust Integral Formulations for Electromagnetic
Scattering from Three-Dimensional Cavities

Scattering from large, open cavity structures is of impor-
tance in a variety of electromagnetic applications. In this
paper, we propose a new well conditioned integral equa-
tion for scattering from general open cavities embedded
in an infinite, perfectly conducting half-space. The inte-
gral representation permits the stable evaluation of both
the electric and magnetic field, even in the low-frequency
regime, using the continuity equation in a post-processing
step. We establish existence and uniqueness results, and
demonstrate the performance of the scheme in the cavity-
of-revolution case. High-order accuracy is obtained using a
Nyström discretization with generalized Gaussian quadra-
tures.
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Simulating Surface Plasmons on Periodic Gratings
Coated with Graphene: A High Order Perturba-
tion of Surfaces Approach

In this talk we describe a High Order Perturbation of
Surfaces (HOPS) method for simulating the scattering
of electromagnetic waves by periodic grating structures
coated with graphene. Graphene is one example of a
two-dimensional crystal with extraordinary optical prop-
erties which present new opportunities for novel nano
photonics and plasmonics. In contrast with volumetric
approaches, HOPS algorithms are inexpensive interfacial
methods which rapidly and recursively estimate scattering

returns by perturbation of the interface shape. In compar-
ison with Boundary Integral/Element Methods, the stable
HOPS algorithm we describe here does not require spe-
cialized quadrature rules, periodization strategies, or the
solution of dense nonsymmetric positive definite linear sys-
tems. With numerical experiments we show the remarkable
efficiency, fidelity, and accuracy one can achieve with an
implementation of this algorithm.
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Opportunities and Challenges in Sparse Linear
Algebra on Many-Core Processors with High-
Bandwidth Memory

High-performance computing systems are increasingly us-
ing many cores backed by high bandwidth memory, which
is well represented by Intel’s Knights Landing with up to
68 cores with 3 double-precision teraflops and MCDRAM
with 4x more bandwidth than DDR4. Efficiently harness-
ing the high compute density and high bandwidth poses
interesting challenges particularly to sparse linear alge-
bra algorithms with input-dependent behavior and high-
bandwidth demand. We have been looking at various as-
pect like architecture-aware optimizations, programming
system, and processor architecture. In this talk, I will
share our experience with examples like the following:
Architecture-aware optimizations: trading-off parallelism,
locality, and convergence of pre-conditioners. Avoiding
global synchronizations like barriers and making algorithm
more asynchronous. Fusing operations and reducing mem-
ory sweeps to save memory bandwidth, the primary bot-
tleneck in sparse linear algebra algorithms. Judiciously
using privatization depending on input size and distribu-
tion. Programming system: we should not expect algo-
rithm developers have skill and time to manually apply
the above mentioned optimizations. I will present auto-
matic wave-front parallelization of pre-conditioners, and
automatic cross-kernel/matrix optimizations implemented
in a Julia prototype. Processor architecture: we have
been identifying bottlenecks in current processor design
and would like to hear wish-list.
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Exploiting Modern Manycore Architecture in
Sparse Direct Solver with Runtime Systems

Sparse direct solvers is a time-consuming operation re-
quired by many scientific applications to simulate physi-
cal problems. By its important overall cost, many studies
tried to optimize the time to solution of those solvers on
multi-core and distributed architectures. More recently,
many works have addressed heterogeneous architectures to
exploit accelerators such as GPUs or Intel Xeon Phi with
interesting speedup. Despite researches towards generic so-
lutions to efficiently exploit those accelerators, their hard-
ware evolution requires continual adaptation of the kernels
running on those architectures. The recent Nvidia architec-
tures, as Kepler, present a larger number of parallel units
thus requiring more data to feed every computational unit.
A solution considered to supply enough computation has
been to study problems with a large number of small com-
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putations. The batched BLAS libraries proposed by Intel,
Nvidia, or the University of Tennessee are examples of this
solution. We discuss in this talk the use of the variable
size batched matrix-matrix multiply to improve the per-
formance of a the PaStiX sparse direct solver. Indeed, this
kernel suits the supernodal method of the solver, and the
multiple updates of variable sizes that occur during the nu-
merical factorization. Performance results on a spectrum
of matrices with different properties will be presented.
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Optimizing the Earthquake Simulation Code Seis-
Sol for Heterogeneous Xeon Phi Supercomputers

SeisSol uses the high-order ADER-DG method to solve
seismic wave propagation and dynamic rupture problems,
as they occur in earthquake simulation. It relies on a re-
cently extended code generation approach, which is funda-
mental to achieve high node-level performance on current
CPU architectures. This presentation will focus on issues
to optimize SeisSol for heterogeneous supercomputers. For
platforms based on Xeon-Phi coprocessors, we will discuss
recent work on MPI parallelization in ”symmetric mode”
(i.e., use one MPI rank per CPU or co-processor). We will
also present optimizations of large-scale I/O on machines
where (co-)processors may have different I/O-capabilities.
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Refactoring Atmospheric Models on Sunway Tai-
huLight Many-Core Supercomputer

The Sunway TaihuLight supercomputer is the world first
system with a peak performance greater than 100 PFlops.
In this talk, we present our experience on refactoring and
tuning different atmospheric models on TaihuLight. (1) we
will give an introduction to TaihuLight from the program-
mer perspective, focusing on the architecture of the many-
core SW26010 CPU and the customized Sunway OpenACC

tool. SW26010 empowers the computing part of Tai-
huLight, which includes both 4 management-processing-
elements (MPEs) and 256 computing-processing-elements
(CPEs) in one chip, achieving a peak performance of 3.06
TFlops. (2) We report our efforts on refactoring the Com-
munity Atmosphere Model (CAM). When comparing the
original version using only MPEs and the refactored version
using both MPE and CPEs, we achieve up to 22x speedup
for the compute-intensive kernels. For the 25km resolution
CAM global model, we manage to scale to 24,000 MPEs,
and 1,536,000 CPEs, and achieve a simulation speed of 2.81
simulated-years-per-day. (3) We demonstrate a success-
ful co-design case on TaihuLight, a fully-implicit solver for
non-hydrostatic atmospheric dynamics. The fully-implicit
solver can scale to the entire system of TaihuLight with
over 10.5M cores, sustaining an aggregate performance of
7.95 PFLOPS in double-precision, and enables fast and
accurate atmospheric simulations at the 488-m horizontal
resolution (over 770 billion unknowns) with 0.07 simulated-
years-per-day.
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A Unified Finite Element Method for Fluid-
Structure Interaction

We present a new unified finite element method (UFEM)
for simulation of general Fluid-Structure interaction (FSI)
based upon the interaction of an unstructured ALE (Arbi-
trary Lagrangian-Eulerian) mesh, for the deforming solid,
with an h-adaptive mesh covering the entire domain (i.e.
occupied by both fluid and solid). Our proposed ap-
proach has similarities with classical immersed finite ele-
ment methods (IFEMs), by approximating a single veloc-
ity and pressure field in the entire domain, but differs by
treating the corrections due to the solid deformation on
the left-hand side of the modified fluid flow equations (i.e.
implicitly). The talk will provide an explanation of the
computational technique, followed by the presentation of
a broad set of computational examples in two and three
space dimensions in order to validate the proposed tech-
nique across a wide range of fluid and solid parameters and
interactions. It will be demonstrated that the UFEM has
the same generality and robustness as traditional mono-
lithic methods (which solve the fluid and solid equations si-
multaneously in a fully-couple manner) but is significantly
more computationally efficient and easier to implement.
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A Parallel Algorithm for Variational Mesh Quality
Improvement Method

Parallel mesh quality improvement is needed whenever
meshes of low quality arise in computationally-intensive
simulations. In particular, mesh quality improvement in-
creases the accuracy of the associated numerical PDE al-
gorithm and maintains its stability. Although there are
numerous geometric mesh quality improvement algorithms
in the literature, there are a few parallel variational meth-
ods for mesh quality improvement. In this talk, we pro-
pose a parallel algorithm designed for distributed memory
machines based on the sequential variational mesh quality
improvement method of Huang and Kamenski. Our par-
allel implementation employs a partitioned mesh, which is
generated using METIS, and then solves an ordinary dif-
ferential equation on each interior node of each region. For
the nodes that belong to the boundaries between regions,
only a partial ODE solution is calculated, as these nodes
are shared among cores. The ODE solution at the shared
nodes is completed by adding the partial solutions of each
processor using non-blocking MPI collective communica-
tion instructions to overlap communication with compu-
tation. We present results from several numerical exper-
iments which examine the strong and weak scalability of
our method.
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Advances in Grid-Based All-Hex Mesh Generation
for High Performance Computing

Automatically generating an all-hex mesh for arbitrary ge-
ometry is an enormously complex challenge. Adding the
difficulty of scaling to billions of elements and thousands of
processors can significantly compound the problem. Large
scale meshing problems must necessarily remove the user
from any practical user interaction making semi-automated
methods such as block-structured and sweeping tools un-
realistic. Grid-based technologies have, however provided
an avenue to overcome many of these challenges eliminat-
ing the need to perform complex geometric reasoning for
defeaturing and decomposition. In this talk we introduce
a highly scalable algorithm for generating all-hex meshes
based on an adaptive grid-based technology currently im-
plemented in Sandias Sculpt tool. We describe new paral-
lel algorithms for capturing geometric features in the mesh
through dynamic conformal all-hex mesh adaption along
with methods for topologically resolving curves and sur-
faces. We also illustrate the combination of distributed and
shared memory parallelism while maintaining a parallel-
consistent mesh regardless of the number of processors
and configuration of the domain decomposition. Sandia
National Laboratories is a multi-program laboratory man-
aged and operated by Sandia Corporation, a wholly owned
subsidiary of Lockheed Martin Corporation, for the U.S.
Department of Energys National Nuclear Security Admin-

istration under contract DE-AC04-94AL85000.
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Parallel Geometry and Meshing Adaptation with
Application to Problems with Evolving Domains

Evolving domains are a feature of a variety of physics prob-
lems such as metal forming, additive manufacturing, bal-
listics and crack propagation. Effective simulation of these
problems requires that the model geometry evolves as the
simulation progresses, and that the mesh faithfully evolves
and adapts to changes in the geometry, as well as to other
analysis needs such as error estimation results. Resolution
of the often complex physics of these problems requires
simulating them on parallel computers, and for scaling it
becomes necessary that the evolving geometry and mesh-
ing is also supported in a parallel distributed environment.
In problems where the model geometry is complex with
many thousands of entities, for example moving propellant
grains in a ballistics simulation, maintaining the entire ge-
ometric model on all processors does not scale in paral-
lel, and it becomes necessary to distribute the geometric
model itself among the processors involved in the simula-
tion. Simmetrix has developed tools and methods to sup-
port parallel distributed geometry, mesh generation and
mesh adaptation to simulate evolving geometry problems.
These methods will be described with particular emphasis
on the support of evolving geometries on distributed mem-
ory parallel computers. Several applications of these meth-
ods to problems in which the geometry and mesh evolve
will be demonstrated.
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A Posteriori Error Estimation for Nonlinear
Schrdinger Equations

The determination of the electronic structure of molecular
systems is very costly, especially for large systems. For ex-
ample, the use of a model based on Density Functional
Theory (DFT) requires to solve a nonlinear eigenvalue
problem, the computational cost being at least O(N3),
where N is the number of valence electrons of the system.
Such problems are solved numerically using a discretization
(planewaves, wavelets, finite elements, etc.), and a given
(generally iterative) algorithm. The a priori analysis for
the discretization of these problems has been performed a
few years ago (see e.g. [1]), proving the convergence and
the optimality of the method used. Then an a posteri-
ori analysis, when available, provides a guaranteed upper
bound of the total error. In this talk, we shall present
an a posteriori analysis for the 3D Kohn-Sham model in a
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periodic setting using a planewave discretization, leading
to computable bounds on the error between the exact and
approximate solutions. Then, we shall explain how the a
posteriori bound can be split into two components, each
of them depending mainly on one approximation parame-
ter. Numerical simulations will be presented to illustrate
the possibility of balancing the different error components
and to check the efficiency of the approach. Reference:
[1] E.Cancès, R.Chakir and Y. Maday, Numerical analysis
of the planewave discretization of orbital-free and Kohn-
Sham models, M2AN (highlight article) 46 (2012) 341-388.
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Robust Computation of Wannier Functions

We propose an algorithm to determine localized Wannier
functions. This algorithm, based on recent theoretical de-
velopments, does not require any physical input such as
initial guesses for the Wannier functions, in contrast to
previous algorithms. We demonstrate that such previous
approaches based on the projection method can fail to
yield the continuous Bloch gauge needed to initialize the
Marzari-Vanderbilt algorithm used to construct Maximally
Localized Wannier Functions (MLWFs). We show however
that our algorithm is able to find localized Wannier func-
tions, and present tests on two-dimensional systems with
arbitrary periodic potentials and on Silicon. Joint work
with E. Cances, G. Panati and G. Stoltz.
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Second-Order Optimization of the Casscf Wave-
function in a Relativistic Framework

A correct description of heavy transition-metal chemistry is
challenging for computational chemistry, as it requires tak-
ing into account both the possible multireference character
of such systems and relativistic effects. Four component
approaches starting from the Dirac equation offer a rigor-
ous tool to describe relativistic effects but introduce a sig-
nificant computational overhead. When spin-orbit interac-
tions are expected to be small compared to scalar relativis-
tic effects, spin separation can be used to define a spin-free
Dirac-Coulomb Hamiltonian, which allows one to exploit
fully spin and spatial symmetry as well as real algebra, with
significant computational savings. In this contribution we
present a quadratically convergent implementation of the
CAS-SCF method tailored for the spin-free Dirac-Coulomb
Hamiltonian. The focus will be on the wave function opti-
mization, a second-order procedure called norm-extended
optimization (NEO). Such a strategy is a reformulation of
the trust-region Newton method which is compatible with
an efficient, direct implementation. The NEO algorithm
defines the step as an eigenvector of an augmented Hessian
which, for relativistic problems, that correspond to a high-
order saddle point optimization, is not the one associated
to the lowest eigenvalue. The strategies to solve such an
eigenvalue problems will be presented.
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Johannes Gutenberg Universität Mainz
flippari@uni-mainz.de, gauss@uni-mainz.de

MS307

Locality of Electronic Structure Models

I will give an overview of locality results for electronic
structure models and discuss their applications in materials
simulations. These include the construction of QM/MM
coupling methods and linear scaling algorithms. I will also
introduce a lattice relaxation problem, which considers the
rearrangement of a crystal lattice after the introduction of
a defect as a variational problem. This treats both point
defects and dislocations. Our main result establishes the
far-field decay of minimising lattice displacements, which
applies to several electronic structure models including:
Tight–Binding and DFT models, such as the restricted
Hartree-Fock Yukawa model and a Thomas–Fermi type
model with full Coulomb interaction. This talk is based
on joint work with Huajie Chen and Christoph Ortner.

Faizan Nazar
MMath
University of Warwick
f.q.nazar@warwick.ac.uk

MS308

Controlling Electroconvection with Surface Pat-
terning

Electroconvection is a chaotic microscale fluid dynamic
phenomena which displays many of the multiscale prop-
erties characteristic of classical turbulence but in a regime
where inertial effects are negligible. Instead, nonlinear in-
teractions between ion-transport and electric fields drive
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electroconvection in electrolytes when large electric poten-
tials are applied across ion-selective interfaces. Electro-
convection greatly enhances ion transport rates, and offers
a promising potential for improving otherwise diffusion-
limited electrochemical processes. Under natural condi-
tions and near flat and homogeneous surfaces, electrocon-
vective vortices are induced intermittently and are gov-
erned by a highly chaotic dynamics. Therefore under these
conditions, at any given time, a small subdomain of the
system is benefitting from enhanced transport by electro-
convection. We have investigated whether this inefficiency
can be ameliorated through passive control of electrocon-
vection by patterning selective surfaces with impermeable
stripes. Using direct numerical simulation of the governing
equations, we show that the system is highly sensitive to
this type of surface modification exhibiting O(1) changes to
bulk properties over a broad range of parameters. The sur-
face modifications induce additional flows which regular-
ize the chaotic electroconvective flows enhancing transport
and generating an up to 80% increase in current density
relative to homogeneous surfaces.

Scott Davidson, Ali Mani
Stanford University
davscott@stanford.edu, alimani@stanford.edu

MS308

Numerically Computing the Sensitivity Derivatives
for Chaotic High Fidelity Simulation

The Smale horseshoes are used to study the sensitivity
derivatives of chaotic system. We numerically calculate
the sensitivity derivatives of the Smale horseshoes over a
range of parameters, including the intermittent and chaotic
regimes, using the direct method, the sampling method and
the least square method. It is found that the results from
the sampling method are divergent and the ones from the
least square method are consistent with the direct method.
The least square method is further used to the coupled
map lattices and provides the reasonable estimations of
their sensitivity derivatives. The applications of sensitiv-
ity derivatives to the optimization of flexible bodies are
also discussed.

Guowei He
Chinese Academy of Sciences
hgw@lnm.imech.ac.cn

MS308

Scaling of Lyapunov Exponents in Homogeneous,
Isotropic Turbulence

One of the defining characteristics of turbulence is that it
is unstable, with small perturbations to the velocity grow-
ing exponentially on average. Indeed, turbulent flows in
closed domains appear to be chaotic dynamical systems.
The result is that the evolution of the detailed turbulent
fluctuations can only be predicted for a finite time into
the future, due to the exponential growth of errors. This
prediction horizon is inversely proportional to the largest
Lyapunov exponent of the system, which is the average ex-
ponential growth rate of typical linear perturbations. This
work focuses on how the maximum Lyapunov exponent and
hence the predictability time horizon scales with Reynolds
number and computational domain size of a numerically
simulated homogeneous isotropic turbulence. We will also
discuss results from a short-time Lyapunov exponent anal-
ysis to characterize the nature of the instabilities underly-

ing the turbulence.

Prakash Mohan, Robert D. Moser
University of Texas at Austin
prakash@ices.utexas.edu, rmoser@ices.utexas.edu

MS309

Fast Iterative Solvers for Cahn-Hilliard Problems

The Cahn-Hilliard equation models the motion of inter-
faces between several phases. The underlying energy func-
tional includes a potential for which different types were
proposed in the literature. We consider smooth and non-
smooth potentials with a focus on the latter. In the non-
smooth case, we apply a function space-based algorithm,
which combines a Moreau-Yosida regularization technique
with a semismooth Newton method. We apply classical
finite element methods to discretize the problems in space.
At the heart of our method lies the solution of large and
sparse fully discrete systems of linear equations. Block pre-
conditioners using effective Schur complement approxima-
tions are presented. For the smooth systems, we derive op-
timal preconditioners, which are proven to be robust with
respect to crucial model parameters. Further, we prove
that the use of the same preconditioners give poor approx-
imations for the nonsmooth formulations. The precondi-
tioners we present for the nonsmooth problems incorporate
the regularization terms. Extensive numerical experiments
show an outstanding behavior of our developed precondi-
tioners. Our strategy applies to different Cahn-Hilliard
problems including phase separation and coarsening pro-
cesses, image inpainting, and two-phase flows.

Jessica Bosch
Max Planck Institute Magdeburg
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MS309

Efficient Solvers for Stochastic Galerkin Linear Sys-
tems

Many challenging problems in computational science and
engineering are characterized by uncertainty, nonlinearity
and high dimensionality. Existing numerical techniques for
the models of these problems would typically require con-
siderable computational resources. This is the case, for
instance, for optimization problems governed by certain
time-dependent PDEs with stochastic coefficients. In par-
ticular, using the stochastic Galerkin finite element method
to discretize this class of models often leads to a pro-
hibitively high dimensional saddle-point system with ten-
sor product structure. Crucially, we present a numerically
efficient and elegant low-rank approach that makes the so-
lution of the resulting linear systems tractable. Our nu-
merical experiments confirm that our proposed approach
reduces the computational complexity of the solution by
two–three orders of magnitude, depending on discretiza-
tion parameters.

Akwum Onwunta
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MS309

Asynchronous Optimized Schwarz Methods for the
Solution of PDEs

An asynchronous version of the optimized Schwarz method
is presented for the solution of differential equations on a
parallel computational environment. In a one-way sub-
division of the computational domain, with overlap, the
method is shown to converge when the optimal artifi-
cial interface conditions are used. Convergence is also
proved under very mild conditions on the size of the sub-
domains, when approximate (non-optimal) interface con-
ditions are utilized. Numerical results are presented on
large three-dimensional problems illustrating the efficiency
of the proposed asynchronous parallel implementation of
the method. The main application shown is the calcula-
tion of the gravitational potential in the area around the
Chicxulub crater, in Yucatan, where an asteroid is believed
to have landed 66 million years ago contributing to the ex-
tinction of the dinosaurs.

Daniel B. Szyld
Temple University
Department of Mathematics
szyld@temple.edu
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MS309

Robust and Fast Preconcitioners for Porous Media
Flow

We consider systems originating from the simulation of
multi-phase flow through porous media. The spatially dis-
cretized coupled nonlinear equations are solved with a two-
stage preconditioner. We consider the first step of this
procedure, i.e. solving of the pressure equation. An as-
pect of porous media flow is the small number of wells
which are positioned quite far apart. This results in pres-
sure solutions that are dominated by the near-well pres-
sure behaviour in addition to the geological spatial fea-
tures. In this paper we develop preconditioners based on
deflation and a selection of deflation vectors motivated by
proper orthogonal decomposition (POD) to a number of
pre-computed solutions. We investigate alternatives using
different varieties of reduced-order modelling. Furthermore
we explore the connection between POD-based precondi-
tioning and deflation methods. One of the difficulties for
deflation methods is to find the right deflation vectors for
general problems. The combination of deflation with the
POD methods looks very promising in this respect. Some
numerical experiments are given to illustrate the theory.

We start with a simple layered problem and also give re-
sults for the SPE10 benchmark.

Kees Vuik
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MS310

A Generalized Approach For Coupling Elliptic
Problems With Material Discontinuities with Spa-
tially Noncoincident Interfaces Through Linear Ex-
tensions

In this work, we consider coupling second order elliptic
PDE together through spatially non–coincident meshes.
This is an important problem to consider when two differ-
ent codes are to be coupled together. While there are many
methods in the literature that allow models to be cou-
pled together across non–coincident interfaces, few achieve
the desirable property of achieving optimal accuracy while
also passing the linear consistency test. The main idea of
our approach is to prescribe approximate coupling condi-
tions on the non–coincident interfaces so that the optimal
accuracy of the finite element method is achieved, while
also allowing the resulting set of equations to pass the lin-
ear consistency test. This is done by introducing linear
extension operators into the approximate interface condi-
tions. We apply these approximate coupling conditions in
the Steklov–Poincaré, Mortar Element, and Optimization
Based coupling frameworks for both monolithic and itera-
tive methods. We demonstrate that, for each of the meth-
ods presented in the talk, we achieve first order H1(Ω)
and second order L2(Ω) convergence rates. In addition,
we demonstrate that the linear consistency test is always
passed by the set of methods presented.

James Cheung
Florida State University
Department of Scientific Computing
jc07g@my.fsu.edu

MS310

Inf-Sup Stability of Geometrically Unfitted Stokes
Finite Elements

We demonstrate inf-sup stability property for several well-
known 2D and 3D Stokes elements on triangulations which
are not fitted to a given smooth or polygonal domain. The
property implies stability and optimal error estimates for a
class of unfitted finite element methods for the Stokes and
Stokes interface problems, such as Nitsche-XFEM or cut-
FEM. The error analysis is presented for the Stokes prob-
lem. All assumptions made in the paper are satisfied once
the background mesh is shape-regular and fine enough.

Johnny Guzman
Brown University
johnny guzman@brown.edu
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MS310

An Explicit Mortar Flux Recovery Approach for
Interface Coupling

Multiphysics applications on complex geometries often re-
quire the coupling of different codes or separately meshed
regions through non-matching interfaces. In this context
we seek to define fluxes along the interface that can be used
as boundary conditions to close the system of equations in
each subdomain. We present a new explicit Lagrange mul-
tiplier based interface coupling method for this problem
in the case where the subdomain governing equations are
time-dependent scalar conservation equations. By differ-
entiating the continuity constraint in the Lagrange multi-
plier system we are able to solve directly for the flux along
the interface that satisfies the interface conditions. We re-
fer to this approach as the Mortar Flux Recovery (MFR)
method. Numerical results for advection-diffusion equa-
tions demonstrate second-order convergence in both the
advection and diffusion dominated regimes and when the
interface is matching the single domain solution is recov-
ered exactly.

Kara Peterson
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MS310

Concurrent Multiscale Coupling in Solid Mechan-
ics via the Schwarz Alternating Method

This talk presents some recent developments in advancing
the Schwarz alternating method as a means for concurrent
multiscale coupling in finite deformation solid mechanics.
First, we describe the algorithms variational formulation
and convergence properties: the method’s convegence rate
is geometric provided each of the subdomain problems is
well-posed and the overlap size is non-zero. Next, we show
that the use of a Newton-type method for the solution
of the resultant nonlinear system leads to two kinds of
block linearized systems, depending on the treatment of
the Dirichlet boundary conditions. The first kind is a sym-
metric block-diagonal linear system in which each diagonal
block is the tangent stiffness of each subdomain, so that
the coupling is only through the right-hand side. The sec-
ond kind is a nonsymmetric block system with off-diagonal
coupling terms. We present several variants of the Schwarz
alternating method that we have developed for the first
kind of linear system, including one in which the Schwarz
and Newton iterations are combined into a single scheme.
An upshot of this version of the method is that it lends it-
self to a minimally intrusive implementation into existing
finite element codes. We describe our implementation of
the Schwarz alternating method in Albany, an open-source
multiphysics research platform. Finally, we demonstrate
the accuracy, convergence and scalability of the proposed

Schwarz variants on several solid mechanics examples.

Irina K. Tezaur, Alejandro Mota, Coleman Alleman
Sandia National Laboratories
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MS311

Uncertainty Quantification for Multiscale Trans-
port Equations

In this talk we will study the generalized polynomial
chaos-stochastic Galerkin (gPC-SG) approach to trans-
port equations with uncertain coefficients/inputs, and mul-
tiple time or space scales, and show that they can be
made asymptotic-preserving, in the sense that the gPC-SG
scheme preserves various asymptotic limits in the discrete
space. This allows the implemention of the gPC methods
for these problems without numerically resolving (spatially,
temporally or by gPC modes) the small scales. Rigorous
analysis will be provided to prove that these schemes are
stochastically asymptotic preserving. Examples to be dis-
cussed include the linear neutron transport equation and
radiative heat transfer equations.

Shi Jin
Shanghai Jiao Tong University, China and the
University of Wisconsin-Madison
sjin@wisc.edu

MS311

Inverse Transport and Acousto-Optic Imaging

We consider the inverse problem of recovering the opti-
cal properties of a highly-scattering medium from acousto-
optic measurements. Using such mea- surements, we show
that the scattering and absorption coefficients of the radia-
tive transport equation can be reconstructed with Lipschitz
stability by means of algebraic inversion formulas.

John Schotland
University of Michigan
schotland@umich.edu
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Title Not Available At Time Of Publication

Abstract Not Available At Time Of Publication.
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MS311

Preconditioning the Discrete Ordinate Equations
in Optically Thick Media

We present here an efficient preconditioner for the solu-
tion of the discrete ordinate equations in highly scatter-
ing regime. This simple method is based on the Sherman-
Morrison-Woodbury identity for inverse matrices and the
fact that the factorization of the scattering matrix can be
done efficiently with the help of its tensor product struc-
ture. This preconditioner is efficient and results in small
and almost scattering-independent iteration counts with
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tuned parameters. Numerical simulations are presented to
demonstrate the performance of the methods.

Rongting Zhang, Yimin Zhong, Kui Ren
University of Texas at Austin
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MS312

QCD with Eigenvectors

Lattice Qantum Chromodynamics is one of the areas in
physics where efficient solvers of sparse matricies play a
critical role. Recently there has been a tremendous amount
of progress in techniques in using exact or approximate low-
lying eigenvectors, as well as those to generate them. Gen-
erating thousands of low-lying eigenvectors for a matrix of
rank on the order of 109 is being done regularly, which in
turn enables a significant savings in subsequent calculations
via techniques such as All-Mode Averaging and sparsening.
We describe the algorithms used for eigenvector generation
as well as techinques for using those. Challenges in scaling
those algorithms to exascale machines are also discussed.

Chulwoo Jung
Brookhaven National Laboratory
chulwoo@quark.phy.bnl.gov

MS312

Domain Decomposition Approaches for Acceler-
ating Contour Integration Eigenvalue Solvers for
Symmetric Eigenvalue Problems

In this talk we discuss techniques for computing a few se-
lected eigenvalue-eigenvector pairs of large and sparse sym-
metric matrices. A recently developed powerful class of
techniques to solve this type of problems is based on inte-
grating the matrix resolvent operator along a complex con-
tour that encloses the interval containing the eigenvalues
of interest. This paper considers such contour integration
techniques from a domain decomposition viewpoint, and
proposes two schemes. The first scheme can be seen as an
extension of domain decomposition linear system solvers
in the framework of contour integration methods for eigen-
value problems, such as FEAST. The second scheme fo-
cuses on integrating the resolvent operator primarily along
the interface region defined by adjacent subdomains. A
parallel implementation of the proposed schemes is de-
scribed and results on distributed computing environments
are reported. These results show that domain decomposi-
tion approaches can lead to reduced runtimes and improved
scalability.

Vassilis Kalantzis
University of Minnesota
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MS312

Accelerating Nuclear Configuration Interaction
Calculations through a Preconditioned Block Iter-
ative Eigensolver

We describe a number of recently developed techniques for
improving the performance of large-scale nuclear configura-
tion interaction calculations on high performance parallel
computers. We show the benefit of using a preconditioned
block iterative method to replace the Lanczos algorithm
that has traditionally been used to perform this type of
computation. The rapid convergence of the block iterative

method is achieved by a proper choice of starting guesses
of the eigenvectors and the construction of an effective pre-
conditioner. These acceleration techniques take advantage
of special structure of the nuclear configuration interac-
tion problem which we discuss in detail. The use of block
method also allows us to improve the concurrency of the
computation, and take advantage of the memory hierar-
chy of modern microprocessors to increase the arithmetic
intensity of the computation relative to data movement.
We also discuss implementation details that are critical to
achieving high performance on massively parallel multi-
core supercomputers, and demonstrate that the new block
iterative solver is two to three times faster than the Lanc-
zos based algorithm for problems of moderate sizes on a
Cray XC30 system.
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MS312

Fast Computation of Spectral Projectors of Banded
Matrices

We consider the approximate computation of spectral pro-
jectors for symmetric banded matrices. While this prob-
lem has received considerable attention, especially in the
context of linear scaling electronic structure methods, the
presence of small relative spectral gaps challenges exist-
ing methods based on approximate sparsity. In this work,
we show how a data-sparse approximation based on hier-
archical matrices can be used to overcome this problem.
We prove a priori bounds on the approximation error and
propose a fast algorithm based on the QDWH algorithm,
along the works by Nakatsukasa et al. Numerical experi-
ments demonstrate that the performance of our algorithm
is robust with respect to the spectral gap. A preliminary
Matlab implementation becomes faster than eig already
for matrix sizes of a few thousand.
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MS313

Patient-Specific Blood Flow Simulations at Re-
duced Computational Cost: The Transversally En-
riched Pipe Element Methodology (TEPEM)

In computational hemodynamics, it is well known the exist-
ing trade-off between accurate but very costly simulations
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and cheap but sometimes insufficient over-simplified mod-
els. Taking advantage of the branching nature of arterial
geometries, and inspired in the hierarchical model reduc-
tion [S. Perotto and A. Ern and A. Veneziani. Hierarchical
local model reduction for elliptic problems: a domain de-
composition approach. Multiscale Model. Simul., 8 (2010),
4, 1102-1127], the Transversally Enriched Pipe Element
Method (TEPEM) was recently proposed in [Mansilla Al-
varez L. and Blanco P. and Bulant C. and Dari E. and
Veneziani A. and Feijóo R (2016). Transversally enriched
pipe element method (TEPEM): An effective numerical ap-
proach for blood flow modeling. International Journal for
Numerical Methods in Biomedical Engineering.], in which
the split of axial (dominant direction) and transversal de-
pendence of psysical fields yields a very adaptable method-
ology capable to render accurate solutions retaining a low
computational cost in comparison to traditional 3D blood
flow models. In this work, we explore the capabilities of
this methodology on patient-specific coronary geometries
featuring bifurcations, and focusing on accuracy and com-
putational cost.

Alonso M. Alvarez, Pablo Blanco, Raúl A. Feijóo
Laboratorio Nacional de Computacao Cientifica
Brasil
lalvarez@lncc.br, pjblanco@lncc.br, feij@lncc.br

MS313

Reduced Basis Element for Solid Mechanics:
Nitsche-Based Reduced Basis Element

The requirement for rapid solution in accurate computa-
tional domain pose significant challenges for the biomedi-
cal applications. To overcame this issue the recent ROM
techniques takes advantage of the domain decomposition
to decouple the domain into smaller lego blocks that are
geometrically parametrized with respect to few reference
shapes and the construction of local reduced basis.In the
RBE ”[Maday, Y. and E. M. Ronquist,A reduced-basis
element method, Journal of scientific computing 17.1-4
(2002): 447-459]”, the global system is obtained by glu-
ing the individual reduced basis functions via finite el-
ement tearing and interconnecting (FETI). In spite of
introducing new degree of freedom, we present an al-
gorithm that exploits the potentiality of Nitsche-based
domain decomposition ”[Hansbo P.,Nitsche’s method for
interface problems in computational mechanics,GAMM-
Mitteilungen 28.2 (2005): 183-206]” for online gluing in
combination with RBe approach. This combination allows
to tackle both the geometric reduction of each legos block
and the algebraic dimension of the full linear system. In
particular, we focus on the possibility of handling in online
gluing both conforming and non-conforming subdomains,
and also overlapping one. This latter case is of particular
interest since it allows to consider moving object without
the deterioration of the mesh quality. We present some ex-
amples of Reduced basis element-Nitsche based applied to
steady biomechanics problem.

Davide Baroli
University of Luxembourg Faculty of Science, Technology
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MS313

Hierarchical Model Reduction: Theory and Prac-
tice

Customization of methods to exploit all the possible fea-

tures of the phenomenon of interest may lead to a sig-
nificant improvement in terms of computational efficiency.
With this respect to, Hierarchical Model (HiMod) reduc-
tion methods are ideal to describe phenomena with a domi-
nant dynamics, locally enriched via transverse components.
The HiMod procedure follows the idea of combining separa-
tion of variables with a diverse numerical approximation.
This separate description of dynamics leads to construct
psychological 1D models, yet able of switching to a locally
higher fidelity. Thus, along the mainstream we consider a
classical one-dimensional finite element approximation to
exploit easiness and versatility of this method. The trans-
verse components are tackled by a modal approximation.
In particular, the number of modes can be locally tuned
along the mainstream, according to the meaningfulness of
the transverse information. Relatively few modes are ex-
pected to capture the transverse dynamics with an overall
reduction of computational costs. In this presentation, we
focus on the most recent advances in Hi-Mod reduction,
after introducing the basics of such an approach. Work
in collaboration with A. Veneziani, D. Baroli, C.M. Cova,
S. Guzzetti, M. Lupo Pasini, L. Sala. Supported by NSF
DMS 1412963.
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Perspectives and Advances in Reduced Order
Methods for Parametrized Viscous Flows

We present the state of the art of our research in method-
ological and numerical developments for reduced order
methods, focused on parametric flows (shape of domain
and physics/data). Current efforts are devoted to the de-
tection of instabilities and bifurcations, in the increase of
Reynolds number, as well as in data assimilation, param-
eter estimation, uncertainty quantification. Extension to
multi physics setting is undergoing (fluid-structure interac-
tions, porous media), as well as to more efficient techniques
in dealing with parametric shapes and interfaces. Special
attention is devoted in the development of open source
libraries to guarantee competitive computational perfor-
mances, thanks to offline-online computing splitting.
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MS314

Discovering Governing Equations by Sparse Iden-
tification of Nonlinear Dynamics

This work develops a general framework to discovering the
governing equations underlying a dynamical system simply
from data measurements, leveraging advances in sparsity
techniques and machine learning. The resulting models are
parsimonious, balancing model complexity with descriptive
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ability while avoiding overfitting. The only assumption
about the structure of the model is that there are only a
few important terms that govern the dynamics, so that the
equations are sparse in the space of possible functions. This
perspective, combining dynamical systems with machine
learning and sparse sensing, is explored with the overarch-
ing goal of real-time closed-loop feedback control of com-
plex systems. There are many more critical data-driven
problems, such as understanding cognition from neural
recordings, inferring patterns in climate, determining sta-
bility of financial markets, predicted and suppressing the
spread of disease, and controlling turbulence for greener
transportation and energy. With abundant data and elu-
sive laws, data-driven discovery of dynamics will continue
to play an increasingly important role in these efforts.
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MS314

Interpolatory Decompositions in an Instrumented
Building

Virginia Tech’s Goodwin Hall is instrumented with 212
accelerometers welded to the steel frame of the building.
Each of these sensors records vibrations at the rate of
25,600 samples per second. From this massive data set,
the Virginia Tech Smart Infrastructure Lab seeks to learn
about many aspects of building occupancy, ranging from
day-to-day operating conditions to the detection of an ac-
tive shooter. This talk will describe the use of interpola-
tory matrix factorizations (e.g., CUR decompositions) to
identify a minimal set of sensors that capture a pedestrian
walking down a heavily-instrumented hallway, toward es-
tablishing a minimal sensor configuration for instrumenting
other buildings.
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MS314

Fast Data-Driven System Identification from Im-

pulse Response Measurements

With vast amounts of data, the cost of identifying a state-
space system model via nonlinear least squares becomes
dominated by the dimension of the data. Our approach
reduces the effective data dimension by constructing a se-
ries of inexpensive surrogates where the data is projected
onto a low dimensional subspace. Although a naive im-
plementation would still require an O(n) operation inner-
product to minimize each surrogate, where n is the data
dimension, we can exploit the structure of this problem
to evaluate this inner-product in O(1) operations, reduc-
ing the cost of optimization. When there is noise in the
data, each projected surrogate problem yields a different
system estimate from the original problem. We present a
bound on this mismatch and use it to control the error by
updating the subspace during the course of optimization.
If perturbations to the measurements sample a Gaussian
distribution, the mismatch can be interpreted in statistical
sense and the covariance of the surrogate estimate obtains
the Cramér-Rao bound to within an arbitrary tolerance.
The net result is an algorithm that obtains an estimate
that is 98% as accurate as the conventional nonlinear least
squares solution while being 100× faster. This approach is
also competitive with subspace based system identification
approaches.

Jeffrey M. Hokanson
Colorado School of Mines
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MS314

Data-Driven Model Order Reduction for Linear
Parametric Systems

Data-driven model order reduction in the Loewner frame-
work has attracted increasingly more research attentions.
Since parameters are often present in industrial applica-
tions and parametric studies are crucial in system design
and analysis, developing parametric model order reduction
in the Loewner framework is important to further improve
its applicability. Interpolation methods in the Loewner
framework have been proposed to reduce systems with
one or two parameters. Although these methods can be
extended to accommodate more parameters theoretically,
this faces several difficulties. First, the mathematical for-
mulation needs to be specially derived for each number of
parameters. In addition, the complexity grows fast with
the number of parameters and the formulation is already
complicated for two parameters. In this talk, we propose
another type of interpolation method under the Loewner
framework. This method builds parametric reduced mod-
els by interpolating nonparametric reduced models built by
the Loewner approach. To interpolate these nonparamet-
ric reduced models, our method first transforms all of them
under a consistent set of generalized coordinates. Then,
these transformed reduced models are interpolated on their
appropriate matrix manifold. The proposed method pro-
vides a uniform framework for building parametric reduced
models in the Loewner framework because it has the same
formulation and can be efficiently implemented for different
numbers of parameters.
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MS315

Modeling Laser Absorption in Low-Speed Reacting
Flows using Adaptive Finite Elements

This work presents modeling of laser absorption in gaseous
reacting flows using adaptive finite elements driven by
dual-weighted residual error estimates. Laser absorption
spectroscopy is a valuable tool that allows experimental-
ists to study the characteristics of gaseous flows without
directly affecting the flow itself. However, this technique
can be limited when the flow characteristics vary signifi-
cantly along the optical path, as the data obtained repre-
sents spatially-averaged quantities. These difficulties can
be circumvented by using detailed computational models
in conjunction with the laser absorption data. Integration
of the Beer-Lambert law is performed using the GRINS
multiphysics finite element framework by supplying the rel-
evant quantity-of-interest (QoI) module whereby the laser
intensity is integrated along the optical path using quadra-
ture. The libMesh FEMSystem framework, upon which
GRINS is built, facilitates the element-wise QoI integra-
tion across the mesh as well as provides a framework for
computing dual-weighted residual error estimates that are
used to drive adaptive mesh refinement (AMR) in areas
with high laser absorption. The talk discusses the formula-
tion of the problem, details of the software implementation
and libraries used, and numerical examples.

Timothy Adowski, Paul Baumann
University of Buffalo
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MS315

Parallel Goal-Oriented Adaptive Solid Mechanics

We present a software framework for goal-oriented error es-
timation and mesh adaptation in quasi-steady Lagrangian
solid mechanics applications. This framework is being de-
veloped using the Trilinos software environment taking ad-
vantage of the PUMI unstructured mesh adaptation com-
ponents. Key features being developed include the capabil-
ity to: (1) Execute all steps of the adaptive loop workflow
in parallel to support the scalable execution of large prob-
lems. (2) Effectively implement the primal problem and
dual problems via using automatic differentiation. (3) In-
vestigate alternative quantities of interest relevant to solid
mechanics applications. We will discuss the software com-
ponents used to construct the framework, the steps per-
formed for an adaptive goal-oriented analysis, and how the
framework generalizes goal-oriented error estimation for a
class of solid mechanics problems. Work has been done
to coordinate a variety of software packages from Trili-
nos and PUMI to efficiently solve primal problems, solve
dual problems, estimate the error in a functional quantity,
and perform mesh adaptation to reduce the functional er-
ror. Based on a mixed displacement-pressure formulation,
the primal problem, dual problem, and error contribution
terms have been implemented in a generic form to allow
the analysis of variety of different types of solid mechanics
applications. Results for linearly elastic, Neohookean, and

plasticity models will be presented.
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MS315

Adaptivity in High-Order Finite Element ALE
Simulations

The Arbitrary Lagrangian-Eulerian (ALE) framework
forms the basis of many large-scale multi-physics codes,
and in particular those centered around radiation diffusion
and shock hydrodynamics. We are developing general high-
order finite element discretization framework that aims to
improve the quality of current ALE simulations, while also
improving their performance on modern data-centric com-
puting architectures. We use the de Rham complex to
guide the discretization of different physics components. In
particular, kinematic quantities (e.g. velocity, position) are
discretized with continuous (H1) finite elements, thermo-
dynamic quantities (e.g. internal energy) use continuous
(L2) elements, while H(div)-conforming finite elements are
used for the fluxes in radiation diffusion. To address adap-
tivity in these settings, we have developed a general un-
structured nonconforming mesh refinement capability that
support adaptive mesh refinement on triangular, quadri-
lateral and hexahedral curvilinear meshes, at arbitrarily
high order, for any finite element space. Our approach can
handle complex 3D anisotropic refinements, unlimited re-
finement levels of adjacent elements, and MPI parallelism
with load balancing. In this talk we present the high-
order AMR algorithms and demonstrate their performance
on model compressible hydrodynamics and computational
electromagnetics problems. We also discuss our ongoing ef-
forts to develop practical error estimators in these settings.
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MS315

Mesh Motion and Adaptation for Two-Phase Flow
Problems with Moving Objects

Reliable simulation of fluid flow problems with fluid-
structure and multiphase interactions are challenging be-
cause of the inherent difficulty in capturing and/or keeping
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track of the evolving interfaces as well as moving objects
(e.g., a floating bar or a moving ship on water). In this talk,
we will focus on an adaptive unstructured approach for
two-phase problems with moving objects. Our adaptive ap-
proach is based on local error indicators and estimators of
both explicit and implicit types that are used to construct a
mesh sizefield which accounts for anisotropy (e.g., near the
interface or boundary). The anisotropic mesh sizefield is
used to drive the overall mesh adaptation process, which is
based on a set of local mesh modification operations (e.g.,
edge split, collapse and swap, and compound operators)
and operates in parallel on distributed/partitioned meshes.
To account for moving objects, an arbitrary Lagrangian-
Eulerian (ALE) description is employed and mesh mo-
tion is used. In summary, the current adaptive approach
(based on local error indicator/estimator and mesh mod-
ification) supports evolving interfaces, moving objects in-
volving mesh motion, and high anisotropy, and operates in
parallel. This adaptive approach will be demonstrated on
different problems of interest such as a bar plunging into a
pool of liquid, a floating bridge deck, etc.
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MS316

Energy Conserving, Linear Scaling, Real Space Ab
Initio Molecular Dynamics

Born-Oppenheimer molecular dynamics (BOMD) calcu-
lates forces on the nuclei via an iterative electronic op-
timization at each time step. A tight convergence of this
optimization is typically required in order to prevent a sys-
tematic drift in the total energy over time. Using extended
Lagrangian BOMD (XL-BOMD), where the initial guess
to this optimization procedure is propagated alongside the
nuclei, energy conservation can be achieved without re-
quiring an expensive tightly-converged electronic solution.
We have investigated the application of XL-BOMD for the
scalable real-space BOMD strategies developed by Fatte-
bert and Osei-Kuffuor. The fusion of these two methods
requires the propagation of both the initial guess for the
Kohn-Sham subspace as well as the centers of the localized
orbitals. XL-BOMD has shown remarkable energy conser-
vation when the localized orbitals are not truncated. We
are currently exploring the magnitude and nature of the
energy drift caused by truncating the localized orbitals.

Ian Dunn
Columbia University
iansdunn@gmail.com

MS316

O(N) Density Functional Theory Calculations: Be-
yond Ground State of Insulators

Numerous approaches have been proposed in recent years
to reduce computational complexity from O(N3) to O(N)

in Density Functional Theory simulations. Practical and
accurate methods exist for ground state calculations of in-
sulators. Extending these methods to more difficult prob-
lems such as molecular dynamics and metallic systems
present some challenges, such as energy conservation, fast
time-to-solution, critical problem size where O(N) become
competitive. These issues will be discussed in light of our
recent experience with a Finite Difference discretization of
the Kohn-Sham equations, a localized orbitals represen-
tation of the electronic structure, and distributed approxi-
mate solvers for the matrices associated with the operators
projected onto the localized orbitals basis set. Parallel scal-
ability will also be discussed. This work was performed
under the auspices of the U.S Department of Energy by
Lawrence Livermore National Laboratory under contract
DE-AC52-07NA27344.
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MS316

Next Generation Quantum Molecular Dynamics

We are developing a modern framework for quantum based
molecular dynamics simulations that combines some of
the best features of regular Born-Oppenheimer and Car-
Parrinello molecular dynamics. The new framework is
based on an extended Lagrangian formulation of Born-
Oppenheimer molecular dynamics that allows, for the first
time, efficient energy conserving Born-Oppenheimer molec-
ular dynamics simulations with a computational complex-
ity that scales only linearly with the system size. Only a
single diagonalization per time step is required. The effi-
ciency and accuracy of the new dynamics can be under-
stood from a backward analysis. Instead of integrating an
underlying exact dynamics with approximate forces, exact
forces that do not rely on the fulfillment of the Hellmann-
Feynman theorem are used to integrate the equations
of motion for an approximate shadow Hamiltonian that
closely follows the exact solution. In this way properties
such as the total energy can be controlled. This geometric
approach to integration is widely used in classical molecular
dynamics, e.g. in the velocity Verlet algorithm. Our new
framework allows this geometric technique to be applied
also to self-consistent field theory. Extended Lagrangian
Born-Oppenheimer molecular dynamics represents a gen-
eral approach that can be applied to a broad variety of
quantum based molecular dynamics applications.

Anders Niklasson
Los Alamos National Laboratory
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MS316

Spectral Quadrature Method for Large-Scale,
High-Temperature Quantum Molecular Dynamics

The computational cost of conventional diagonalization-
based Density Functional Theory (DFT) calculations grows
rapidly with increasing temperature due to a large number
of states becoming partially occupied. Since most diago-
nalization algorithms scale quadratically with the number
of states to be computed, and scale poorly in the con-
text of scalable high performance computing due to the
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orthogonality constraint on the states, high temperature
calculations for even small to moderately sized systems are
currently intractable. In this talk, the recently developed
spectral quadrature DFT (SQDFT) method will be dis-
cussed. Specifically, SQDFT formulates Kohn-Sham den-
sities, energies, and forces as spectral integrals, which are
then evaluated by quadrature rules. This approach scales
linearly with respect to the number of states, is identically
applicable to insulating and metallic systems, and has de-
creasing computational cost with increasing temperature.
In addition, the SQDFT approach admits an efficient de-
composition of full sparse Hamiltonian operations to local
dense sub-Hamiltonian operations, thus facilitating paral-
lel scalability. This decomposition is exploited to maxi-
mize parallel scalability, while retaining strict equivalence
to the full-Hamiltonian formulation, and so systematic con-
vergence to the exact diagonalization result. Results using
SQDFT for high-temperature quantum molecular dynam-
ics simulations will be presented.

Phanish Suryanarayana
Georgia Institute of Technology
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MS317

Panzer: A Finite Element Assembly Engine within
the Trilinos Framework

Panzer is a general finite element assembly engine for mul-
tiphysics simulation, which leverages a variety of Trilinos
packages. The library provides abstractions that acceler-
ate the implementation of weak forms by automating the
local to global assembly. A wide variety of finite element
bases are possible, including physics-compatible discretiza-
tions. To specify the problem, users divide the domain into
element blocks, and then associates physics blocks (equa-
tion sets and boundary conditions) with them. Fully cou-
pled systems composed of different equation sets in differ-
ent element blocks are possible, along with mixed bases for
degrees of freedom within an element block. The assem-
bly process utilizes a directed acyclic graph-based equation
description, in which each graph node defines a computa-
tional kernel that computes a term of the weak form. Ex-
ecuting these kernels according to the graph dependency
results in the complete computation of the residual. The
power of this model is the interchangeability of kernels to
build up different variational forms. Panzer utilizes em-
bedded template based generic programming to assemble
quantities of interest (residuals, Jacobians, Hessians) from
the same code. Users specify their equations once and au-
tomatic differentiation determines the rest to machine pre-
cision. It therefore naturally supports adjoint-based error
analysis, stability and bifurcation analysis, optimization,
and uncertainty quantification.
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MS317

Porting Spectral/hp Element Framework Nek-
tar++ to Kokkos

As high-performance computers with distributed memory
are becoming increasingly heterogeneous, parallel execu-
tion based exclusively on MPI is no longer sufficient. Re-
cent years have seen a rapid development of multi-core
architectures and associated software toolkits that enable
intra-node acceleration, but present also a significant chal-
lenge for numerical software. Established algorithms of-
ten need to be redesigned in order to fit the underlying
hardware and given the variety of available chips, it is de-
sirable to maintain portability and sufficient level of ab-
straction without sacrificing performance. Finite element
methods are one of the most important applications of
high-performance computing and their high-order variants
are amenable to execution on multi-core processors due to
their data locality and high arithmetic intensity. We are
interested in performance-portable implementation of con-
tinuous and discontinuous Galerkin methods that are cur-
rently available in spectral element solver Nektar++. The
Trilinos library Kokkos is a suitable candidate for making
the existing code base multi-core aware and we present our
experience with refactoring the code to Kokkos program-
ming model. Nektar++ also contains a high-order mesh
generator called NekMesh and we discuss its acceleration
of NekMesh through Kokkos and associated challenges.

Mike Kirby
University of Utah
School of Computing
kirby@cs.utah.edu

Chris Cantwell
Imperial College London
c.cantwell@imperial.ac.uk

Martin Vymazal
Imperial College
martin.vymazal@imperial.ac.uk

David Moxey, Jan Eichstaedt, Michael Turner
Department of Aeronautics
Imperial College London
d.moxey@imperial.ac.uk, eichstaedt13@imperial.ac.uk,
m.turner14@imperial.ac.uk

Spencer Sherwin
Imperial College London
s.sherwin@imperial.ac.uk

MS317

A Novel Algebraic Multigrid Method for Q2-Q1
Discretizations of the Navier-Stokes equations

Algebraic multigrid methods are well established for PDE
systems with co-located unknowns. In this talk, we pro-
pose a novel multigrid method for mixed discretizations
of the incompressible Navier-Stokes equations for the case
where unknowns are not co-located at mesh points such as
Q2−Q1 discretizations. The main idea of the new approach
is to first define coarse pressures in a somewhat standard
AMG fashion and then to automatically choose coarse ve-
locity unknowns so that the spatial location relationship
between pressure and velocity dofs resembles that on the
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finest grid. To define coefficients for the transfer operators,
an energy minimization multigrid is used. We present nu-
merical results for a variety of Stokes and Navier-Stokes
problems.
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MS317

Multiphysics Preconditioning with the MueLu
Multigrid Library

Computer simulations of multiphysics problems not only
grow in size but also in complexity including more and
more types of physics and coupling equations. Multi-
physics systems typically characterized by multi-scale tem-
poral and spatial mechanisms often demand implicit time
integration. For certain classes of single-field problems
multigrid methods are known to be efficient for solving
the linear systems arising from the time integrator. How-
ever, the design and handling of fully coupled physics-
based multigrid preconditioners for multiphysics problems
remains a challenge. MueLu provides a flexible multigrid
framework in Trilinos which allows one to flexibly build and
extend application-specific block preconditioners based on
algebraic multigrid methods. This drastically simplifies the
implementation of block multigrid preconditioners for new
types of applications. Additionally, it allows one to define
simple user interfaces for application-specific precondition-
ers that reduce the number of parameters to minimum.
This is of interest for end users who want to apply the pre-
conditioners in a production environment. We demonstrate
the design principles and usage of the MueLu framework
for multiphysics problems using several examples includ-
ing Navier-Stokes and MHD. Finally, we compare the per-
formance of the multigrid preconditioners with alternative
preconditioning methods.
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MS318

Stochastic and Hybrid (Stochastic/Deterministic)
Methods for Data and Compute Intensive Prob-
lems

Current and emerging extreme-scale systems require novel
scientific algorithms to hide network and memory latency,
have very high computation/communication overlap, have
minimal communication, have no synchronization points.
Scientific algorithms for multi-petaflop and exa-flop sys-
tems also need to be fault tolerant and fault resilient, since
the probability of faults increases with scale. Therefore,
key science applications require novel mathematical meth-
ods and algorithms as well as system software that address
the challenges of current- and future generation extreme-
scale HPC systems. Note also that with the advent of Big
Data in the past few years the need of such scalable math-
ematical methods and algorithms able to handle data and
compute intensive applications at scale becomes even more
important. In this talk the author will focus on novel paral-
lel stochastic and hybrid (stochastic/deterministic) meth-
ods for solving Linear Algebra Problems as one possible
approach in addressing the above challenges. Stochastic
approaches usually produce high level of parallelism with
minimal communication in the parallel case. In partic-
ular Monte Carlo and quasi-Monte Carlo scalable hybrid
methods for matrix inversion and solving systems of linear
algebraic equations will be presented. In addition various
approaches how these can be used as efficient Sparse Ap-
proximate Inverse Preconditioners will be given. Examples
will be drawn from a set of diverse applications.
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MS318

Hierarchical Matrices and Low-Rank Methods for
Extreme-Scale Solvers

Solving large linear systems is a key component of many
computations in CS&E. Recently, hierarchical matrices and
low-rank methods have attracted much attention. We give
an overview of the main types of algorithms in this area,
and discuss what makes them attractive for extreme-scale
computing. Finally, we show some results from a parallel
hierarchical solver under development that is based on H2

matrices and the inverse FMM (IFMM).
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MS318

Automatic Mapping Operator Construction for a
Subspace Correction Method Applied to a Series
of Linear Systems

We focus on solving a series of linear systems with an iden-
tical or similar coefficient matrix. The linear systems are
sequentially processed due to the right hand side vector
depending on the solution vector of the prior linear sys-
tem. For the problem, we investigate the subspace cor-
rection method and its implicit version which accelerate
the convergence of an iterative solver. The key to the
correction method is how effective mapping operators are
constructed. When the range of the mapping operator
covers a subspace including slow convergent error vectors,
the correction method works well. We have developed a
new mapping operator construction method for the prob-
lem above in which the information obtained in the prior
solution steps is used. The subspace including slow conver-
gent vectors is automatically identified. Numerical tests on
electromagnetic field analyses confirm that the correction
method with the generated mapping operator can acceler-
ate the convergence of the iterative solver.
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MS318

Convergence Between Big Data and HPC

In general, High Performance Computing and Big Data
have different programming and computing paradigms.
Big Data is more usually concerns by I/O optimization and
storage, while HPC is mainly often about computation op-
timizations. It is of course a very easy comparison of two
very complex domains and a larger number of applications
have to address all these problems. Recent evolutions gen-
erate large applications with a convergence between these
scientific domains. The increasing size of problems, new
methods, potential computing power of future supercom-
puters, associated with the shared problems of minimizing
the energy consumption and multi-core processor evolu-
tions, would merge computational and data sciences into
a general scientific programming and computing paradigm
for a large class of applications. New classes of methods,
algorithms and data representations would emerge and ap-
plications would be adapted. In this talk, we discuss on
differences between HPC and Big Data programming and
computing. For large scale application associated with very

large data modified during the computation, we propose
ideas to mix those approaches and we discuss on several
other existing ideas and experiments for HPC and Big Data
programing and computing. As an example, we propose
a solution based on using graphs of components for HPC
and DAG for Big Data applications (respectively YML and
TEZ). We conclude on the necessity to deploy experimental
platforms.
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MS319

Estimation of Cardiac Conductivities by a Varia-
tional Data Assimilation Approach: Analysis and
Validation

Computational electrocardiology is becoming a formidable
tool to deeply understand cardiac electrophysiology. Math-
ematical and numerical modeling have been continuously
refined and made closer and closer to clinical application
so that it can be used to improve diagnosis and progno-
sis of cardiac arrhythmia. However, many popular mod-
els have been shown to be strongly sensitive to the car-
diac conductivity parameters. The accurate quantification
of cardiac conductivities is crucial for extending computa-
tional electrocardiology from medical research to clinical
practice. With this motivation, we consider a variational
data assimilation approach for the estimation of the car-
diac conductivities which allows us to combine available
patient-specific measures with mathematical models. We
regard the parameters as control variables to minimize the
mismatch between available measures and computed po-
tentials. By resorting to a derivative-based optimization
method, we significantly improve the numerical approaches
present in literature. We demonstrate the reliability of the
conductivity estimation approach in presence of noise. A
sensitivity analysis with respect to different possible ex-
perimental set ups is provided. In order to extend our
procedure to an operative stage, an extensive validation
using in vitro animal measures will be discussed. Finally, a
Bayesian approach to the inverse problem aiming at assess-
ing the uncertainty about the parameter estimation will be
considered.
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MS319

Taylor Approximation for PDE-Constrained Op-
timal Control Problems Under High-Dimensional
Uncertainty: Application to a Turbulence Model

In this talk, we present an efficient method based on Taylor
approximation for PDE-constrained optimal control prob-
lems under high-dimensional uncertainty. The computa-
tional complexity of the method does not depend on the
nominal but only on the intrinsic dimension of the uncer-
tain parameter, thus the curse of dimensionality is broken
for intrinsically low-dimensional problems. Further correc-
tion for the Taylor approximation is proposed, which leads
to an unbiased evaluation of the statistical moments in the
objective function. We apply our method for a turbulence
model with infinite-dimensional random viscosity.
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MS319

Simulation Based Optimal Experimental Design: A
Measure-Theoretic Perspective

The typical work-flow in the end-to-end quantification of
uncertainties in model input parameters requires first for-
mulating and solving stochastic inverse problems (SIPs)
using output data on available quantities of interest (QoI).
The solution to a SIP is often written in terms of a proba-
bility measure, or density, on the space of model inputs.
Then, we can formulate and solve a stochastic forward
problem (SFP) where the uncertainty on model inputs is
propagated through the model to make quantitative pre-
dictions on either unobservable or future QoI data. As the
fidelity of models increases to include behavior at a wide
range of scales, the number of uncertain input parameters
often increases significantly, while the number of additional
experimental data, which are often costly to obtain, are
typically limited. It is therefore becoming increasingly im-
portant that we optimally design data collection networks
so that the data collected on available QoI leads to im-
proved predictive capabilities of the computational model.
In this talk, we use a measure-theoretic framework to for-
mulate and solve both SIPs and SFPs. From this perspec-
tive, we quantify the geometric characteristics of inverse
images using hypothetical sets of QoI. This leads to a nat-

ural definition of the optimal experimental design, i.e., the
optimal configuration of a finite set of sensors is in some
space-time domain. Several numerical examples and appli-
cations are discussed.
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Stochastic Optimization for Turbofan Noise Reduc-
tion Using Parallel Reduced-Order Modeling

Simulation-based optimization of acoustic liner design in
a turbofan engine nacelle for noise reduction purposes can
dramatically reduce the cost and time needed for exper-
imental designs. Because uncertainties are inevitable in
the design process, a stochastic optimization algorithm is
posed in this talk based on the conditional value-at-risk
measure so that an ideal acoustic liner impedance is de-
termined that is robust in the presence of uncertainties.
A parallel reduced-order modeling framework is presented
that dramatically improves the computational efficiency of
the stochastic optimization solver for a realistic nacelle ge-
ometry. The reduced stochastic optimization solver takes
less than 500 seconds to execute.
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MS320

A Hydrostatic Dynamical Core using Higher-order
Structure-Preserving Finite Elements

It is well known that the inviscid, adiabatic equations of at-
mospheric motion constitute a non-canonical Hamiltonian
system, and therefore posses many important conserved
quantities such as as mass, potential vorticity and total
energy. In addition, there are also key mimetic properties
(such as curl grad = 0) of the underlying continuous vec-
tor calculus. Ideally, a dynamical core should have similar
properties. A general approach to deriving such structure-
preserving numerical schemes has been developed under
the frameworks of Hamiltonian methods and mimetic dis-
cretizations, and over the past decade, there has been a
great deal of work on the development of atmospheric dy-
namical cores using these techniques. An important exam-
ple is Dynamico, which conserves mass, potential vorticity
and total energy; and possesses additional mimetic prop-
erties such as a curl-free pressure gradient. Unfortunately,
the underlying finite-difference discretization scheme used
in Dynamico has been shown to be inconsistent on general
grids. To resolve these accuracy issues, a scheme based
on mimetic Galerkin discretizations has been developed
that achieves higher-order accuracy while retaining the
structure-preserving properties of the existing discretiza-
tion. This presentation will discuss the new dynamical
core, termed Dynamico-FE, along with a more general dis-
cussion on mimetic methods as used in atmospheric science.
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MS320

A Computational Algebra of Hybridization Meth-
ods for Ocean and Atmosphere Discretizations

Recently developed finite element discretizations maintain
the exact force balances which are essential for accurate
ocean and atmosphere simulations. However, efficient so-
lution of geophysical flow equations depends on transform-
ing the mixed velocity-pressure system into an elliptic sys-
tem for the pressure. Implementing this transformation in
the finite element method requires the exploitation of “hy-
bridization” techniques in which the discretized systems
are algebraically manipulated during the equation assem-
bly process to produce the desired elliptic system. Using
conventional model development techniques, hybridization
of complex discretizations requires manual intervention in
intricate numerical code, and this intervention must be re-
peated every time the model is modified, extended, or de-
bugged. In contrast, the Firedrake project at Imperial Col-
lege takes the discretized equations in symbolic form as in-
put, and automatically generates high performance parallel
code from this mathematical specification. By introducing
symbolic operations for hybridization operations, and gen-
erating code from them, we aim to successfully extend this
system for automated simulation to this important class of
problem.
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MS320

R-Adaptive Mesh Generation for Global Weather
Prediction

We consider the generation of meshes adapted to a scalar
monitor function through equidistribution. Together with
an optimal transport condition, this leads to a nonlinear
equation of Monge-Ampre type for generating meshes on
the plane. As our interest is in numerical methods for
global weather prediction, we must formulate the equiva-
lent equation for performing this task on the sphere. Fi-
nally, we present robust iterative numerical methods for
generating appropriate meshes, using finite element meth-
ods to solve the nonlinear equations.
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The Acme Spectral Finite Element Non-
Hydrostatic Dynamical Core

We will describe the development of a non-hydrostatic dy-
namical core for the Department of Energy’s (DOE) Ac-
celerated Climate Model for Energy (ACME) program.
ACME is developing a high-resolution Earth System Model
designed to run efficiently on DOE’s upcoming pre-exascale
and exascale computers. ACME’s current hydrostatic dy-
namical core is from the High Order Method Modeling En-
vironment (HOMME). Our non-hydrostatic core is being
developed in HOMME and shares many of the underlying
computational kernels including full support for variable
resolution meshes. When running at hydrostatic scales, it
is designed to be as similar as possible to the hydrostatic
dycore. We use a terrain-following, vertically-Lagrangian
pressure coordinate. The discretization relies on mimetic
methods: spectral finite elements in the horizontal and fi-
nite differences in the vertical. We use a horizontally ex-
plicit vertically implicit IMEX approach for the time dis-
cretization. We introduce a moist potential temperature
as a prognostic variable, and formulate the equations so
that moist total energy are conserved through the use of
mimetic discretizations. Initial results will be presented
from several of the DCMIP idealized test cases.
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MS321

Complex Optimization for Big Computational and
Experimental Neutron Datasets

We present a framework to use high performance comput-
ing to determine accurate solutions to the inverse opti-
mization problem of big experimental data against com-
putational models. We demonstrate how image process-
ing, mathematical regularization, and hierarchical model-
ing can be used to solve complex optimization problems
on big data. We also demonstrate how both model and
data information can be used to further increase solution
accuracy of optimization by providing confidence regions
for the processing and regularization algorithms. We use
the framework in conjunction with the software package
SIMPHONIES to analyze results from neutron scattering
experiments on silicon single crystals, and refine first prin-
ciples calculations to better describe the experimental data.
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MS321

Stochastic Dynamics for Cross-Scale Uncertainty
Propagation in Molecular Systems

Modeling uncertainty propagation with respect to time is
important for time-dependent multiscale systems. In this
work, the evolution of uncertainty associated with thermo-
dynamics properties as the quantities of interests (QoIs)
in molecular dynamics (MD) simulation is modeled at two
time scales. At short time scale, the probability density
distributions (PDFs) for QoIs are evolved at each step of
MD simulation. At long time scale, a meta-model of un-
certainty dynamics is proposed to propagate PDFs with
much less computational time. An example of MD sim-
ulation with liquid argon with Lennard-Jones interatomic
potential is used to demonstrate the feasibility of the meta-
modeling approach.
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A Multiscale Data-Driven Stochastic Method for
Elliptic PDEs with Random Coefficients

We propose a multiscale data-driven stochastic method
(MsDSM) to study stochastic partial differential equations
(SPDEs) with multiscale features in a multiquery setting.
This method combines the advantages of the recently de-
veloped multiscale model reduction method and the data
driven stochastic method (DSM). The MsDSM reduces
both the stochastic and the physical dimensions of the so-
lution. Numerical results are presented to demonstrate the
accuracy and efficiency of the proposed method for several
multiscale stochastic problems without scale separation.
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MS321

Conex Splitting Method for Transition State in
Phase Field Model

Convex splitting method is a useful numerical strategy
to maintain unconditional energy stability for large time
step size in solving the partial differential equations aris-
ing from steepest descent dynamics of energy functionals.
In this work, we show how to use this strategy to help solve
the problem of finding transition states, i.e., index-1 sad-
dle points of the same energy functionals. Based on the
previous work of iterative minimization formulation (IMF)

for saddle point (SIAM J. Numer. Anal., vol. 53, p1786,
2015), we introduce the convex splitting idea to minimize
the auxiliary functionals at each cycle of the IMF. For any
given convex splitting forms of the energy functional in the
model, we present the general principle of construct- ing
convex splitting forms for these auxiliary functionals and
show how to avoid solving nonlinear equations by using
two convex splitting forms. The new numerical scheme al-
lows a much larger time step size than many traditional
methods. The numerical results for the Ginzburg-Landau
energy functional demonstrate that our new method not
only helps to solve the subproblems with a less number of
iterations but also considerably improves the overall per-
formance of searching transition states.
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MS322

An Implementation of a Variational Immersed
Boundary Method for Fluid-Structure Interaction
using GRINS and libMesh

The Immersed Boundary Method has been an important
tool for studying fluid-structure interaction (FSI) prob-
lems, but is traditionally implemented through Dirac delta
forcing terms in the fluid equations. In this presentation,
we investigate an existing variational formulation which
allows for a natural coupling into existing finite element
(FEM) formulations. We implement this variational for-
mulation in the GRINS multiphysics framework, built on
the libMesh finite element library. Using GRINS allows for
designing the immersed boundary kernel separately from
other weak forms thereby providing a large amount of flex-
ibility in both the fluid and solid properties such that they
may be specified at runtime. The talk focuses on the ar-
chitectural framework, implemented design strategies, and
results relevant to many classes of problems in both soft
matter and other application areas.
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Dynamics of a Multicomponent Vesicle in Shear
Flow

Using a pseudo-spectral boundary integral method, we in-
vestigate dynamical patterns induced by inhomogeneous
bending. Numerical results reveal that there exist novel
phase treading and tumbling mechanisms with oscillatory
inclination angle. We observe that tumbling dynamics can
be triggered even for very low shear rate, and the excess
arc-length required for tumbling is significantly smaller
than the value required for a homogeneous case. These
findings highlight the level of complexity of vesicle dynam-
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ics due to inhomogeneous elasticity.
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Stokes Flows for Non-Intact Moving Internal
Boundaries

Calculations for streaming flows that include a deformable
surface are of interest to a number of areas including phys-
iology and chemical engineering. These surfaces need not
be intact, but can possess a pore allowing the passage of
once impermeant molecules through the membrane, as oc-
curs in electroporation or cell lysis, for example. In order
to make progress in modeling these phenomena, and even-
tually use the models to guide the development of medical
applications, it is useful to know the details of the flow pat-
terns and quantify the rate at which energy is dissipated
by viscous losses. Recently, a fairly complete analytical de-
scription was obtained for motions of the spherical cap–a
hallow sphere with a single hole–characterizing the stream-
ing flow for pore closure and for leak out. Apart from pos-
sible applications in physiology and chemical engineering,
these determinations have mathematical interest because
of their role in the numerical analysis of mixed boundary-
value problems where the internal boundary possesses an
edge. In particular, an analysis of pressure and stress sin-
gularities near the edge reveals how the degradation in ac-
curacy of the finite element method can be avoided though
the construction of suitable local solutions.
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Modeling of the Interaction Between a Lipid Bi-
layer Membrane and a Solid Particle

The spreading dynamics of a thin layer of viscous New-

tonian fluid between an elastic sheet and a wetting solid
substrate is examined using lubrication theory. On the
wetting substrate an ultra thin film (precursor film) de-
velops as a result of an intermolecular force between the
fluid and the wetting solid substrate. Such a precursor
film prevents the stress singularity associated with a mov-
ing contact line. Following the methodology by Glasner
(2003), the effects of elasticity on the macroscopic contact
line structure in the quasistatic limit are elucidated by an
ordinary differential equation derived from an analysis of
the energy and its dissipation. Similar to the case of a reg-
ular fluid interface with surface tension (capillary spread-
ing), the elasto-capillary thin film profile also consists of a
core at the center, an ultra thin film in the far field, and
a contact line region where the core film profile connects
smoothly to the precursor film. For capillarity-dominated
spreading, the precursor film transitions monotonically to
the core film. For elasticity-dominated spreading, a spatial
oscillation of film height in the contact line region is found
instead. In addition, it is found that elasticity causes a
sliding motion of the thin film: the contact angle is close
to zero due to elasticity and the contact line moves at a
finite speed.
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MS323

On Optimization Approaches to Boundary Condi-
tions Setting in Computational Hemodynamics

The so-called Navier-Stokes equations for incompressible
flow have now been used extensively to model hemody-
namics problems. However, the required amount of data
to close the system is in practice likely not to be attained.
In a clinical setting, for example, we in general only have
access to average fluxes from Echo-Doppler or due to mea-
surement errors the data may not satisfy the incompress-
ibility constraint, etc. In a direct approach, the researcher
calls upon his experience to infer on the missing data to
close the system. An alternative approach, the so-called
optimization approach, consists in expressing the primal
problem as a subproblem to one that minimize the dis-
tance between the available data and the data consistent
with the model at hand. However, such a technique is in
general way too expensive computationaly. We will show
how simpler surrogates to the Navier-Stokes model may
indeed provide better solutions to a direct approach while
being computationally efficient.
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Software Tools for the Assessment of Cardiovascu-
lar Diseases: The Emory Cardiac Toolbox Experi-
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ence

Myocardial Perfusion Imaging (MPI) modalities, such as
Single Photon Emission Computed Tomography (SPECT)
and Positron Emission Tomography (PET), have attained
widespread clinical acceptance as a standard of care for pa-
tients with known or suspected coronary artery disease. An
important contribution to this success has been provided
by the development and use in clinical environments of
computerized techniques for the objective and robust quan-
tification and interpretation of these imaging studies. The
Emory Cardiac Toolbox (ECTb) has been implemented
over the years as a pipeline to distribute the software tools
that our team and other have researched, developed and
validated to be clinically useful so that clinicians every-
where can benefit from this work. Fundamental attributes
of the ECTb are: an extensive number of normal perfusion
databases for both SPECT and PET studies; analysis of
myocardial regional thickening from gated acquisitions to
quantify left ventricular function and dyssynchrony; devel-
opment of tools for the PET-derived quantification of my-
ocardial hibernation and viability; development of a plat-
form for the creation of three-dimensional displays that
allow the integration of functional images with anatomical
ones such as coronary computed tomography angiography
(cCTA) by means of multimodality image fusion; extrac-
tion of measurements such as absolute myocardial blood
flow and myocardial flow reserve from list-mode PET ac-
quisitions.
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Sickle Cell Anemia and Pediatric Strokes: Com-
putational Fluid Dynamics Analysis in the Middle
Cerebral Artery

Abstract Not Available At Time Of Publication.
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Patient-Specific Simulations of the Ascending
Aorta in Aortopathies

Abstract Not Available At Time Of Publication.
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MS324

Mean-Field Optimal Control Hierarchy in Consen-
sus Models

In this talk we will discuss the role of a policy maker on a
large interacting multi-agent system as a mean field op-
timal control problem. Such control problems are con-
strained by a PDE of continuity-type, governing the dy-
namics of the probability distribution of the agent popu-
lation, example will be presented in consensus dynamics.
We will first present well-posedness results for the mean

field optimal controls in the stochastic and deterministic
setting, and we will derive the first order optimality con-
ditions. In the second part we will introduce a novel ap-
proximating hierarchy of sub-optimal controls based on a
Boltzmann approach, whose computation requires a very
moderate numerical complexity. We will compare the be-
havior of the control hierarchy with respect to the solution
of the optimal control problem, providing numerical exper-
iments for models in consensus formation.
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Meanfield Games and Model Predictive Control

Mean-Field Games are games with a continuum of play-
ers that incorporate the time-dimension through a control-
theoretic approach. Recently, simpler approaches relying
on the Best Reply Strategy have been proposed. They as-
sume that the agents navigate their strategies towards their
goal by taking the direction of steepest descent of their cost
function (i.e. the opposite of the utility function). In this
paper, we explore the link between Mean-Field Games and
the Best Reply Strategy approach. This is done by in-
troducing a Model Predictive Control framework, which
consists of setting the Mean-Field Game over a short time
interval which recedes as time moves on. We show that
the Model Predictive Control offers a compromise between
a possibly unrealistic Mean-Field Game approach and the
sub-optimal Best Reply Strategy.
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Kinetic Models of Conservative Economies with
Welfare Thresholds

As a subset of the field of econophysics, kinetic exchange
models of markets have been used to recover and analyze
characteristics of wealth distributions. We develop two ki-
netic models of wealth redistribution that aim to bring in-
dividuals with wealth below a fixed welfare threshold up to
it. The first model uses need-based transfers where welfare
occurs via binary gifts from individuals above threshold to
individuals below. The second model centrally collects and
redistributes wealth. We discuss and compare features of
each of these models.
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Econophysical Financial Market Models: A Mean-
Field Game Approach

In the recent years there has been a growing number of fi-
nancial market models, described as large interacting par-
ticle systems, which are part of the research field econo-
physics. The starting point of our investigations is the
well-known econophysical Levy-Levy-Solomon [Levy, Levy
Solomon, A microscopic model of the stock market: cy-
cles, booms, and crashes, 1994] model, where each finan-
cial agent is faced with the question of allocating capital
between a risky and risk-free asset. Inspired by classical
work of portfolio optimization by Markowitz [Markowitz,
Portfolio selection, 1952] each agent is faced with an op-
timization problem, which needs to be solved in a game
theoretic setting. Starting at the microscopic level, we for-
mally derive a mean-field game model. Mean-field game
theory has been mainly developed by Lions and collabora-
tors [Lasry, Lions, Mean field games, 2007] and has been
already applied to several economic models. The novelty
of our work is the complex behavior of our state equations
compared to several prototype examples. The mathemati-
cal model is described by a coupled system of two PDEs: A
Fokker-Planck-Kolmogorov equation models the time evo-
lution of the wealth distribution, and is coupled with a clas-
sical Hamilton-Jacobi-Bellmann equation, which describes
the behavior of the value function. Finally, we discuss nu-
merical examples and further perspectives
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The Genesis of Critters: A Multi-part Story

Self-assembly in colloidal systems often requires finely tun-
ing the interactions between particles. When colloids are
active, or moving due to an external drive, the assembly
is even harder to achieve. In this talk we will show that
long-lived compact motile structures, called “critters’, can
be formed just with hydrodynamic interactions with a wall.
They naturally emerge from a fingering instability recently
discovered in an experimental system of microrollers near
a floor. We will focus on the genesis of this phenomenon
which involves a cascade of instabilities: the formation of a
”shock” front due to the nonlocal nature of hydrodynamic

interactions, the destabilization of this front which leads to
the formation of fingers, which then detach to form moving
persistent autonomous clusters called “critters”. Combin-
ing nonlocal continuum models, linear stability analysis,
3D large scale simulations, and comparison with experi-
ments, we will explain each step in detail and show how
the distance of the particles to the nearby floor controls
the dynamics of the system. These critters are a persis-
tent state of the system, move much faster than individual
rollers, and quickly respond to a changing drive.The for-
mation of critters is robust to any initial conditions and
our experiments suggest that similar structures are formed
in a thermal colloidal system. We believe the critters are a
promising tool for microscopic transport, flow, aggregation
and mixing.
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Theory of Meiotic Spindle Assembly

The meiotic spindle is a biological structure that self as-
sembles from the intracellular medium to separate chro-
mosomes during meiosis. It consists of filamentous micro-
tubule (MT) proteins that interact through the fluid in
which they are suspended and via the associated molecules
that orchestrate their behavior. We aim to understand how
the interplay between fluid medium, MTs, and regulatory
proteins allows this material to self-organize into the spin-
dle’s highly stereotyped shape. To this end we develop
a continuum model that treats the spindle as an active
liquid crystal with MT turnover. In this active material,
molecular motors, such as dyneins which collect MT mi-
nus ends and kinesins which slide MTs past each other,
generate active fluid and material stresses. Moreover nu-
cleator proteins that are advected with and transported
along MTs control the nucleation and depolymerization of
MTs. This theory captures the growth process of meiotic
spindles, their shapes, and the essential features of many
perturbation experiments. It thus provides a framework to
think about the physics of this complex biological suspen-
sion.
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A Fast Platform to Simulating Cellular Assemblies
of Semi-Flexible Filaments and Motor Proteins

We present a novel platform for the large-scale simulation
of fibrous structures immersed in a Stokesian fluid and
evolving under confinement or in free-space. One of the
main motivations for this work is to study the dynamics
of fiber assemblies within biological cells. For this, we also
incorporate the key biophysical elements that determine
the dynamics of these assemblies, which include the poly-
merization and depolymerization kinetics of fibers, their
interactions with molecular motors and other objects, their
flexibility, and hydrodynamic coupling. This work, to our
knowledge, is the first technique to include many-body
hydrodynamic interactions (HIs), and the resulting fluid
flows, in cellular fiber assemblies. We use our method to
investigate two important questions in the mechanics of cell
division: (i) the effect of confinement on the hydrodynamic
mobility of microtubule asters; and (ii) the dynamics of the
positioning of mitotic spindle in complex cell geometries.
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High-Order Adaptive Time Stepping in Vesicle
Suspensions

Accurate time stepping in interfacial dynamics, such as
vesicle suspensions, is crucial for obtaining stable and ac-
curate simulations. I will describe two algorithms that can
be used to accomplish this task. First, a deferred correc-
tion method uses a low-order semi-implicit time integrator
to construct high-order results. Second, physically con-
served quantities are used to adaptively select appropriate
time step sizes.
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Optimal Sequential Experimental Design using
Adaptive Transport Maps

The optimal design of a sequence of experiments accounts
for (1) feedback between experiments, and (2) future conse-
quences of each design decision. Common design practices
such as batch/open-loop design (choose all experiments si-
multaneously without feedback) and greedy/myopic design
(optimally select the next experiment without accounting
for future effects) are thus suboptimal. We formulate the

optimal sequential experimental design problem using dy-
namic programming, and maximize expected information
gain under continuous parameter, design, and observation
spaces. The dynamic program can only be solved approx-
imately and numerically, and we find a near-optimal pol-
icy via approximate value iteration. To make this iter-
ation tractable, we employ transport maps to represent
non-Gaussian posteriors for continuous parameters, and
to enable fast approximate Bayesian inference. We con-
struct a Knothe-Rosenblatt map that couples a standard
Gaussian to the joint distribution of designs, observations,
and parameters, so that posterior maps can easily be ob-
tained by conditioning on the design and observation val-
ues. The maps are constructed using sample trajectories
from exploration and exploitation, favoring accuracy over
state regions that are more likely to be visited. The ex-
ploitation measure is updated as better policies become
available, thus improving the map accuracy. The overall
method is demonstrated on a sensor placement problem
for source inversion.
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Sub-Modularity Based Optimal Experimental De-
sign of Kernelized Mis-Specified Dynamic Model

In this study we aim to infer a functional correction for a
mis-specified dynamic model, where the systems dynam-
ics is only approximately known. Our primary objective is
to faithfully represent the dynamics for unobserved initial
conditions. Assuming the availability of observations of
the system for various initial conditions, we propose a for-
mulation for estimating correction terms in a Reproducing
Kernel Hilbert Space (RKHS) of candidate correction func-
tions. Further, we analyze the problem of performing effi-
cient experimental design to fnd an optimal correction term
under a limited experimental budget and experimental con-
straints. The problem is computationally intractable when
formulated in the D-Bayes optimality framework. How-
ever, by introducing a suitable approximate proxy, the
problem can be cast as a submodular optimization prob-
lem, for which there are computationally efficient and ap-
proximately optimal solvers. Our numerical experiments
exemplify the efficiency of these techniques.
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A Measure Space Approach to Optimal Experi-
mental Design

In this talk we present a new approach for the optimal
placement of measurement sensors in the context of op-
timal design of experiments for the estimation of finitely
dimensional parameters describing a system of PDEs.
Hereby the possible distributions of measurement sensors
in an experimental domain Ω is modelled by the set of pos-
itive Borel-measures M+(Ω). The costs of the experiment
are modelled by the total variation norm. This approach
leads to optimal control problems of the form

minimizeω∈M+(Ω) φ(C(ω)) + β‖ω‖M(Ω)

where φ is a (smooth) optimality criterion acting
on the eigenvalues of the Fisher-Information matrix
C(ω), C(ω)ij = 〈∂iS(q̄)∂jS(q̄), ω〉, e.g. φ(C(ω)) =
trace(C(ω)−1). ∂iS(q̄) denotes the sensitivity of the
parameter-to-state operator S with respect to the i-th pa-
rameter at an a priori guess q̄. We examine the solvability
of such problems and state optimality conditions. Fur-
thermore we consider a variational discretization of this
problem, i.e. we only discretize the sensitivities, but not
the design space M+(Ω) and prove some convergence re-
sults. For the algorithmic solution we consider a general-
ized conditional gradient method combined with a semis-
mooth newton method and a postprocessing strategy. The
talk is completed by numerical experiments.
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Two-ScaleSimulation ofLow-Alloyed Trip Steels
based on Phase Transformation atthe Microscale

Low-alloyed TRIP steels are characterized by a high duc-
tility and strength at moderate production costs. These
steels possess a heterogeneous multiphase microstructure,
initially consisting of ferrite, bainite and retained austenite
which is responsible for the mechanical properties. Upon
deformation, a diffusionless, stress-induced, martensitic
phase transformation from face-centered cubic austenite
to body-centered cubic martensite is observed, enhanc-
ing ductility and strength. To incoporate this process
in sheet metal forming simulations we focus on a multi-
scale method in the sense of FE2, where additional micro-
scopic boundary value problems are solved taking into ac-
count suitable representative volume elements. At the mi-

croscale, the material behavior of the matrix, consisting of
ferrite and bainite, is modeled by an isotropic hyperelastic-
plastic constitutive model. The inelastic processes in the
austenitic inclusions involve the phase transformation from
austenite to martensite and the inelastic deformation of
these two phases. To capture this material behavior,
an analytic homogenization approach describing the ef-
fective viscoplastic response of the two-phase (austenitic-
martensitic) material is combined with a transformation
model representing both the stress-dependent evolution of
retained austenite and the deformations associated with
the transformation. Numerical two-scale calculations will
be presented to illustrate the performance of the approach.
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MS327

Highly Scalable Implicit Solvers for Elasticity
Problems on More Than Half a Million Parallel
Tasks

The numerical solution of partial differential equations as,
e.g., linear or nonlinear elasticity problems, on modern
and future supercomputers requires fast and highly scal-
able parallel solvers. In this talk, we will focus on the
different implicit nonlinear solvers and their performance
we consider in the EXASTEEL project for the solution of
the microscopic problems inside our scale bridging method
FE2TI. Domain decomposition methods such as FETI-DP
(Finite Element Tearing and Interconnecting - Dual Pri-
mal) and BDDC (Balancing Domain Decomposition by
Constraints) are robust and efficient solvers for implicit
problems arising in structural mechanics as, e.g., in a sim-
ulation of deformation processes. In this talk, we will
present our highly efficient FETI-DP and BDDC imple-
mentations and show scalability to half a million parallel
tasks on Mira (Argonne National Laboratory, USA) and
JUQUEEN (Jülich Supercomputing Center, Germany) su-
percomputers. We will discuss several recent developments
in FETI-DP and BDDC, i.e., nonlinear domain decompo-
sition or nonlinear preconditioning, and the combination of
FETI-DP with an algebraic multigrid method tailored for
elasticity problems. Here we used the local neighborhood
(LN) approach implemented in BoomerAMG from the hy-
per package, which provides an exact interpolation of the
rigid body modes.
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MS327

FE2TI - Parallel Computational Scale Bridging for
Dual-Phase Steels

Modern high-strength steels are simulated using the FE2

multiscale method combined with efficient parallel FETI-
DP domain decomposition/multigrid solvers. In this mul-
tiscale approach, in each Gaussian integration point of the
macroscopic problem, a microscopic problem is solved on
a representative volume element (RVE). A material law on
the macroscale is not needed. The problems on the RVEs
are coupled only through the macroscopic problem and
thus can be solved in parallel. The implementation uses
PETSc and efficient solver packages including Boomer-
AMG, MUMPS and UMFPACK. Weak scalability results
are presented, filling the complete JUQUEEN at FZ Jülich
(458,752 BG/Q cores) and the complete Mira at Argonne
National Laboratory (786,432 BG/Q cores).
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MS327

Modeling of Polycrystals Using a Fcc/bcc Crys-
tal Visco-Plasticity Theory Applying a Robust
Complex-Step Derivative Approximation for the
Tangent Moduli

The modeling of polycrystals using crystal visco-plasticity
models lead to complicated formulations of the exact con-
sistent tangent modulus tensor and therefore its derivation
and implementation might be elaborate. In this case nu-
merical approximations of the moduli can provide an alter-
native in particular for scientific development purposes, es-
pecially for the implementation of different complex hard-
ening laws. Here, a robust numerical approximation of the
fourth-order algorithmic consistent tangent tensor that can
be implemented within FE-software is proposed using an
innovative numerical derivative scheme. The role of consis-
tent tangent moduli in the implicit nonlinear finite element
method is important in order to achieve quadratic conver-
gence within the Newton-Raphson iteration scheme. Fur-
thermore, these moduli are needed to detect material insta-
bilities especially in localization analysis. However, numer-
ical tangent moduli of large-strain constitutive models us-
ing finite difference schemes typically suffer from round-off
errors in floating point arithmetics and they are quite sen-
sitive with respect to the perturbation especially in highly
nonlinear problems. The complex-step derivative approxi-
mation scheme, which uses complex numbers in computa-
tion and can provide first derivatives with high accuracy
that are almost identical to the analytical ones.
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PP1

Preconditioning for Incompressible Two-Phase
Flow

Two-phase flows arise in many coastal and hydraulic en-
gineering applications such as the study of coastal waves,
dam breaking scenarios, and the design of coastal struc-
tures. However, modelling two-phase incompressible flow
with a level set formulation results in a variable coefficient
Navier-Stokes system that is challenging to solve compu-
tationally. Here we consider preconditioners for such sys-
tems, looking to adapt efficient preconditioners for single-
phase flows. In particular we consider systems arising from
the application of finite element methodology and precon-
ditioners based on approximate block factorisation. A cru-
cial ingredient is a good approximation to the Schur com-
plement which can be computed efficiently.

Niall Bootland
University of Oxford
bootland@maths.ox.ac.uk

PP1

Nonlinear Model Reduction in Computational
Fluid Dynamics

”Developing effective reduced-order models (ROMs) for
compressible, turbulent fluid flows is a challenging problem
whose solution can enable an important breakthrough: the
routine use of large eddy simulation (LES)—or even direct
numerical simulation (DNS)—models in time-critical ap-
plications such as aircraft design. We present a number of
advances to making this goal a reality, including 1) least-
squares Petrov–Galerkin projection (which exhibits supe-
rior accuracy to Galerkin projection), 2) the sample-mesh
concept (which enables small-footprint ROM simulations),
and 3) structure preservation (which ensures the ROM con-
serves mass, momentum, and energy globally).”

Kevin T. Carlberg
Sandia National Laboratories
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PP1

Scikit-Shape: A Python Package for Shape Opti-
mization and Analysis

Many problems in science and engineering are expressed
as shape optimization problems, in which the variable is
a shape such as a curve in 2d or a surface in 3d. Exam-
ples are optimization of the shape of an airplane wing, and
delineation of boundaries of biological structures in medi-
cal scans. We typically express such problems as energies
with data (or target) mismatch and geometric regulariza-
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tion components, to be minimized algorithmically to at-
tain the optimal shape. To solve such problems, we have
implemented a suite comprising various building blocks of
such problems and algorithms to perform the minimiza-
tion, including geometric regularization, statistical shape
priors, adaptive geometric discretization, and fast Newton-
type minimization schemes. Moreover, we have developed
crucial shape analysis algorithms for statistical analysis
and evaluation of the shapes computed, based on elastic
shape distance framework. Our main applications are im-
age and data analysis problems, but the infrastructure is
quite general, and can be used for problems in other fields
as well. All our algorithms are implemented in Python,
leveraging on the NumPy/SciPy ecosystem, making them
as easy to use as Matlab, also compatible with existing
Python tools. Our algorithms will be freely available as
an open source package for the research community at:
http://scikit-shape.org
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Theiss Research, NIST
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PP1

JInv - A Flexible Julia Package for Parallel PDE
Parameter Estimation

jInv is a Julia framework for the solution of large-scale PDE
constrained optimization problems. It supports linear and
nonlinear PDE models and provides many tools commonly
used in parameter estimation problems such as different
misfit functions, regularizers, and efficient methods for nu-
merical optimization. Also, it provides easy access to both
iterative and direct linear solvers for solving linear PDEs.
A main feature of jInv is the provided easy access to par-
allel and distributed computation supporting a variety of
computational architectures: from a single laptop to large
clusters of cloud computing engines. Being written in the
high-level dynamic language Julia, it is easily extendable
and yet fast. This poster gives an overview about the pack-
age, recent applications, and outlines future extensions.
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PP1

Offline-Enhanced Reduced Basis Method Through
Adaptive Construction of the Surrogate Parameter
Domain

Classical Reduced Basis Method (RBM) is a popular cer-
tified model reduction approach for solving parametrized
partial differential equations. However, the large size or

high dimension of the parameter domain leads to pro-
hibitively high computational costs in the offline stage.
In this work we propose and test effective strategies to
mitigate this difficulty by performing greedy algorithms
on surrogate parameter domains that are adaptively con-
structed. These domains are much smaller in size yet accu-
rate enough to induce the solution manifold of interest at
the current step. In fact, we propose two ways to construct
the surrogate parameter domain, one through an Inverse
Cumulative Distribution Function (ICDF) and the other
based on the Cholesky Decomposition of an error corre-
lation matrix. The algorithm is capable of speeding up
RBM by effectively alleviating the computational burden
in offline stage without degrading accuracy. We demon-
strate the algorithms effectiveness through numerical ex-
periments.

Jiahua Jiang
University of Massachusetts, Dartmouth
jjiang@umassd.edu

PP1

Minisymposterium: Solitary Waves and Shock
Waves in Periodic and Random Media

First-order hyperbolic systems do not describe dispersive
waves, but dispersive effects can arise in such systems as
a result of periodically- or randomly-varying coefficients
or ambient state. This e-poster allows you to explore ex-
amples of this in the context of shallow water waves over
variable bathymetry. Depending on the amplitude of the
initial waves and the kind of variation of the bottom, a
variety of effects can be observed, including wave break-
ing, formation of solitary waves, and transitions between
the two. The poster includes interactive demonstrations of
simulation results computed with Clawpack. This e-poster
is part of the Minisymposterium: Clawpack and GeoClaw
- Software Developments and Applications.

David I. Ketcheson
CEMSE Division
King Abdullah University of Science & Technology
david.ketcheson@kaust.edu.sa

PP1

Scalable Time-Stepping for PDEs Through Com-
ponentwise Approximation of Matrix Functions

Krylov subspace spectral (KSS) methods are high-order ac-
curate, explicit time-stepping methods with stability char-
acteristic of implicit methods. This “best-of-both-worlds’
compromise is achieved by computing each Fourier coef-
ficient of the solution using an individualized approxima-
tion, based on techniques from “matrices, moments and
quadrature’ for computing bilinear forms involving matrix
functions. This poster will present an overview of their
derivation and essential properties, and also highlight on-
going projects aimed at enhancing their performance and
applicability.

James V. Lambers
University of Southern Mississippi
Department of Mathematics
James.Lambers@usm.edu

PP1

Adaptive Turbulence Simulations with Moving Do-
mains and Multi-Phase Flow, with Applications in
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Biomechanics and Renewable Energy

Although turbulent flows play a major role in many areas
of natural sciences and engineering, numerical simulations
are currently able to fully resolve a limited range of flows
of practical interest, and a turbulence model is often re-
quired to make the simulation feasible. We present the
latest developments in our implicit turbulence modeling
framework based on adaptive finite elements. Compared to
competing methods, ours has an advantage in that it fea-
tures dual-based goal-oriented adaptivity to approximate
a given functional while optimally employing the available
computational resources [J. Hoffman et al. (2016). Com-
putability and Adaptivity in CFD. in: Encycl. Comput.
Mech. ]. Challenging unsteady configurations such as a
full aircraft are now computable in acceptable times, esti-
mating aerodynamic forces with an error of a few percent-
age points. Here we focus on initial results on how our
methodology can be extended to include simulations fea-
turing moving meshes and multi-phase flows. This greatly
increases the number of solvable problems by including, for
example, flows over objects with moving parts with a re-
duced need for re-meshing, notoriously a costly operation.
In this regard, we plan to present left ventricle blood flow
simulations, as a part of a collaboration aimed at clinical
applications, and vertical axis turbines for renewable en-
ergy production, an international collaboration involving
also industrial partners.
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PP1

Mixed-Integer PDE-Constrained Optimization

Many complex applications can be formulated as optimiza-
tion problems constrained by partial differential equations
(PDEs) with integer decision variables. Examples include
the remediation of contaminated sites and the maximiza-
tion of oil recovery; the design of next generation solar
cells; the layout design of wind-farms; the design and con-
trol of gas networks; disaster recovery; and topology opti-
mization. We will present emerging applications of mixed-
integer PDE-constrained optimization, review existing ap-
proaches to solve these problems, and highlight their com-
putational and mathematical challenges. We introduce a
new set of benchmark set for this challenging class of prob-
lems, and present some early numerical experience using
both mixed-integer nonlinear solvers and heuristic tech-
niques.
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Factorization Based Sparse Solvers and Precondi-
tioners – Recent Developments for Superlu and
Strumpack

Many extreme-scale simulation codes encompass mul-
tiphysics components in multiple spatial and length
scales. The resulting discretized sparse linear systems
can be highly indefinite, nonsymmetric and extremely ill-
conditioned. For such problems, factorization based algo-
rithms are often the most robust algorithmic choices among
many alternatives, either being used as direct solvers, or
as coarse-grid solvers in multigrid, or as preconditioners
for iterative solvers which otherwise rarely converge. We
present our recent work on the two software packages Su-
perLU and STRUMPACK. The first is based on a supern-
odal method and the second is based on a multifrontal
method. Moreover, in STRUMPACK, we incorporate the
data-sparse low-rank approximate factorization techniques
such as HSS to achieve lower arithmetic and communi-
cation complexity as well as robust preconditioner. We
will illustrate both theoretical and practical aspects of the
methods, and demonstrate their performance on newer par-
allel machines, such as those with GPU and Intel Xeon Phi,
using a variety of real world problems.
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PP1

SpinDoctor: A Simulation Tool for Diffusion MRI

I will showcase SpinDoctor, a Matlab based simulation tool
that generates the MRI signal arising from heterogeneous
sample geometries. The user defines the geometry by spec-
ifying the shape and positions of biological cells and the
diffusion MRI sequence to be simulated, the simulation
tool generates a finite elements mesh of a computational
volume containing the biological cells and solves the un-
derlying partial differential equation governing the water
proton magnetization during the diffusion MRI sequence.

Jing-Rebecca Li
INRIA Saclay
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PP1

Physically Constrained Kalman Filter

We present an augmented version of the standard Kalman
filter in the case where a physical constraint exists in the
system. By enforcing this constraint in the analysis step, a
more accurate solution can be obtained for little additional
computational cost. We illustrate the effectiveness of our
method by comparing its results on several systems with
conserved quantities to the results of the standard Kalman
filter.
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PP1

Computing Reduced Order Models Using Random-
ization

In partial differential equations-based (PDE-based) inverse
problems with many measurements, we have to solve many
large-scale discretized PDEs for each evaluation of the mis-
fit or objective function. In the nonlinear case, each time
the Jacobian is evaluated an additional set of systems must
be solved. This leads to a tremendous computational cost
and this is by far the dominant computational cost for these
problems. One can use reduced order models to reduce this
cost. However, computing the reduced order model still re-
quires solving many systems. In this talk, we discuss how
to generate reduced order models using randomized tech-
niques at a greatly reduced cost.
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PP1

A Fully-Coupled Discontinuous Galerkin Spectral
Element Method for Two-Phase Flow in Petroleum
Reservoirs

We present a discontinuous Galerkin spectral element
method (DGSEM) to simulate two-phase incompressible
fluid flow in petroleum reservoirs. Petroleum reservoirs are
porous media with heterogeneous geologic features and per-
meability, and the flow of two immiscible phases involves
sharp, moving interfaces. Fluid flow in porous media is
governed by a generalized Darcy's law with relative perme-
ability functions for each phase. The relative permeability
introduces a strongly non-linear coupling between fluid ve-
locity, u and local saturation, s. The governing equations

of motion involve an incompressible pressure equation and
a convective-diffusive transport equation for saturation, s
with strong non-linearity associated with the (u, s) cou-
pling. Such coupled PDE systems present various com-
putational challenges owing to sharp, moving fronts, and
spatial discontinuities in material properties such as perme-
ability, porosity, fluid viscosity. We develop a fully coupled
numerical scheme using discontinuous Galerkin method
with spectral element basis functions and implicit Rosen-
brock time-stepping schemes. Stable numerical simulations
are achieved without the use of slope limiters. High-order
time accuracy and hp-convergence in spatial variables of
DGSEM is demonstrated. We present the performance ca-
pabilities of DGSEM for simulating fluid flow in heteroge-
neous reservoirs with low-permeable regions and imperme-
able shale barriers.
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PP1

Exahype - An Exascale Engine for Solving Hyper-
bolic PDEs: Various Equations and Quick Adap-
tion to the Users Needs Becoming Open Source

The ExaHyPE project develops an exascale simulation
engine for the solution of hyperbolic partial differential
equations. We tackle these challenges with an approach
based on the Discontinuous Galerkin method with high-
order accuracy in space and time and a discretization based
on structured space-tree meshes with adaptive refinement.
ExaHyPE is an open-source engine and a key focuses is the
fast adaption to the research needs of other groups. An E-
poster will be a great way to convey the philosophy of the
engine character of ExaHyPE. We will prepare different
problem setups for interactive presentation covering stan-
dard cases of hyperbolic conservation laws such as Euler
flow, wave equations or special relativistic magneto hydro-
dynamics. Beyond that, there will be the possibility for the
audience to experience ExaHyPE: We will together with
and driven by the users exchange the PDE formulation,
solve multiple PDEs at the same time, adapt the mesh and
show the potential and flexibility of the engine. In a live
demonstration and interaction with the visitors we will ex-
tend the simulation by additional user-specific parameters
and investigate the implications to the whole simulation
process. This interactive approach will be very useful con-
cerning user input to us as the project consortium, will
greatly convey the mission statement of the project and is
only feasible with approaches such as an E-poster.
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PP1

Optimized Least-Squares Rational Filters for Inte-
rior Eigenvalue Problems

FEAST-like solvers have gained popularity for interior
eigenproblems. Originally derived from the Cauchy’s in-
tegration formula, a spectral projector is approximated us-
ing numerical integration. This results in a matrix-valued
rational transfer function that is used in a linear system
solve to dampen the unwanted eigenvalues. The poles of
the transfer function depend on the integration rule that
is used. Recent approaches interpret the spectral projec-
tor not as a numerical contour integration, but directly
as a rational transfer function. We propose a non-linear
Least-Squares (LS) optimization of the rational function.
Such an approach can generate filter functions with varying
properties, via appropriate constraints. For example, if the
poles of the rational function have small imaginary parts
the convergence of the resulting linear system solve may
suffer. An appropriate constraint mitigates the problem,
at the cost of a slightly worse convergence ratio. We focus
on symmetric filter functions for hermitian eigenproblems,
although our approach allows for generalization to asym-
metric filter function, as well as, non-hermitian eigenprob-
lems. We present: (1) a formulation of the optimization
problem that allows fast solves; (2) a means to compare fil-
ter functions for a large sampling of ”interesting” intervals;
(3) filter functions that outperform the state-of-the-art for
most desirable properties.
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PP2

A Numerical Method for High Energy X-Ray
Source Shape Reconstruction

Quantifying the source shape of a pulsed power X-ray imag-
ing system is essential in determining a lower bound for the
overall resolution of the system. A method of reconstruct-
ing the source shape involves solving an inverse problem
with an operator matrix of size n×n, where n is the num-
ber of pixels in the image. Building and inverting such
a large matrix quickly becomes intractable as n increases
due to both memory and computational constraints, even
in well-posed problems. The ill-posed nature of this prob-
lem adds further complications, making direct inversion
unstable. Taking advantage of the structure of the oper-
ator matrix and utilizing the Projected Newton (PN) and
Conjugate Gradient (CG) algorithms, we are able to per-
form reconstructions of images that are orders of magni-
tude larger than previously possible.
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PP2

Electrical Impedance Tomography for Damage De-
tection in Concrete

In this poster, the mathematical formulation of the inverse
problem in electrical impedance tomography for damage
detection in concrete is presented. The appropriate func-
tion spaces and regularization required to solve this ill-
posed inverse problem is described. Both the deterministic
and the statistical approaches for the inversion with pre-
liminary results are discussed.
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PP2

Simulation of Cerebrospinal Fluid Flow Using Fi-
nite Pointset Method

Cerebrospinal fluid (CSF) fills a system of cavities at the
centre of the brain, surrounds the brain and spinal cord
and is in free communication with the interstitial fluid of
the nervous tissue. For problems involving CSF flow, the
nervous tissue is thus often modelled as a poroelastic ma-
terial. Further interesting aspects arise due to the rigid
enclosure of the brain by the skull and the pressure oscil-
lations originating in the large arteries of the brain. The
finite pointset method (FPM) is a generalized finite differ-
ence method for the numerical solution of partial differen-
tial equations on an unstructured, meshfree point cloud.
Since no neighborhood information is necessary between
the points, it is particularly well suited for applications
with changing geometries, such as free surface problems or
fluid structure interactions. At the Fraunhofer Institute for
Industrial Mathematics ITWM, FPM has been developed
into a simulation tool for several types of industrial appli-
cations over the last two decades. The aim of this project
is to examine in a simplified geometry, how the CSF-brain
interactions can be simulated with the FPM package in
its current form or where new development would first be
necessary.
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PP2

Measuring and Modeling Bipartite Graphs with
Community Structure

Network science is a powerful tool for analyzing complex
systems in fields ranging from sociology to engineering to
biology. Here, we focus on generative models of bipar-
tite graphs. We propose two generative models that can
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be easily tuned to reproduce the characteristics of real-
world networks, not just qualitatively, but quantitatively.
The measurements we consider are the degree distribu-
tions and the bipartite clustering coefficient, which we re-
fer to as the metamorphosis coefficient. We define edge,
node, and degreewise metamorphosis coefficients, enabling
a more detailed understanding of the bipartite community
structure. Our proposed bipartite Chung-Lu model is able
to reproduce real-world degree distributions, and our pro-
posed bipartite ”BTER” model reproduces both the degree
distributions as well as the degreewise metamorphosis coef-
ficients. We demonstrate the effectiveness of these models
on several real-world data sets.
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PP2

Implicit Unstructured Aerodynamics on Emerging
Multi and Many-Core HPC Architectures

Shared memory parallelization of the flux kernel of PETSc-
FUN3D, an unstructured tetrahedral mesh Euler code pre-
viously characterized for distributed memory SPMD for
thousands of nodes, is hybridized with shared memory
SIMD for hundreds of threads per node. We explore
thread-level performance optimizations on state-of-the-art
multi- and many-core Intel processors, including the first
and second generation Intel Xeon Phi, Knights Corner and
Knights Landing, respectively. While linear algebraic ker-
nels are bottlenecked by memory bandwidth for even mod-
est numbers of cores sharing a common memory, the flux
kernel, which arises in the control volume discretization of
the conservation law residuals and in the formation of the
preconditioner for the Jacobian, is compute-intensive and
effectively exploits contemporary multi-core hardware. We
study its performance on the Xeon Phi in three thread
affinity modes, namely scatter, compact, and balanced,
with different configurations of memory and cluster modes
on Knights Landing, with various code optimizations to
improve alignment and reduce cache coherency penalties.
The optimizations employed to reduce the data motion
and cache coherency protocol penalties are expected to
be of value other unstructured applications as many-core
architecture evolves. We explore large-scale distributed-
shared memory performance on the Haswell-based Cray
XC40 supercomputer, and demonstrate that optimizations
employed on Phi are beneficial in this context.
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PP2

Padé Time-Stepping Methods for Solving Partial
Differential Equations

One of the difficulties of the numerical solution of time-
dependent ordinary and partial differential equations is the
severe restrictions on time-step sizes for stability in explicit
methods. Otherwise, challenging, generally nonlinear sys-
tems of equations in implicit schemes would be imposed to
solve such problem. A class of explicit methods, based on
use of Padé approximation, is introduced. They are inex-
pensive per time-step and they possess stability restrictions
similar to the one offered by implicit schemes. Due to the
rationality form of PTS, some numerical error occurs and
then some a kind of control is imposed. We find that the
Padé time stepping (PTS) showed a preferable behaviour
when reaction diffusion equations are considered. We also
notice that the PTS schemes have less computational time
than the compared ones. Finally, numerical runs are con-
ducted to obtain the optimal local error control threshold.
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PP2

Asynchronous Task-Based Parallelization of Alge-
braic Multigrid

Exascale architectures will exacerbate the challenges of in-
creased SIMT concurrency, reduced memory capacity and
bandwidth per core, and vulnerability to global synchro-
nization that already complicate programming for perfor-
mance in today’s petascale environment. Algebraic multi-
grid, the solver of choice in many large-scale simulations,
scales well in the weak sense, with fixed problem size per
node. However, its strong scaling within a node is chal-
lenging. Reducing synchronization and increasing concur-
rency are essential for AMG to exploit hybrid architec-
tures. Recent communication-reducing improvements to
classical additive AMG by Vassilevski and Yang increase
communication-computation overlap, but remain bulk syn-
chronous. We extend additive AMG with asynchronous
task-based parallelism within a node, using OmpSs (from
the Barcelona Supercomputer Center), along with MPI
for internode communications. We implement a tiling ap-
proach to decompose the grid hierarchy into parallel units
within task containers, gaining more than a factor of 2 in
time to solution on small thread counts and still a factor of
1.5 on 32 threads within a Haswell node of the Cray XC40.
We profile the performance of our approach compare to
standard alternatives within the hypre library for the 3D
Laplacian and the Auxiliary space Maxwell Solver (AMS).
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PP2

Methodology for Optimized Generation of Vir-
tual Environments Based on Hydroelectric Power
Plants

Based on the possibility of real-time interaction with three-
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dimensional environments through an advanced interface,
Virtual Reality consist in the main technology of this work,
used in the design of virtual environments based on real
Hydroelectric Plants. Prior to the process of deploying
a Virtual Reality System for operation, three-dimensional
modeling and interactive scenes settings are very impor-
tant steps. However, due to its magnitude and complexity,
the generation of virtual power plants demands a high com-
puting cost. This work aims to present a methodology to
optimize the production process of virtual environments
associated to real hydroelectric power plants. In partner-
ship with electric utility CEMIG, several real hydroelectric
power plants are present in the scope of this work. Dur-
ing the modeling of each environment, the authors applied
techniques within the proposed methodology. After the
evaluation of the computational techniques presented here,
it is possible to confirm a reduction in the time required to
complete each virtual hydroelectrical power plant. Thus,
this work presents the current scenario about the develop-
ment of virtual hydroelectric power plants and discusses
the proposed methodology that seeks to optimize this pro-
cess in the electricity generation sector.

Ígor A. Andrade Moraes, Alexandre Cardoso, Edgard
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PP2

Explicit Continuous Finite Element Methods on
Triangles

Performing explicit time advancement using continuous
Finite Element Methods (FEMs) requires a mass matrix
inversion. On quadrilaterals using the spectral element
method, the mass matrix is diagonal and there is no dif-
ficulty using explicit methods, but on triangles this is not
the case. There is no Gauss-Lobatto (GL) rule on triangles
similar to that on quadrilaterals that allows a nodal basis
and diagonal mass matrix. It has been suggested that an
approximate diagonal mass matrix could exist for triangles
that, although not associated with a nodal basis, allows
fast and accurate explicit time advancement [Helenbrook,
2009]. In this work we define a linear transformation that
maps between sets of basis functions suitable for continuous
FEMs. The transformation is then used to prove that no
GL equivalent approximate diagonal mass matrix exists for
triangular elements. A lower-triangular mass matrix that
could be used for explicit FEMs is presented as an alter-
native. We then discuss how the transformation is used
in identifying the elements of this lower-triangular mass
matrix and its associated basis functions.
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PP2

A Two Phase Approach for Modeling Sedimenta-
tion of Pigments in Liquid Coating Formulations

Liquid coating formulations such as latex paints may form
irreversible sediments during storage or transportation,
causing significant economic losses to manufacturers or
end-users. We develop a two phase mathematical model
which takes into consideration the surface chemistry at the
fluid-particle interface and vibration of the container to elu-

cidate the sedimentation and consolidation process. Our
computer simulations indicate that formulating a slightly
flocculated dispersion could significantly improve product
shelf life.
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PP2

Numerical Analysis of Set and Fuzzy Integral Equa-
tions and Its Applications

We study linear and nonlinear integral equations of func-
tions with values in so-called L-spaces. We prove theo-
rems of existence and uniqueness for solutions of such equa-
tions and provide algorithms to find approximate solutions.
To develop the algorithms we use methods of approxima-
tion of functions with values in L-spaces, and the methods
of approximate calculation of integrals of such functions.
Obtained results include corresponding results for integral
equations with set-valued and fuzzy-valued functions. The
proposed algorithms can be used to solve some of the prob-
lems arising in numerical analysis (algorithms for the solu-
tion of IVP and BVP for differential equations with deriva-
tives of the Hukuhara-type), in the theory of optimal con-
trol (calculation of reachable sets), medicine (prediction of
the spread of infections), and engineering (design of feed-
back systems). Another area of application of the results
is associated with propagation of uncertainty.
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PP2

Compressed Sensing with Corrupted Measure-
ments and Its Application to Uncertainty Quan-
tification

A major problem in signal and image processing is to re-
cover a signal or image from undetermined sets of measure-
ments. Rather than the traditional sampling at a high rate
and then compress the sampling data, compressed sensing
(CS) allows us to directly sense the data at a lower sam-
pling rate. This research focuses on a natural generaliza-
tion of compressed sensing- CS with corruptions, which is
to address the signal recovery problem when the measure-
ments are corrupted and become unreliable. We compare
and contrast several algorithms for this problem and il-
lustrate both analytically and empirically the optimal al-
gorithm. Practical applications of CS with corruption in-
clude clinical MRI scans, transmission failures in sensor
networks, and processor failures in large-scale computa-
tional modeling. In particular, we demonstrate the appli-
cation of this technique to the problem quantifying uncer-
tainty in physical systems by computing polynomial chaos
expansions of high-dimensional functions from corrupted
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data.
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PP2

Numerical MOOC: Collaborating in Open Educa-
tion for CSE

The course ”Practical Numerical Methods with Python”
launched in 2014 as an ”indie” massive open online course
(MOOC), simultaneous to on-campus courses at three uni-
versities. Prof. Barba spearheaded the effort, creating in-
frastructure and content in the form of modules to teach
the foundation of scientific computing with Python. In
2015, a new on-campus course adopted the curriculum
and methods of ”Numerical MOOC,” expanded with a
new course module. We wish to share the experiences
of collaborating openly in teaching CSE, like we collab-
orate in research. We have all the course materials on
GitHub, and contributions have come in from course in-
structors as well as avid students. Our basic curriculum
can be expanded, modified, remixed, etc., in the open-
source model. The course’s stacked learning modules are
somewhat self-contained, each one motivated by a prob-
lem modeled by a differential equation (or system of Des),
building new concepts in numerical computing, new coding
skills and ideas about analysis of numerical solutions. They
cover methods for time integration of simple dynamical
systems (systems of ordinary differential equations); finite-
difference solutions of various types of partial differential
equations (hyperbolic, parabolic or elliptic); assessing the
accuracy and convergence of numerical solutions; and using
the scientific Python libraries to write these numerical solu-
tions. (Course repository: https://github.com/numerical-
mooc/numerical-mooc)
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PP2

Krylov Subspace Spectral Methods for Navier-
Stokes in Cylindrical Geometries

Existing time-stepping methods for PDEs such as Navier-
Stokes equations are not as efficient or scalable as they
need to be for high-resolution simulation due to stiffness.
The failure of existing time-stepping methods to adapt
to changes in technology presents a dilemma that is be-
coming even more problematic over time. By rethinking
approaches to time-stepping, dramatic gains in efficiency
of simulation methods can be achieved. Krylov subspace
spectral (KSS) methods have proven to be effective for solv-
ing time-dependent, variable-coefficient PDEs. The objec-
tive of this research is to continue the development of KSS
methods to provide numerical solution methods that are
far more efficient and scalable to high resolution for Navier-
Stokes equations. So far, KSS methods have been applied

only on 1-dimensional, 2-dimensional, and 3-dimensional
rectangular domains, but current work is extending them
to polar domains using polar coordinates and expansions
in Legendre polynomials instead of Fourier series. We will
utilize these techniques for Navier-Stokes equations on rect-
angular domains as well as polar and cylindrical domains.
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PP2

Shape-Memory Polymers: A 3D Phenomenological
Constitutive Model for Engineering Applications

Shape-memory polymers (SMPs) are smart materials able
to store a temporary shape and to recover the original
shape upon an external stimulus; the most common are
thermo-responsive SMPs. Thanks to this peculiar be-
havior, SMPs can be used in a variety of advanced ap-
plications, such as self-adjustable utensils, biomedical de-
vices, deployable structures, microsystems, smart sensors
and actuators. The increasing interest for SMPs, together
with the vast range of the available polymer types, moti-
vates a deep investigation of the material behavior as well
as the introduction of effective constitutive models. The
present work proposes a user-friendly constitutive model
for thermo-responsive SMPs, formulated within a three-
dimensional finite-strain and thermomechanically consis-
tent mathematical framework. The goal of the model is
an easy applicability to engineering purposes, therefore it
has a phenomenological character and it can reproduce the
main constitutive behavior of SMPs using a low number
of intuitive material parameters. Several numerical sim-
ulations have been performed to demonstrate the ability
of the model to reproduce the SMP shape-memory cycle,
both heating-stretching-cooling and cold drawing shape-
fixing procedures, and the non-ideal behavior of real SMPs.
Comparisons with experimental data from literature have
been presented for model validation. The application of
the proposed model to the simulation of realistic biomedi-
cal devices is also reported.
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PP2

The Stability Region for Feedback Control of the
Wake Behind Twin Oscillating Cylinders

Linear feedback control has the ability to stabilize vor-
tex shedding behind twin cylinders where cylinder rota-
tion is the actuation mechanism. Complete elimination
of the wake is only possible for certain Reynolds numbers
and cylinder spacing. This is related to the presence of
asymmetric unstable modes in the linearized system. We
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investigate this region of parameter space using a num-
ber of closed-loop simulations that bound this region. We
then consider the practical issue of designing feedback con-
trols based on limited state measurements by building a
nonlinear compensator using linear robust control theory
with and incorporating the nonlinear terms in the com-
pensator (e.g., using the extended Kalman filter). Inter-
polatory model reduction methods are applied to the large
discretized, linearized Navier-Stokes system and used for
computing the control laws and compensators. Prelimi-
nary closed-loop simulations of a three-dimensional version
of this problem will also be presented.
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PP2

Iterative Hybrid Methods with Wavelet Denoising

Solving ill-posed inverse problems is difficult due to noise
amplification during inversion. Regularization is employed
to dampen the most severe components of these effects,
but an inevitable consequence is that features of the de-
sired solution are filtered out during the process. A two-
step process called Fourier-Wavelet Regularized Deconvo-
lution (ForWaRD) has been proposed in the signal pro-
cessing literature where Fourier inversion is followed by
wavelet-based denoising in order to alleviate inverted noise
and obtain denoised images. In this work, we extend this
framework to a wider variety of inverse problems by con-
sidering iterative hybrid methods followed by post-wavelet
denoising. Particular attention is paid to selecting proper
choices of parameters for regularization and wavelet denois-
ing. Numerical examples include deblurring of spatially
varying blur and tomographic reconstruction problems.

Matthew Brown
Department of Mathematics
Virginia Polytechnic Institute and State University
brownm12@vt.edu

Julianne Chung
Department of Mathematics
Virginia Tech
jmchung@vt.edu

PP2

Computational Advances by Variational Formula-
tion for Breast Cancer Detection Through Electri-
cal Impedance Tomography

Electrical Impedance Tomography (EIT) is a rapidly de-
veloping non-invasive medical imaging technique recently
gaining popularity in various medical applications includ-
ing breast screening and cancer detection. Despite its obvi-
ous benefits (no harm to the tissues, technologically easier
and much cheaper), nowadays it is still considered as an al-
ternative or complimentary technique to x-rays mammog-
raphy and magnetic resonance imaging. A higher level of
reliability for EIT techniques could be achieved by improv-
ing the mathematical theory by adding a thorough research
on the variational formulation for the inverse problem of

cancer detection. The improved mathematical foundations
will give a rise to a new generation of highly sophisticated
computational algorithms which comprise the methodology
of solving the inverse problem and dealing with multiple
complications caused by its ill-posedness. Increased per-
formance and reliability of the new engineering design pro-
cedure will be achieved by adding proven numerical tech-
niques for proper regularization, parameter space upscaling
and re-parameterization.
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PP2

A Strategy to Improve 3D Arrangement Modeling
on Virtual Electrical Substations

Virtual Reality Environments in Power Substations pro-
vides a new supervisory control paradigm. The existence
of a virtual environment, geometrically equal to the real
substation, reduces the difference between the mental mod-
els built by the field operators and by the System Oper-
ation Center employees, improving their communication.
These systems may be used as visualization interfaces for
power systems simulators and training environments for
students, teachers, field operators and other professionals.
These applications developing process is complex, involving
several activities such as programming, 3D modeling, vir-
tual scenes construction and usability studies. This work
presents a GUI strategy for the creation of field arrange-
ments based on Scene Graphs, to: speed up the Virtual En-
vironments of Electrical Substations’ development process,
avoid mistakes from the VE construction, reduce develop-
ment time and improve quality and visual fidelity of the
scene. These tools are evaluated during the development
of Virtual Environments related to 51 real Power Substa-
tions, in Brazil. As case study and tools evaluation, two
different sized virtual substations were built by two differ-
ent methods: the manual, where every virtual models are
inserted manually, and the semi-automatic, where most of
the virtual models are inserted with the help of automatic
tools. The obtained results present a considerably large
gain in relation to the semi-automatic and manual meth-
ods of construction.
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PP2

Project Research Model Canvas An Auxiliary Tool
to Create and Manage Research Projects

Canvas is a tool for strategic and direct form of informa-
tion visualization of a project elements, and is based on
the concept of a screen subdivided into blocks that can be
used simultaneously by multiple people over a brainstorm
or presentation already conceived ideas in concepts. The
Model Canvas Project Research is based on successful ad-
ministrative examples, especially in the innovation sector.
It approaches in a visual way the essential components of a
project, facilitating the identification of steps, team man-
agement, time and resources. It can be used as an aid tool
to document what is proposed more clearly and concisely.
Since during the text of traditionally written projects the
elements are arranged in a straight stream without further
concerns with the connection between the ideas presented,
leaving the essence of the idea on each fragmented part
of the text, one after another. The proposed Canvas in-
tend to contribute with the reduction of time to develop
an efficiency project in a composition design as a whole.
Its application is essential at the beginning of the project,
even if it wasnt written, becoming also a tool to track the
progress according to what was previously established.
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PP2

A Virtual Reality Based Approach to Improve Hu-
man Performance and to Minimize Safety Risks
When Operat-Ing Power Electric Systems

Power systems require continuous operation for reasons of
public safety, emergency management and business conti-
nuity. Companies today control power systems by 2D line
diagrams, whereas a substation in the field is a 3D space.
Many control center operators have never been into a real
substation environment. This fact reduces human perfor-
mance when it comes to operating the power system, since
the operator has to associate 2D and 3D worlds. This
association isnt intuitive, since a 2D line diagram doesnt
represent the details of a real substation. Therefore, it is
important to seek new alternatives to ensure that systems
are designed in a way to optimize human performance and
minimize risks. Virtual Reality (VR) is known to provide
the feeling of being there and this paper proposes a Vir-
tual Reality approach for the simulation, training and con-
trol of power substations. In this approach, a substation
is replicated according to its dimensions, using pictures,
videos and floor plans. Next, by web service, data from a
supervisory system is allocated to each component in the
virtual substation, so the operator can attain access to all
the information required for possible intervention. Cemig,
a power company, which has over 50 transmission substa-
tions spread across the state of Minas Gerais, Brazil, is a

research partner to this project. All the features explored
in this work have the capacity to increase human perfor-
mance when operating a power electric substation.
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PP2

Second-Order Langevin Markov Chain Monte
Carlo

Bayesian methods for system identification and estima-
tion are critical for quantifying uncertainty and for mak-
ing robust predictions. Dynamical systems approaches to
Markov Chain Monte Carlo (MCMC) have become a popu-
lar choice for solving these Bayesian inference problems as
they can handle high dimensional and complex posterior
distributions. Approaches like Hamiltonian Monte Carlo
(HMC) allow samplers to achieve high acceptance rates
and effective sample sizes by exploiting the structure of the
posterior distribution to explore areas of high probability.
We present our algorithm, Second-Order Langevin MCMC
(SOL-MC), a stochastic dynamical system based MCMC
algorithm which uses a damped second-order Langevin
stochastic differential equation (SDE) to sample a desired
posterior distribution.This SDE combines Hamiltonian dy-
namics using a Euclidean or Riemannian metric with an
OrnsteinUhlenbeck process. The Hamiltonian dynamics
exploit the structure of the posterior to encourage explor-
ing high probability regions, while the OU process intro-
duces diffusion to reduce correlation. Since this method
is based upon an auxiliary dynamical system, we can ap-
ply ideas from dynamics and control theory to inform the
choice of parameters to best tradeoff the drift and diffu-
sion processes. We apply SOL-MC to a challenging system
identification problem to illustrate the effectiveness of this
method and gain insight into its characteristics.
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PP2

A Splitting Discontinuous Galerkin Method for the
Coupling of Flow and Geomechanics

A numerical method is proposed and analyzed for solv-
ing the Biot problem where a splitting technique is used.
The interior penalty discontinuous Galerkin method is em-
ployed for the spatial discretization and the backward Eu-
ler method is employed for the time discretization. Un-
like other splitting techniques, this method is not iterative
allowing a speed up of the computations. We provide a
convergence analysis of the scheme along with numerical
simulation to validate the theoretical results.
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PP2

Pricing and Hedging in a Stochastic Volatility
Model with Finite Element Method

We consider computing numerical solutions of Heston par-
tial differential equation (PDE), which is frequently used
in computational finance for pricing problems of financial
derivatives in a stochastic volatility environment. The Hes-
ton PDE is a time-dependent, two-dimensional convection-
diffusion-reaction equation. The finite difference method
is commonly used to obtain numerical solutions of the
PDE but it has its limitation on the shape of domains
and smoothness of terminal and boundary conditions. We
utilize finite element methods to solve the Heston PDE
for European call options. Since its closed-form solution
is available for a European call option with a numerical
approximation of an integral, relative errors of the results
are obtained. Using the numerical solutions of the Hes-
ton PDE, we can compute the Greeks of European call
options, which are partial derivatives used to hedge in fi-
nancial markets. We also consider the Heston PDE for
digital options, whose initial condition has a jump discon-
tinuity. The finite element method is applied to obtain the
numerical solutions and the results show the accuracy and
efficiency of the method.
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PP2

Fast and Efficient Hyperbolic Embeddings for
Large Graphs

Because hyperbolic space has properties that make it
amenable to graph representations, there is significant in-
terest in developing scalable embedding methods for this
purpose. Such embeddings are often used for constant-time
approximate distance calculations, which are much more
effective than distances calculated via breadth-first short-
est path methods. In this paper we introduce an improved
landmark-based hyperbolic embedding algorithm for large-
scale graphs. Whereas previous algorithms compute the
embedding by using the derivative-free simplex optimiza-
tion method, this algorithm an uses a limited-memory
quasi-Newton optimization method (L-BFGS) with ana-
lytic gradients. The L-BFGS method is not only signifi-
cantly faster, but it also produces higher-quality embed-

dings. Moreover, we are able to include the hyperbolic
curvature as a variable in the optimization. For compari-
son, we use Rigel, a the gradient-free Nelder-Mead simplex
algorithm, with fixed curvature. Our method shows sig-
nificantly consistent improvements in the accuracy of the
shortest path distance calculations. Tests are performed
on community data sets available on the SNAP (Stanford
Network Analysis Project) database.
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PP2

Computational Modeling of Shock Wave Reflec-
tions Over a Wedge

Computational Fluid Dynamics (CFD) modeling is used to
efficiently simulate the supersonic flow field of shock-wave
reflections in compressible flow with alternated Mach num-
ber, viscosity, and altitude. The research investigated the
reflection of shock-waves in a computational shock tube
problem. The research can be split into two categories of
study: To find the computational range where flow fea-
tures are accurately resolved in an acceptable time frame.
To compare and validate the shock-wave reflections of com-
putational results to experimental data of the Applied Nu-
merical Algorithm Group.
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PP2

Direct Solution of High-Dimension Sylvester Equa-
tions

Sylvester equations occur frequently in several areas of ap-
plied mathematics including control theory and solution of
PDEs. The most frequent case involves matrices as the
unknown. In the general case, the unknown objects are
high-dimensional arrays, or multiarrays. The direct solu-
tion of these general equations can be formulated in terms
of Kronecker sums of matrices which adds several Kro-
necker products of the various matrices with appropriate
identity matrices. However, when the matrices are large,
alternative computations are needed to avoid computing
Kronecker products. Our approach extends the standard
approach available for two-dimensional arrays to the gen-
eral case of higher-dimensional multiarrays by using diago-
nalization of the matrices or Schur decompositions for each
of the non-diagonalizable matrices. By splitting off the di-
agonals from the strictly triangular part, the inverse of the
Kronecker sum of triangular matrices will result in a set of
recursive matrix multiplication with levels bounded by the
sum of the nilpotency of the strictly triangular parts mi-
nus the dimension of the multiarray (where null matrices
have nilpotency of one). The complexity of the proposed
approach will grow linearly with the dimension of the mul-
tiarray. Numerical examples are included in the paper, e.g.
a high-accuracy finite difference solution of a three dimen-
sional Poisson equation approximated by large number of
grids.

Tomas Co
Department of Chemical Engineering
Michigan Technological University



338 CS17 Abstracts

tbco@mtu.edu

PP2

Dislocation Dynamics Simulations of Void and Pre-
cipitate Strengthening

The strength of crystalline material is controlled, to a
large extent, by the motion of dislocations. In materi-
als with a high density of microstructural features, the
motion of dislocations is restricted, resulting in increased
strength. The small scale plasticity occurring in the vicin-
ity of microstructure is a fundamentally multiscale phe-
nomena. Bridging the characterization of individual dislo-
cations at the atomistic scale with the macroscopic plastic
response from cooperative dislocation motion at the con-
tinuum scale remains an open challenge. A method well
suited for bridging this gap is discrete dislocation dynam-
ics (DDD), where plasticity is explicitly captured by the
motion of individual dislocations. In this work, we present
a scalable algorithm for modeling DDD with microstruc-
tural effects. The method involves coupling a highly par-
allel DDD simulator for bulk materials (ParaDiS) with a
highly parallel finite element method (FEM) solver to cap-
ture microstructual effects. We use the coupled DDD-FEM
simulator to model the strengthening effects of nanoscale
voids and impenetrable precipitates. We also perform large
scale simulations to investigate the collaborative effects of
dislocation and obstacle hardening mechanisms.
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PP2

A Multilevel Low-Rank Preconditioner for Indefi-
nite Linear Systems

Sparse nonsymmetric indefinite linear systems have long
been difficult to solve via iterative methods. In this work
we extend the Multilevel Schur Low-Rank preconditioner
of Xi, Li, and Saad to this difficult case. This method
generates a tree structure T that represents a hierarchical
decomposition of the original matrix. This decomposition
gives rise to a block structured matrix Al at each level of T .
An approximate inverse based on the block LU factoriza-
tion of Al is computed at each level where the inverse of the
Schur Complement Sl = Cl−ElB

−1
l Fl is approximated by

C−1
l plus a low-rank correction term. The low-rank correc-

tion term is computed by several steps of the Arnoldi pro-
cess. Numerical results will show that this preconditioner
is robust with respect to indefiniteness and symmetry for
discretized PDEs and publicly available test problems.
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PP2

Multilevel Stochastic Collocation in Linear Gyroki-
netics

The analysis of uncertainty in plasma fusion problems is
a challenging task, both mathematically as well as from a
computational perspective. In this contribution, we em-
ploy the established plasma microturbulence code GENE
(http://genecode.org/) and we focus on 5D linear gy-
rokinetic eigenvalue problems to understand the impact of
microinstabilities in magnetically confined plasma. This is
accomplished by analyzing the real and imaginary parts
of the dominant eigenvalue, which represent the growth
rate and frequency of the microinstabilities. Since input
parameters such as temperature gradients of ions and elec-
trons are inherently uncertain, these simulations need to be
performed within the framework of uncertainty quantifica-
tion. We address the challenges posed by the resulting
stochastic problem using multilevel stochastic collocation
and generalized polynomial chaos expansion. We perform
a hierarchical decomposition in both phase space and pa-
rameter domains. In the former, we consider a hierarchy of
discretization grids with a resolution increasing by a con-
stant factor, whereas in the parameter domain, we employ
sparse grids. In particular, we use the sparse grid combina-
tion technique, constructed using non-uniform, nested Leja
points to create a surrogate for the calculation of polyno-
mial chaos expansion’s coefficients. Furthermore, we ex-
ploit the non-intrusiveness of our stochastic approach and
we simulate the underlying problem using two layers of
parallelism.
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PP2

Identification of Gene Regulatory Models Using
Data-Driven Reduction of the Chemical Master
Equation

The biological processes in a cell are induced and regu-
lated by an intricate network of reacting chemical species
such as DNA, RNA and proteins. Building predictive mod-
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els for these cellular interactions requires parameter values
calibrated to experimental observations. The intrinsically
stochastic nature of cellular interactions is well captured
by the modeling framework of the chemical master equa-
tion (CME). The CME describes the time evolution of a
discrete-state, continuous-time Markov process, where the
state space is defined by combinations of molecule counts
of the cellular species. Since the size of the problem grows
exponentially in the number of species considered, param-
eter identification using CME solutions is computationally
costly and only practical for small networks. To overcome
this limitation, we first project the state space of the CME
onto a smaller subspace defined by a wavelet decomposition
of experimentally measured data. After this reduction, we
use the Metropolis Hasting algorithm to explore parameter
uncertainties of the model and we compare them to results
of the full CME analysis. We tested our approach on the
two-species genetic toggle switch, and we achieved similar
accuracy in parameter identification, but with a ten-fold
speedup in computation time.
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PP2

Setting Tunable Solver Parameters with Perfor-
mance Models

As machine architectures get more complex, so does the
importance of correctly tuning solver parameters to ensure
good performance. This can create large spaces that are
time-consuming to explore, which is a real burden to users
who are focused on getting results for their simulations and
would ideally not have to spend time tuning them. In this
poster, we present our experiences using performance mod-
els to tune these parameters. We show how performance
models enable the straightforward selection of these param-
eters so that good performance is obtained with minimal
user effort for two solvers, the algebraic multigrid solver
BoomerAMG and the multigrid-in-time solver XBraid.
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PP2

Schur Complement Domain Decomposition for
Large Scale Kinetic Transport Problems

Implicit linear kinetic equations for neutral particle trans-
port can be solved explicitly via a procedure termed
sweeps. Sweeps induce a directed acyclic graph of de-
pendency between calculations which makes the algorithm
partly parallelizable, but not completely. For large scale
computations, sweep algorithms eventually scale poorly.
We propose using a Schur complement domain decomposi-
tion to make a trivially parallelizable algorithm. The trade-
off is the necessity to iterate until convergence is achieved.
We compare the sweep algorithm to the domain decom-
posed algorithm at large scale.
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PP2

A New Goal-Oriented A Posteriori Error Estima-
tion for 2D and 3D Saddle Point Problems in hp
Adaptive Fem

In this research we introduce a new approach on goal-
oriented a posteriori error estimation for an automatic hp-
Adaptive Finite Element Method. The presented method
is based on the classical dual−weighted algorithm. The
proposed goal-oriented error estimation requires the solu-
tion of local dual problems on patches. The idea of having
local patch problems is to apply Clément and Scott−Zhang
type interpolation operators to estimate point values with
the finite element polynomials. The reliability and also the
efficiency of the proposed a posteriri error estimator which
are the upper and the lower bounds of the functional er-
ror, have been proved. Moreover, the performance of the
proposed goal-oriented a posteriori estimator for both h−
and hp−Adaptive FEM has been investigated in numerical
examples for Saddle point problem.
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PP2

A Subspace Pursuit Method to Invert the Re-
fractivity Profile within the Marine Atmospheric
Boundary Layer

Inferring electromagnetic (EM) propagation characteristics
(e.g. EM ducting) within the marine atmosphere boundary
layer (MABL) from data in real time is crucial for maritime
navigation and communications. The propagation of EM
waves is well modeled by a partial differential equation: a
Helmholtz equation. A natural way to address the current
MABL characterization inverse problem is to minimize an
objective function which models the difference between the
EM observations and the analogous propagation predicted
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by the PDE. However, the optimization of the resulting
objective function is intractable due to its extreme multi-
modality. We propose an alternative solution that relies
on the properties of the PDE, but does not involve solv-
ing the full forward model. Ducted environments induce
a field which can be decomposed into a few propagating,
trapped modes. These modes are a subset of the solutions
to a Sturm-Liouville eigenvalue problem. We design a new
objective function that performs a projection of the data
onto the low dimensional subspace spanned by these eigen-
vectors. Our method identifies the properties of the envi-
ronment through an optimization over parameters defining
a MABL refractivity profile of that objective function. We
show that the resulting optimization problem is much eas-
ier to solve than the one that arises in the classical method,
and describe how to solve the associated non-linear eigen-
value problem efficiently; leading to a faster than real-time
method.

Marc Aurele T. Gilles
Cornell University, Center for Applied Mathematics
mtg79@cornell.edu

Christopher J. Earls, David Bindel
Cornell University
cje23@cornell.edu, bindel@cs.cornell.edu

PP2

A Resistive Magneto-Hydrodynamic Numerical
Model in the Context of Cell-Averaged Adaptive
Multiresolution Methods: Verification Tests

Magnetohydrodynamics enables us to understand the in-
trinsic behavior of macroscopic conducting fluid phenom-
ena. To study non-ideal fluids, i. e., those where there is
no conservation of magnetic flux, we introduce dissipative
effects into the equations. In this work, we are interested
in resistivity, obtained from Ohm’s law, when the resistiv-
ity does not vanish over time, and there is no conservation
of energy density anymore. The ohmic term can trigger
interesting resistive instabilities in the physical problem.
For the numerical simulation, we present a resistive mag-
netohydrodynamic model with Harten’s adaptive multires-
olution analysis for cell-averages. In simulations of high
computational cost, the adaptivity can reduce considerably
the number of cells needed for the simulation, by creating
a computational mesh that adjusts according to the local
regularity of the numerical solution. This work presents
verification tests and shows speed-up obtained with this
methodology.
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A Simplified Human Birth Model: Translation of
a Rigid Cylinder Through a Passive Elastic Tube

This work uses a simplified numerical model to explore the
forces on an infant during human birth. Numerical results
are compared with the results of a physical model which
represents the fetus moving through the birth canal using
a rigid cylinder (fetus) that moves at a constant velocity
through the center of a passive elastic tube (birth canal).
The entire system is immersed in a highly viscous fluid;
low Reynolds number allows the Stokes equations to ap-
proximate fluid behavior. The pulling force necessary to
move the rigid inner cylinder at a constant velocity through
the tube is measured, and considered along with the time-
evolving behavior of the elastic tube. The discrete tube
through which the rigid cylinder passes has macroscopic
elasticity matched to the tube used in the physical experi-
ment. The buckling behavior of the elastic tube is explored
by varying velocity, length, and diameter of the rigid cylin-
der, and length of the elastic tube. More complex geome-
tries as well as peristaltic activation of the elastic tube can
be added to the model to provide more insight into the re-
lationship between force and velocity during human birth.
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PP2

Validation of Large Fluid Dynamic Simulations of
Complex Geometries with 3D Printing

Computational fluid dynamics (CFD) plays an increasing
important role in circulatory disease modeling. Advances
in high performance computing have made it possible to
simulate fluid flow through complex geometries at high res-
olutions. However, for simulations to impact clinical care,
detailed validation must be conducted with realistic data
sets. For a CFD application focus on simulating blood flow
in vascular geometries, standard benchmark flows may not
fully provide a comprehensive assessment of the CFD appli-
cation’s stability and validity. For instance, a simulation
of flow through a coarcted aorta must accurately resolve
the narrow branches of the aortic arch and handle the high
Reynolds numbers in the coarctation. A comparison with
experimental results for a physiologically relevant flow in
a vascular geometry resolves this deficiency. 3D-printing
allows the same geometry to be used for computation and
experiment. HARVEY is a parallel hemodynamics applica-
tion based on the lattice Boltzmann method. We compare
the results from HARVEY with particle image velocimetry
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(PIV) results for flow in patient-specific femoral arteries
and aortas with coarctations. For this comparison, HAR-
VEY simulations used as many as 32768 cores of a Blue
Gene/Q supercomputer.
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PP2

New Clustering Algorithms to Identify Nonlinear
Behavior During a Car Crash Simulation

During the design phase of a new car, several thousand of
model variants need to be analyzed for crash safety since a
late change in the design is not feasible. The vast amount
of simulation runs needed to assess and improve the crash
behavior calls for the use of model order reduction to speed
up the response time for the designing engineer. Since a car
crash has highly nonlinear behavior like large deformations
or complex contact scenarios, nonlinear model reduction
needs to be applied. Unfortunately, nonlinear methods are
not yet as evolved as linear ones. We therefore suggest a
combined approach by only reducing linear behaving parts
with linear model reduction methods and apply nonlinear
or no model reduction to the remaining part of the car
model. A speed-up is only of practical use if it is appli-
cable to commercial crash software that is used widely in
the industry. Unfortunately, only heuristic approaches re-
main for the identification of nonlinearly behaving areas
in this setting. We first define measures that quantify the
degree of nonlinear behavior, e.g., based on the scatter of
nodal positions, stress or strain among several simulation
runs with only little modification in the input parameters.
Then, self-developed clustering algorithms are applied that
use these measures as input in order to identify areas with
probably nonlinear behavior. These algorithms are faster
and more reliable than state of the art approaches for this
separation problem.
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Nonconforming Immersed Finite Element Spaces
For Elliptic Interface Problems

We shall present a unified framework to study two classes of
nonconforming immersed finite element (IFE) spaces con-
structed using the average integral value degrees of freedom
over each edge on either triangular or rectangular mesh.
On every interface element, the shape functions are piece-
wise polynomials defined on sub-elements separated either
by the actual interface or its line approximation. We con-
struct the Sherman-Morison systems to show the existence
and uniqueness of those shape functions. Besides we estab-
lish the multi-edge expansion by the standard multi-point
Taylor expansion and derive a group of identities which
enable us to show that these IFE spaces have optimal ap-
proximation capability.
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PP2

A Generalized Constitutive Relation Error

A generalized constitutive relation error (GCRE) is pro-
posed in an analogous form to Fenchel-Young inequality
on the basis of the key idea of Legendre-Fenchel duality
theory. In this work, Legendre-Fenchel duality is reviewed
with application to the establishment of dual variational
formulation of the potential energy principle for hypere-
lastic problems, which are typical cases of the constitutive
relations expressed by mutually convex conjugate energy
functionals. Then the constitutive relation error (CRE) de-
fined by the duality for hyperelasticity is generalized in an
analogous form to Fenchel-Young inequality. The GCRE is
linked with the global errors of some admissible solutions
for the problem in question, and is of wide applicability,
especially in a posteriori error estimations of numerical
methods. A class of elliptic variational inequalities is also
examined using the proposed approach and a strict upper
bound of global energy errors of admissible solutions is ob-
tained.
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Efficient Computation of Sobol’ Indices for
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Stochastic Models

Sobol indices are used extensively for global sensitivity
analysis of deterministic models. However, stochastic mod-
els are replacing their deterministic counterparts in many
applications. Generalizing Sobol indices to stochastic mod-
els poses both theoretical and computational challenges.
We provide a theoretical framework to define the stochas-
tic Sobol indices and present an efficient method for their
computation. Preliminary error analysis is given and nu-
merical results presented showing the efficiency and value
of our proposed method.
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Locally Adaptive Discriminant Analysis

Supervised image segmentation techniques utilize user-
defined training data (parts of the image where the user is
certain of each class) to predict a class label for each region
in the image. Many classical methods rely on sharp changes
in luminance, chromaticity, or texture and images without
these features are difficult to segment correctly. We present
a supervised segmentation method named Locally Adap-
tive Discriminant Analysis (LADA) that efficiently handles
images containing classes with spatially varying intensities.
This local method trains the algorithm with spatially local
training data, decreasing the effect of noise and intensity
gradients on the segmentation.
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Prestructuring to Eliminate Dense Rows from
Sparse Matrices

The presence of a dense row in an otherwise sparse matrix
can significantly affect the performance of several direct
solvers. Through an unconventional application of a null
space method and the right choice of null basis, dense rows
can be eliminated from the matrix efficiently and may re-
sult in a much faster direct solve. This user-level modifica-
tion of a linear system prior to solution by a direct solver
can be thought of as a prestructuring technique, an ana-
logue to preconditioning techniques for iterative solvers.
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Galerkin Differences: Very High-Order Accurate
and Energy Stable PDE Discretizations

We discuss the Galerkin Difference method for providing
high-order accurate, energy stable schemes for hyperbolic
PDE systems. As in classical FEM the method is built
using the framework of Galerkin projection, but unlike
traditional FEM the scheme achieves high-order accuracy
through inclusion of neighboring degrees of freedom. We
discuss implementation and results for the acoustic and
elastic wave equations in two space dimensions.
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A Weno-Based Method of Lines Transpose Ap-
proach for Vlasov Simulations

We will show a high order implicit Method of Lines Trans-
pose (MOLT ) method based on a weighted essentially
non-oscillatory (WENO) methodology is developed for one-
dimensional linear transport equations and further applied
to the Vlasov-Poisson (VP) simulations via dimensional
splitting. In the MOLT framework, the time variable is
first discretized by a diagonally implicit strong-stability-
preserving Runge-Kutta method, resulting in a boundary
value problem (BVP) at the discrete time levels. Then
an integral formulation coupled with a high order WENO
methodology is employed to solve the BVP. As a result,
the proposed scheme is high order accurate in both space
and time and free of oscillations even though the solution
is discontinuous or has sharp gradients. Moreover, the
scheme is able to take larger time step evolution compared
with an explicit MOL WENO scheme with the same order
of accuracy. The desired positivity-preserving (PP) prop-
erty of the scheme is further attained by incorporating a
newly proposed high order PP limiter. We perform numer-
ical experiments on several benchmarks including linear
advection, solid body rotation problem; and on the Lan-
dau damping, two-stream instabilities, bump-on-tail, and
plasma sheath by solving the VP system. The efficacy and
efficiency of the proposed scheme is numerically verified.
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MultiMesh: Fem on Arbitrarily Many Intersecting
Meshes

We will present a technology called MultiMesh, which al-
lows the finite element method to be used on arbitrarily
many intersecting meshes. Using this technique, a compu-
tational domain Ω in R

d consisting of many parts Ω = ∪iΩi

can be described by individual meshes on each part Ωi. The
authors suggest that this technique can alleviate geometri-
cal modeling, since one is not restricted to describing a sin-
gle domain using a single mesh. By allowing for separate
meshes of arbitrary individual parts of a computational
domain one avoids the sometimes costly and difficult con-
struction of a single mesh. The interface conditions, such
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as continuity, between the meshes of Ωi are enforced weakly
using the Nitsche method. The key challenge in setting up
the procedure is to create appropriate quadrature rules for
performing the necessary volume and boundary integrals.
We will in this talk present a novel procedure to systemat-
ically construct quadrature rules with appropriate positive
and negative weights using a basic result from combina-
torics. The procedure is quite general: it is valid for ar-
bitrary dimensions, both conforming and non-conforming
discretizations as well as for high order approximations.
Its implementation in the open source FEniCS framework
allows for easy use on a wide variety of problems.
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Validated Computation of Topological Entropy in
Hybrid Dynamical Systems

A hybrid dynamical system is a discrete dynamical system
generated by composing the time-τ map of a continuous dy-
namical system with a continuous map. Hybrid maps are
becoming more popular in biological and physical models
due to their ability to model variables which change con-
tinuously in time (modeled by the ODE), yet also undergo
periodic discontinuous changes called “kicks” (modeled by
a continuous map on phase space). Global dynamics for
these systems can be simulated using numerical methods
to perform the integration. However, sharp rigorous error
estimates for approximate solutions of ODEs are difficult to
obtain. This makes it difficult to apply existing techniques
for computing validated global dynamics in classical dis-
crete systems. We present a rigorous integration method
for ODEs which combines with the well developed machin-
ery for obtaining outer approximations for discrete dynam-
ical systems. The resulting combination allows analysis of
global dynamics for hybrid dynamical systems. We illus-
trate the method by proving the existence of chaos in a
particular hybrid map and computing validated bounds on
the topological entropy.
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Finite Volume Methods for Visco-Plastic Flow and

Dispersive Waves

Submarine landslides can impose great danger to the un-
derwater structures and generate destructive tsunamis.
Submarine debris flows often behave like visco-plastic
materials, and the Herschel-Bulkley rheological model is
known to be appropriate for describing the motion. In this
work, we present numerical schemes for the visco-plastic
debris flows using finite volume methods in Eulerian co-
ordinates with two horizontal dimensions. The landslide
deformation is coupled to the water column and simulated
in the Clawpack framework. For the propagation of the
tsunamis, the shallow water equations and the Boussinesq-
type equations are employed to observe how important the
wave dispersion is. We present the newly developed Bouss-
Claw which solves the Boussinesq equations with the fi-
nite volume method. Finally, two cases in central Norway,
i.e. the subaerial quick clay landslide at Byneset in 2012,
and the submerged tsunamigenic Rissa landslide in 1979,
are both presented for validation. The research leading
to these results has received funding from the Research
Council of Norway under grant number 231252 (Project
TsunamiLand) and the European Unions Seventh Frame-
work Programme (FP7/2007-2013) under grant agreement
603839 (Project ASTARTE).
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Simulation of Rarefied Gases Using Hyperbolic
Moment Models

The simulation of rarefied gases is challenging due to the
high computational effort of particle methods like DSMC
on the one hand and the lack of accuracy of standard mod-
els like Euler or Navier-Stokes on the other hand. Mo-
ment models close the gap between both approaches and
yield good accuracy in the transition regime for moderate
to large Knudsen numbers. Several new hyperbolic mo-
ment models have been derived recently, see [J. Koeller-
meier, R. P. Schaerer and M. Torrilhon. A Framework
for Hyperbolic Approximation of Kinetic Equations Us-
ing Quadrature-Based Projection Methods, Kinet. Relat.
Mod. 7(3), 531–549, 2014], [Y. Fan, J. Koellermeier, J. Li,
R. Li and M. Torrilhon. Model Reduction of Kinetic Equa-
tions by Operator Projection, J. Stat. Phys., 162(2), p.
457–486, 2016]. We compare the different models with re-
spect to their accuracy in some 1D and 2D test cases to
show the capability of moment models to be used for the
simulation of rarefied gases.

Julian Koellermeier, Manuel Torrilhon
RWTH Aachen University
koellermeier@mathcces.rwth-aachen.de,
mt@mathcces.rwth-aachen.de

PP2

Condition Assessment and Prognosis Using Fluid-
Structure Interaction Model Updating Within a
Stochastic Inversion Framework

It is essential to identify damage within a structure as
early as possible in order to propose corrective measures
to prevent mechanical failure ultimately extending service
life. Such damage detection can be effected through non-
destructive means that employ the updating of a physics
model describing the system of interest. The resulting in-
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verse problem is concerned with locating and characteriz-
ing the damage, by considering the structural dynamic re-
sponse, before and after the onset of damage. Such model-
based approaches also afford prognosis potential; as a cali-
brated physics model is subsequently available for the dam-
aged system. In this work, a partitioned fluid-structure for-
ward modeling capability is developed from combining an
open source CFD tool (OpenFOAM) with an open source
CSD solver (CU-BEN) in tightly coupled framework that
affords stable solutions. The forward model is then em-
ployed within a Bayesian inversion framework, based on
sampling strategies, to arrive at the inverse solution for the
damage assessment. The focus of this work is propellers op-
erating within high Reynolds number incompressible flows.
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Melting-Refreezing Cycles of Sea Water Ice An
Enthalpy-Based Fixed Grid Approach

For water ice undergoing melting and re-freezing cycles,
a natural question concerns the ice thickness, hence the
evolution of the water ice interface and its spatio-temporal
temperature evolution. In the absence of convection and
forces, this question is classically known as the Stefan prob-
lem. It consists of two free-boundary second order partial
differential equations for each phase. Closure is provided
by considering local energy conservation at the interface,
a jump condition imposed on the heat flux, which is com-
monly referred to as the Stefan condition. In reality, how-
ever, the situation often is more complex and e.g. includes
natural water convection due to density variations. In
this contribution, we present an extension to the so-called
enthalpy-porosity approach that is capable of simultane-
ously tracking the water ice boundary, while taking forced
convection, as well as natural convection due to salinity
and temperature driven buoyancy into account. It is im-
plemented into the open source finite element library dealii.
Local mesh refinement and a Non-linear Newton iteration
account for the strong nonlinearities at the solid-liquid in-
terface. We describe the mathematical model, as well as
our numerical finite element approach. Next, we present
convergence studies for problems of reduced complexity.
We conclude by showing and discussing simulation results
for prototype problems in physical regimes that resemble
real world situations.
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Resolution Analysis of Pod-Based Imaging Using
Tikhonov Regularized Geophysical Inversion

Nonlinear resolution analysis is investigated using proper
orthogonal decomposition (POD) for basis-constrained in-
version of sparse geophysical data. Resolution analysis is
applied to the inverted models from an adaptive POD-
constrained inversion method to quantify the uncertainty
in representing models of hydrogeophysical process-driven
systems when using physics-based regularization. Model
resolution from the POD-constrained approach is analyzed

in its ability to reconstruct representative parameters of
an electrical conductivity model from electrical resistivity
data of a subsurface contaminant plume. In addition, the
resolution density and Backus-Gilbert resolution kernels
are computed from the model resolution matrix to further
validate the uniqueness and stability of the predicted elec-
trical conductivity measurements.

Shyla R. Kupis, Stephen Moysey
Clemson University
Department of Environmental Engineering and Earth
Sciences
skupis@g.clemson.edu, smoysey@clemson.edu

Taufiquar Khan
Clemson University
Department of Mathematical Sciences
khan@g.clemson.edu

PP2

Bayesian Optimization with a Finite Budget: An
Approximate Dynamic Programming Approach

Bayesian Optimization is a technique adapted to the opti-
mization of expensive objective functions. It sequentially
constructs a statistical model for the objective function
and leverages this surrogate to select the next design to
evaluate. One of the current limitation of Bayesian opti-
mization is the greedy selection of such design which leads
to suboptimal optimization performances. To address this
limitation, we propose a lookahead approach to make de-
cisions that maximize a long-term reward. The proposed
approach uses rollout, a closed-loop approximate dynamic
programming technique to define this long-term reward.
We numerically demonstrate the performance increase of
such lookahead approach on several test functions.
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PP2

Alternative Algebraic Structures for Modelling and
Computation

Various fields of application can benefit from using opera-
tions in non standard algebras rather than classical frames
for computation (linear algebra, real and complex num-
bers). In fact, these alternative algebraic structures al-
low to really fit the physical and computational aspects as
already demonstrated in robotics, dynamic rotation con-
trol, signal and image processing or continuous mechan-
ics. Many other physical problems could take advantage
from these alternative algebras such as quantum physic,
electromagnetism, waves, . . . Largely based on the specific
possible properties of multiplication (non commutativity,
ring structure with or without division), these structures
introduce a path to tackle non linearity. A preliminary
exploration of this novel path will be presented.
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PP2

Stochastic Simulation of Multilevel Monte Carlo on
Multi-GPU Systems

We explore solving systems of stochastic differential equa-
tions by implementing the Milstein method using antithetic
Mulitlevel Monte Carlo on three different architectures.
First, a baseline is established using a single threaded CPU
implementation. Next the program is converted to run on
an NVIDIA GPU with CUDA. Performance results are ob-
tained for both the Quadro 5000 and the Quadro K3100M.
Finally, the GPU code is extended to support multiple
GPU’s within the same host. Our GPU implementation
of the antithetic multilevel Monte Carlo displays a major
speedup in computation when compared with many com-
monly used approaches in the literature. While our work
is focused on the simulation of the stochastic volatility and
interest rate model from Finance it is easily extendable to
other stochastic systems, and it is of particular interest to
those with non-diagonal, non-commutative noise including
large scale models from Biology and Chemistry.
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Thompson Machinery Commerce Corporation and
Middle Tennessee State University
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PP2

Computing Particle Trajectories with Full Phase
Information in a Magnetic Field by a Multi-
scale Hybridization Technique Derived from Time-
Parallel Computing Methodology

A multiscale hybridization method is presented that care-
fully couples coarse scale gyrokinetic models with exact
charged particle solution trajectories (that is, with full
phase information) in a magnetic field. The approach is
based on the careful approximation of a sum, generally
employed for time-parallel (TP) computing applications.
While the hybridization method presented is highly paral-
lelizable, a computational efficiency gain is seen from con-
sidering serial computation only. While a complete nu-
merical method is only presented for the aforementioned
charged particle application, the general approach depicted
likely has relevance to a wide swath of challenging multi-
scale/multiphysics problems. Additionally, the approach
has obvious relevance to TP computing applications (such
as variable selection on which to perform TP calculations
and fine scale sampling strategies) Distribution A Ap-
proved for public release; PA Clearance Number 16386
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PP2

Acceleration of a Multiscale Model of An Energetic

Material Through Speculative Computation

We have recently developed a model of an energetic ma-
terial using a concurrent multiscale approach. The mul-
tiscale model is composed of a continuum finite-element
multi-physics simulation at the macroscale and a particle-
based dissipative particle dynamics (DPD) model at the
microscale. The equation of state of 1,3,5-trinitroperhydro-
1,3,5-triazine (RDX) is evaluated by the microscale model
to inform the constitutive response of the continuum simu-
lation. The multiscale model was constructed using a gen-
eral adaptive computational framework for scale-bridging.
We employ the model for the simulation of a Taylor anvil
impact experiment. The computational cost is staggering
due to the execution of a parallel DPD simulation at each
finite-element at each time step of the continuum simula-
tion. We will discuss the development of a dynamic surro-
gate modeling approach using Gaussian process regression
to reduce the computational cost of the multiscale model
by several orders of magnitude. The dynamic nature of
the surrogate modeling approach makes computational re-
source utilization a challenge. To overcome this, we employ
speculative computation to fully utilize available compu-
tational resources and accelerate evaluation of the overall
model, through evaluation of the microscale model at state
points the macroscale model is expected to require at fu-
ture times in the simulation.

Kenneth Leiter, Jaroslaw Knap, Brian Barnes, Claire
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PP2

Nonnegative Sparse Tensor Decomposition on Dis-
tributed Memory Systems

Tensor decomposition is one of the popular methods in data
analysis and mining applications, especially for large-scale
data. Nonnegative CANDECOMPPARAFAC alternating
Poisson regression (CP-APR) model was proposed to an-
alyze sparse count data which occurs in many real-world
applications, such as social network analytics, healthcare
analytics, and machine learning area. This paper presents
coarse-grained and medium-grained distribution strategies
to parallelize CP-APR algorithm on a distributed mem-
ory system. We also employ an input-aware method to
allocate nonzero entries to each process for a good load
balance. Our distributed CP-APR achieves up to 94 times
speedup over sequential CP-APR on a Power 8 cluster with
320 cores. Our experiments show the distributed CP-APR
is well load-balanced and has good strong scalability.
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Diffusion Mri in the Aplysia Neuronal Network:
Experiments and Numerical Simulations

We simulated the diffusion MRI signal by solving the
Bloch-Torrey equation using the geometrical description of
Aplysia ganglia obtained from high resolution T2-weighted
images and matched the simulations with experimental
dMRI data.
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PP2

A Real-Time Automatic Characterization of Frac-
tures in Enhanced Geothermal Systems Using
Machine-Learning Technique

Fractures play an essential role in the characterization of
a geothermal reservoir,? ?since they provide crucial in-
formation about the fluid-flow pathways.? ?Conventional
seismic techniques are often used to understand the sub-
surface structure?; ?however,? ?limited data coverage,?
?low computational efficiency,? ?and limited resolution rel-
ative to imaging fractures hinder their widespread applica-
tion in fractured geothermal systems.? ?We propose to
employ a novel approach based on machine-learning tech-
niques to characterize the fractures.? ?We? ?build data-
driven strategies to effectively identify latent aspects of the
measurements that are crucial in predicting the fractures.?
?The feature-learning module is coupled with a regression
module that learns a direct functional map for fracture
parameters? ?from the measurements.? ?The parame-
ters for both the feature-learning and regression modules
are obtained in an offline-training phase,? ?thereby en-
abling real-time prediction for new measurements during
the online-testing phase.? ?To validate the quality and ef-
ficiency of our approach,? ?we carried out evaluations with
synthetic data.? ?We explored the use of kernel feature de-
sign and deep neural networks for learning the features,?
?along with effective regression schemes such as linear and
gradient-boosted regressors.? ?We show that our method
yields both high accuracy and efficiency in the detection of
fractures,? ?thereby demonstrating its value in real situa-
tions.?
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PP2

Convergence Study for Stochastic Inversion Frame-
work to Monitor Evolving Surface Ship Mass Prop-
erties During Arctic Operations

An accurate assessment of a ship’s mass properties during
operation is an important concern for ships traveling in ad-
verse conditions. Specifically, in Arctic conditions, the risk
of ice accumulation on the topside of the ship is heightened,
affecting the seakeeping and stability, thus putting the ship
crew and mission at risk. We present a stochastic inver-
sion framework through which we can recover a second mo-
ment mass property, the roll gyradius, using an on-board
inertial measurement unit in conjunction with existing sea-
keeping software. We use a Markov chain Monte Carlo
(MCMC) inversion scheme implemented in Python, using
Ship Motion Prediction, software made available through
the U.S. Navy, as the forward model. The inversion scheme
requires a known ground truth for the roll period and as-
sociated signal-to-noise ratio for the roll period in order to
recover a posterior distribution for the likely roll gyradius
of the ship. These parameters are obtained experimentally
at both full- and model-scale. We conduct an independent
sensitivity study of the framework parameters to ensure
convergence. Specifically, we seek to characterize the be-
havior of the MCMC chain at various lengths and identify
the length at which convergence is achieved by compar-
ing multiple independent simulations. The framework is
then demonstrated at full- and model-scale, without any
ice accumulation, and again at model-scale with additional
hypothetical icing scenarios.

Yolanda C. Lin, Christopher Earls
Cornell University
ycl4@cornell.edu, earls@cornell.edu

PP3

Analytical Stacked Gaussian Process Model

A probabilistic model is proposed by stacking a set of
independently trained Gaussian processes to obtain pre-
diction of quantities of interests that require composition
of functions. Analytical derivations are provided for first
and second-order moments of the stacked Gaussian pro-
cess using RBF and polynomial kernels. The StackedGP
model can be extended to any number of layers and nodes
per layer, and it provides flexibility in kernel selection for
each node. The proposed nonparametric stacked model is
validated using different synthetic datasets and its perfor-
mance is measured in two real-world applications.
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PP3

Uncertainty Quantification in Multi-Scale Materi-
als Modeling

In this work we present a Bayesian framework to include
uncertainty quantification in predictions for the case of al-
loy modeling using the cluster expansion (CE), which is a
surrogate model that allows to compute physical properties
which are a function of the configuration. Using a Bayesian
framework, the expansion coefficients are described by a
multivariate probability distribution. Initially, we select
a sparsity inducing prior distribution for the coefficients.
In particular, we use a relevance vector machine, which
provides automatic relevance determination of the expan-
sion coefficients. We use data obtained from first principles
density functional theory calculations to obtain the joint
posterior probability distribution of the CE coefficients as
well as the predictive distribution for the computed prop-
erties. The resulting probability distributions for the pre-
dicted material properties reflect the uncertainty arising
from a limited training data set and the model error from
using a truncated expansion. We also show how to aug-
ment the Bayesian CE with a Gaussian Process in order to
model the temperature dependence of the material proper-
ties. We show the performance of the framework for a range
of material properties, including electrical (conductivity),
optical (dielectric function), elastic (elastic constants) and
thermodynamic (phase diagrams), with their correspond-
ing predictive uncertainties.
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PP3

Near-Optimal Sampling Approach for Estimating
Sparse Polynomial Chaos Expansions

Recently, compressive sampling has been widely used to
estimate the coefficients of Polynomial Chaos (PC) expan-
sions, when the number of available samples is limited. In
such cases, the location of sample points can significantly
impact the accuracy of constructed PCE. We aim to deter-
mine where to sample the underlying system in advance of
any (computationally) expensive sampling. We present a
near-optimal sampling strategy for compressive sampling
approach for PCE construction. We provide theoretical
motivation of near-optimal sample set along with several
numerical examples in which the proposed sampling strat-
egy is implemented. The results show that using near-
optimal sample set rather than a random sample set sub-
stantially improves the accuracy of the approximated PCE
using compressive sampling.

Negin Alemazkoor, Hadi Meidani
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PP3

Mathematical Analysis of Sludge Disintegration

We investigate a model for an activated sludge process con-
nected to a sludge disintegration unit. We formulate a
model for the sludge disintegration unit in which the disin-
tegration processes occur at a finite rate. We then take an
appropriate asymptotic limit to obtain a model when these
processes occur infinitely quick. We use our limiting model
to show that an infinite-rate model proposed earlier in the
literature is incorrectly formulated. Our principle aim is to
investigate how the disintegration rate in the sludge disin-
tegration unit affects the formation of sludge in the reactor.
In the limiting case of infinite disintegration rate we show
that there is a critical value of the sludge disintegration
factor, above which the reactor system is guaranteed to be
in a state of negative excess sludge production. For the
case of finite rate processes we show that if the disintegra-
tion rate is sufficiently high then the error in assuming an
infinite rate is less than 10% of the exact value using finite
rate. In such cases, the behaviour of the reactor can be
estimated, within experimental error, by assuming an infi-
nite rate. We further show that if the reaction rate in the
sludge disintegration unit is sufficiently small then there is
no longer a critical value of the sludge disintegration fac-
tor above which the reactor operates in a state of negative
excess sludge production for all residence times.

Rubayyi Alqahtani
Imam University - Saudi Arabia
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PP3

Selective Time Step Adaptivity for Non-Linear Re-
active Transport Problems

Numerical simulation of reactive, flow and transport in
porous media requires that the increasingly non-linear
models be solved in an accurate and computationally effi-
cient manner. However, the time step sizes associated with
each of these processes differ greatly. For example, kinetic
reaction rates varying over order of magnitudes or layered
reservoirs with fast and slow concentration changes in high
and low permeability layers, respectively. A few texts can
be found in literature to address this area: Mortar ele-
ment technique in both space and time domain , Two-
ways methods (Offline/Online) ,Optimized Schwarz wave-
form relaxation (OSWR) method. We present an adap-
tive time-stepping approach with different time-step sizes
in different spatial domains. In summary, we proposed a
mass conservative, adaptive time-stepping scheme with dif-
ferent time step sizes in different spatial domains, a fully
implicit solution algorithm was developed for coupled flow
and transport problems, using block Jacobi for improved
convergence rates, numerical results using DG0 in time and
RT0 Mixed FEM in space (finite difference), and prelimi-
nary results are in good agreement with reduced error in
the fine time domain.
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PP3

Upwind Dissipation for Stability on Composite
Grids

Upwind schemes for the second-order wave equation have
been developed and are known to be remarkably stable.
Here we present results for a centered finite-difference
scheme incorporating artificial dissipation in the same form
of dissipation appearing naturally in the upwind scheme.
The stability of the scheme is studied using the theory of
normal modes and results are confirmed numerically.
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PP3

Fully Bayesian Deep Gaussian Processes for Uncer-
tainty Quantification

Gaussian processes have been established as attractive
models for developing efficient surrogates for uncertainty
quantification when the system of interest is computation-
ally expensive to study directly. However, such approaches
struggle when the stochastic dimensionality of the problem
is high or when the response surface is strongly nonstation-
ary. We develop a fully Bayesian deep Gaussian process
(DGP) model that allows for a natural handling of uncer-
tainty propagation and demonstrate how it can be applied
to address both of these issues, using the Darcy flow prob-
lem for illustration. First, we use an unsupervised DGP
to perform nonlinear model reduction on high-dimensional
stochastic input data corresponding to measurements of
the random permeability field. The hierarchical structure
of DGPs allows for flexible nonlinear dimensionality reduc-
tion that outperforms standard methods including the well-
known Karhunen-Lòeve expansion (KLE) method. Second,
we use a supervised DGP to construct a surrogate for the
corresponding multi-output response surface. We are able
to model sharp discontinuities in the response surface with-
out needing to resort to specialized local models. The fully
Bayesian training scheme allows for automatic complexity
control and provides posterior distributions on the hyper-
parameters describing the correlation length scales in the
problem. This makes feasible the modeling of epistemic
uncertainty in the responses due to limited training data.
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PP3

Polynomial Filtering for Large, Sparse SVD Com-
putations

We present a new technique for accelerating the computa-
tion of a few singular values and vectors of a large, sparse
matrix using polynomial filters. Numerical experiments
show that our method is competitive with existing algo-
rithms and can offer significant advantages for computing
small or interior singular values, especially when the ma-
trix is large enough that methods based on shift-and-invert

techniques are not practical.
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PP3

The ”Porous Media Initiative” (OPM) Software

In this poster we will give an overview of the ”Open
Porous Media Initiative” (OPM, http://opm-project.org)
software and open data modules. It is a collaborative
effort of both academia and industry to foster collabora-
tion between both and thus facilitate innovation using an
open source approach. The current development focus is
CO2 sequestration and improved and enhanced oil recov-
ery. Among the contributors are IRIS, SINTEF ICT, Sta-
toil, and Ceetron Solutions. The OPM software, in part
based on DUNE (http://dune-project.org), contains vari-
ous solvers for porous media flow (IMPES, two-phase in-
compressible transport, a reordering-based two-phase poly-
mer solver, and a parallel fully implicit black-oil solver).
In addition solvers for flow-based upscaling of both perme-
ability (single-phase upscaling) and relative permeability
(two-phase upscaling), including capability for steady-state
upscaling are included. For the fast and easy visualization
of reservoir simultions it also provides the tool ResInsight.
Together with the software OPM provides various SPE test
data sets, and the data of the Norne oil field as open data
to allow easy experiments and benchmarking. The soft-
ware licensed under GNU General Public License (GPL)
version 3 and the data under the Open Database License.
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PP3

The Reduced Collocation Method for Nonlinear
Steady-State PDEs

Reduced basis methods are a class of numerical methods
developed for settings which require a large number of solu-
tions to a parameterized problem. In this work, we consider
settings which require many queries to a numerical solver
for a parameterized steady-state partial differential equa-
tion. We adapt an existing method for linear steady-state
problems, the reduced collocation method, to the nonlinear
case.
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Neutrino Radiation Hydrodynamics in Genasis

Neutrino radiation hydrodynamics is a key element of the
physics governing environments with hot and dense nuclear
matter. Such extreme environments include the universe
itself, during primordial nucleosyn-thesis just after the big
bang; compact object mergers following the inspiral of neu-
tron star / neutron star or neutron star / black hole bi-
naries; and core-collapse supernovae. Neutrino radiation
hydrodynamics is particularly important to the explosion
mechanism of core-collapse supernovae. In this poster, we
will present our current implementation of a software ele-
ment to solve radiation hydrodynamics problems on mod-
ern supercomputing featuring hybrid architectures. This
radiation hydrodynamics functionality is being developed
within GenASiS (General Astrophysical Simulation Sys-
tem), a new code being developed to facilitate the simula-
tion of astrophysical problem on supercomputers. We will
present the multi-threading infrastructure, kernel offload
to the GPU and coprocessors for the implicit integration
solver in radiation-matter coupling, draft implementation
of the Implicit-Explicit (IMEX) Runge-Kutta scheme, and
test problems to verify our implementation. We will also
showcase the capabilities and solvers provided by GenASIS
Mathematics, a division of GenASiS we make available as
open source.

Reuben Budiardja
University of Tennessee
reubendb@utk.edu

Christian Cardall, Eirik Endeve
Oak Ridge National Laboratory
cardallcy@ornl.gov, endevee@ornl.gov

Daniel Murphy
University of Tennessee
rmurph16@vols.utk.edu

PP3

Numerical Simulations for Fluid-Structure Interac-
tion Modeling of Artery Aneurysms

We present numerical simulations of fluid-structure interac-
tion (FSI) problems involving artery aneurysms, which are
common vascular problems with fatal implications. The
physics of the problem is described using a monolithic ap-
proach and both the fluid flow and the hyperelastic mate-
rial are considered to be incompressible. The deformation
of the fluid domain is taken into account according to an
Arbitrary Lagrangian Eulerian (ALE) scheme. A Newton-
Krylov solver has been implemented in the finite element
in-house code FEMuS. The solver is combined with a geo-
metric multigrid preconditioner with smoothing based on
domain decomposition. The configurations studied consist
of realistic aortic and brain aneurysms where, for the lat-
ter, the corrective effect of stents has been investigated.
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Modeling Multiphase Buoyancy Driven Plume Mi-
gration During Geologic Co2 Injection

Geologic CO2 sequestration requires no more than 1% of
injected CO2 escape within 1000 years after injection. To
predict long-term retention of CO2 in a reservoir, the inter-
action of geochemical and geomechanical effects of injection
must be investigated via numerical simulation. Transport
of gas phase CO2 through micrometer scale fractures in
porous sandstone and shale caprock is one concern that
could lead to unwanted release of injected CO2 into the
atmosphere. We model the buoyancy driven flow of a
two-phase system consisting of a CO2-H2O vapor mixture
phase and an aqueous phase composed of formation wa-
ter, dissolved CO2, and charged solutes formed from the
dissolution of quartz, feldspars, carbonate, and clay min-
erals. This two-phase system forms a plume of CO2 that
can migrate upward due to differences in density between
CO2-rich phases and the surrounding formation fluid. We
model the gas phase CO2-H2O composition using a Redlich
and Kwong equation of state (EOS) with mixing rules, and
the aqueous phase composition using the revised Helge-
son Kirkham Flowers model for approximating thermody-
namic properties of aqueous electrolytic solutions at high
temperature and pressure. Water density and electrostatic
properties are computed using the virial EOS developed
by Haar, Gallagher, and Kell outside the critical region
and the Levelt and Sengers EOS within the critical region.
Pitzer equations are used to compute osmotic and solute
activity coefficients.
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PP3

A Parallel Particle Tracking Algorithm for Finite
Element Applications

Numerical simulations of a parallel particle tracking algo-
rithm on unstructured finite element grids are presented.
The algorithm is designed to work for both 2D and 3D
applications, with linear and quadratic spatial discretiza-
tion. To determine the position of the particle relative
to the mesh, a new inclusion test algorithm has been de-
signed to work with parallel computing and finite element
applications. The advection is performed on the physical
domain in order to treat completely unstructured grids.
As a consequence, the inversion of the isoparametric finite
element mapping is requested. We comply with this de-
mand implicitly using Newton-Raphson’s iteration for all
Lagrangian finite elements and all degrees of freedom. We
report tests made to investigate the performance of our
algorithm and a fluid flow application of pure advection.
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Why Is the Ensemble Adjoint Approach to Sensi-
tivity Analysis Not Practical in Chaotic Systems?

The ensemble adjoint method proposed years ago by Lea,
Allen and Haine still remains in perspective as a useful
sensitivity analysis tool in chaotic systems scoring over
the only other candidate, the Least Squares Shadowing
(LSS) method, in terms of conceptual simplicity and ease
of implementation. In this work, we perform a part-
computational, part-mathematical analysis of the ensem-
ble sensitivity estimator with an objective of revealing its
feasibility for use in chaotic fluid flow simulations. Our
analysis is based on relating the rate of convergence of the
estimator to the Lyapunov exponents and the spectrum
of the Liouville operator of the chaotic system. We ap-
ply the analysis to the Lorenz’63 attractor to prove that
the ensemble sensitivity approach converges slower than
a Monte-Carlo simulation, as confirmed by Eyink et al’s
numerical simulations. We then extend our analysis tech-
nique to more complex systems such the Lorenz’96 and a
chaotic flow over a NACA 0012 airfoil.
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A Novel Speech-Based Diagnostic Test for Parkin-
son’s Disease Integrating Machine Learning with
Application Development for Cloud Deployment

Parkinsons disease remains one of the most poorly diag-
nosed neurological conditions despite the critical need of
early diagnosis for effective management and treatment.
This work presents a new method of diagnosing Parkin-
sons disease and accompanying scalable web and mobile
applications towards the goal of employing this diagnostic
test on the cloud. This method provides a more simple,
inexpensive, and time-effective approach than traditional
diagnosis strategies by requiring the patient to only speak
into a microphone attached to their computer or mobile
device before providing a highly accurate diagnosis within
seconds. This work employs speech processing algorithms,
an artificial neural network for machine learning, and an
application framework with a user-friendly interface that
packages the speech test and diagnosis results for easy ac-
cess by patients and physicians. This test was specifically
designed for rapid in-home Parkinsons testing, a capabil-
ity that is currently not offered by any existing tests. The
diagnosis test developed was tested with actual patient
data and was shown to be 96.55% accurate. The results of
this research thus take a significant step towards building
the first globally available speech test for the diagnosis of
Parkinsons disease.
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Protein NMR Reference Correction: A Statistical

Approach for an Old Problem

Accurate chemical-shift assignments are a vital require-
ment for protein structure determination. The accuracy
of the chemical-shifts value depends on a correct reference
value. Internal reference standard exists but the We are de-
veloping a statistical-based algorithm to correct referencing
by: 1.calculating composition probabilities of investigating
protein alpha and beta carbon (CA/CB) resonance pairs
from the NMR data; 2.summing the probabilities across
all resonance pairs to give an estimate of amino acid (AA)
composition; and 3.employing a grid search method to find
a minimum difference (correct referencing value) between
predicted and actual protein AA composition. We show
that CA/CB resonance covariance (dependence) is a po-
tent statistic and that oxidized/reduced cysteine residues
should be treated separately. Our results demonstrate
that the overall approach is feasible and will provide the
biomolecular NMR field with a unique tool allowing spec-
tral referencing to be corrected and refined at the begin-
ning of protein NMR data analysis without using chemical
shift assignments or protein structure as needed by cur-
rent retrospective referencing correction methods. Thus,
our method should improve both the speed and quality of
protein resonance assignment and downstream NMR-based
analyses including structure determination. Currently we
are developing a shiny web app that will further simplify
this protein NMR reference correction procedure.
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PP3

Numerical Solutions of Basic Boundary-Contact
Problems of Tumor-Brain Interface Tissues

This paper is devoted to the development of computational
method for approximation solution of basic boundary-
contact problems of coupled-elasticity for isotropic inho-
mogeneous tumor-brain interface tissues. The tools ap-
plied in this development are based on generalized poten-
tial method and singular integral equations. Numerical so-
lutions are solved by using the generalized Fouriers series
method.
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PP3

Horsetail Matching: A Flexible Approach to Opti-
mization Under Probabilistic and Interval Uncer-
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tainties

It is important to design engineering systems to be robust
with respect to uncertainties in the design process. Many
previously proposed approaches for robust design aim to
achieve this by treating uncertainties probabilistically and
optimizing statistical moments of the quantity of interest.
However, over-reliance on statistical moments in the formu-
lation of a robust optimization can result in designs that
are stochastically dominated by other feasible designs. Ad-
ditionally, it is often difficult to assign probability distribu-
tions to uncertainties without making strong assumptions,
and so in many problems some uncertainties are more ap-
propriately represented with intervals. We propose a for-
mulation for optimization under any mix of probabilistic
and interval uncertainties that minimizes the difference be-
tween a design’s horsetail plot, which consists of two curves
representing the upper and lower bound on the true CDF,
and a target. The target offers flexibility to a designer
to specify the desired behavior under uncertainty, but the
approach can also be used without a target to produce a
design that both lies on the classical robust Pareto front
and that is not stochastically dominated. A numerical dis-
cretization is developed that delivers a single, differentiable
metric as the objective function for optimization.
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PP3

Accelerating Multiplication of Small Or Skinny
Matrices with Intel Math Kernel Library Packed
GEMM Routines

Matrix-matrix multiplication is ubiquitous in scientific
computing across many application areas. Due to the
high compute-density of the operation, General Matrix-
Matrix Multiplication (GEMM) routines in optimized li-
braries are capable of obtaining very high computational
efficiency for large matrix sizes. However, in many ap-
plication areas GEMM routines are primarily applied to
matrices for which performance can be heavily impacted
by data-packing routines that are necessary to obtain op-
timal performance in the GEMM kernels. In particular,
machine learning applications often perform GEMM op-
erations on non-square matrices with one or more small
dimensions. To increase the performance of applications
with these GEMM cases, the Intel Math Kernel Library
has introduced a Packed GEMM API. The Packed API
takes advantage of the fact that for some applications, e.g.
machine learning and LU factorization, the same matrices
are re-used in many GEMM calls by separating the data-
packing stage from the compute stage of the GEMM ker-
nels. In this poster we present the Packed GEMM API and
demonstrate performance improvements for matrix sizes
typical of machine learning applications.
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PP3

A Mathematical Model of Hemostasis

Hemostasis is the process by which a blood clot forms to
prevent bleeding. The formation time, size and structure of
a clot depends on the local hemodynamics and the nature
of the injury. Our previous computational models were
developed to study intravascular clot formation, a process
confined to the interior of a single vessel. Here we present
the first computational model of extravascular clot forma-
tion (hemostasis) in which blood through a single vessel
initially escapes through a hole in the vessel wall and out a
separate injury channel. The model consists of a system of
partial differential equations that describe blood coagula-
tion biochemistry, platelet aggregation, and hemodynam-
ics, solved via the finite element method. In the model,
formation of a blood clot occludes the injury channel and
stops flow from escaping while blood in the main vessel
retains its fluidity. We discuss the different biochemical
and hemodynamic effects on clot formation using distinct
geometries representing intra- and extravascular injuries.
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PP3

An IDS Study of Flow over A Leading Edge

Near the leading edge of a sharp flat plate over which
fluid flows at hypersonic speeds, the physical phenomena
that occur in the region is marked by regions of near free
molecular flow, transitional flow and merged layer flow. It
has long been suspected that the continuum-based Navier-
Stokes solvers are incapable of capturing the physics within
the first two regions. This study investigates the ability
of an advanced numerical Navier Stokes solver to capture
the flow physics within these regions. The main purpose
of this investigation is to demonstrate new features of the
Navier-Stokes solver by comparing the new predictions of
the solver with previous experimental works. In this study,
the flow over a 0.128 meter flat plate is solved using the ad-
vanced Navier-Stokes solver based off Integral Differential
Scheme (IDS) ”[Elamin, G.A., 2008]”. The flow boundary
conditions are set up to be the same as that of the exper-
imental works of Becker & Boylan ”[Becker, M. and D.E.
Boylan,1966]”. Modifications necessary to obtain the re-
sults that match the experimental results are made in the
boundary conditions at the leading edge of the plate and
not in the Navier Stokes solver itself. The results validate
the robustness of the IDS Navier-Stokes solver in studying
the flow phenomena in the hypersonic leading edge prob-
lem.
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PP3

Higher Order Asymptotic for Burgers Equation

We derive an approximate solution, suitable for computa-
tions, to the viscous Burgers equation via heat equation.
Using generalization of the truncated moment problem to
a complex measure space, we construct asymptotic N-wave
approximate solution to the heat equation subject to the
initial data whose moments exist upto the order 2n + m
and i-th order moment vanishes, for i = 0, 1, 2...m.
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PP3

A Bi-Fidelity, Low-Rank Approximation Technique
for Uncertainty Quantification

The use of model reduction has become widespread as a
means to reduce computational cost for uncertainty quan-
tification of PDE systems. In this work we present a model
reduction technique that exploits the low-rank structure of
the solution of interest, when it exists, for fast propagation
of high-dimensional uncertainties. To construct this low-
rank approximation, the proposed method utilizes models
with lower fidelities (hence cheaper to simulate) than the
intended high-fidelity model. After obtaining realizations
to the lower fidelity models, a reduced basis and an inter-
polation rule are identified and applied to a small set of
high-fidelity realizations to obtain this low-rank, bi-fidelity
approximation. In addition to the construction of this
bi-fidelity approximation, we present convergence analysis
and numerical results.
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PP3

Boundary Integral and Image-Moment Hybrid
Method for Simulations of Solvated Proteins

Solving the Poisson or Poisson-Boltzmann equation with
varying coefficients has been a bottleneck for simulating
proteins within the framework of implicit solvent model
due to the dielectric inhomogeneity. We will present our
recent work on a numerical Boundary Integral Equation
(BIE) method, and a semi-analytical Image-Moment
hybrid method for efficient and accurate simulations of
electrostatic fields in systems consisting multiple proteins
in solvent. The BIE is coupled with treecode for fast

kernel summation, and is applicable to arbitrary shaped
dielectric interface; while the hybrid method combines
analytical image charge solution of dielectric spheres
with the Method of Moments, and is accelerated by the
fast multipole method (FMM). Consistent numerical
results from both methods will be presented, and we
will show how the induced (or polarization) charge on
the dielectric interfaces can significantly change the
solvation/interaction energy of solvated proteins.
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PP3

Asynchronous Optimized Schwarz Method for
Poisson Equation in Rectangular Domains

Optimized Schwarz methods are Domain Decomposition
methods in which the transmission conditions between sub-
domains are chosen in such a way that the convergence
properties of the method are enhanced with respect to
classical Schwarz Methods. Asynchronous iterative algo-
rithms are parallel iterative algorithms in which commu-
nications and iterations are not synchronized among pro-
cessors. Thus, as soon as a processor finishes an iteration,
it starts the next one with the latest data received during
a previous iteration, without waiting for any other proces-
sor. These algorithms increase the number of iterations in
some processors (with respect to the synchronous case) but
suppress all the idle times, which can result in a smaller
(execution) time for convergence. In this work, we analyze
the convergence properties of the Asynchronous Optimized
Schwarz method applied as a solver for the solution of the
Poisson Equation in a bounded rectangular domain. To our
knowledge, this is the first time that a convergence proof
of Optimized Schwarz for a problem defined in a bounded
domain and for an arbitrary number of subdomains is pre-
sented.
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PP4

Design of a Parallel AMR Infrastructure for Multi-
Accelerator Computing

Design of a Parallel AMR Infrastructure for Multi-
Accelerator Computing : Adaptive mesh refinement
(AMR) is a powerful technique to increase the spatial
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resolution where it is needed the most. AMR capabili-
ties are available to researchers through a few open-source
packages. However current AMR packages have to be re-
designed and implemented to make efficient use of accel-
erators. We propose the building brick method(BBM) as
a new AMR package for clusters of accelerators. Our goal
is to develop an open-source user-friendly library so that
it can easily be adopted by other researchers. The soft-
ware infrastructure is specifically developed for multi-level
parallelism on clusters of accelerators. BBM is flexible to
be used in finite difference, finite volume and finite ele-
ment methods with little modification. The software in-
frastructure of BBM makes use of abstraction in terms of
objects and classes available in the C++ language.These
features are useful in developing and designing user friendly
functionalities for engineering applications. Polymorphism
and operator overloading features of the language become
useful in designing codes that are easy to understand and
maintain. The tree structure in BBM is stored implicitly
and the 2:1 consistency criterion is enforced .Additionally,
the tree structure is kept local to each accelerator to min-
imize the cost of intra- and inter-node communication.
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PP4

A Single-Phase Slightly Compressible Flow and
Multicomponent Transport Model in Porous Me-
dia at Laboratory Scale

In this work the development of a single-phase slightly
compressible flow and multicomponent transport model in
porous media at laboratory scale is presented. The devel-
opment methodology consisted on first establishing a con-
ceptual model where the hypothesis, goals, objectives and
limitations of the model are considered. Subsequently, ap-
plying the systematic formulation approach of continuum
medium modeling the mathematical model is derived re-
sulting a partial differential equation system with initial
and boundary conditions [Herrera, I. and Pinder, G.F.,
Mathematical models of science and engineering, John Wi-
ley & Sons, New York, USA, 2012]. After that, the mathe-
matical model is discretized using a finite element method
[Chen, Z., Finite Element Method and their Applications,
Springer-Verlag Berlin Heidelberg, 2005]. Finally, its com-
putational implementation is performed on the open source
software FEniCS project [Anders Logg, et. al., Automated
Solution of Differential Equations by the Finite Element
Method, Springer-Verlag Berlin Heidelberg, 2012]. The
numerical solutions were compared with the commercial
software COMSOL Multiphysics. A case of study for water
injection into a vertical cylinder in two dimensions where
water is injected on the bottom and produced from the top
is showed.
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PP4

New Second-Order Time Schemes for Optimal
Control of Time-Dependent PDEs

In this poster, we will present two new second-order finite
difference time schemes within the framework of iterative
one-shot methods for PDE-Constrained optimization. (1)
A new second-order leapfrog scheme in time with a multi-
grid solver is proposed for solving the optimality KKT sys-
tem of the parabolic optimal control problems. (2) A new
second-order implicit scheme in time with a preconditioned
GMRES solver is developed for solving the optimality KKT
system of the hyperbolic wave optimal control problems.
Numerical tests are given to illustrate our numerical al-
gorithms in terms of both accuracy (of the scheme) and
efficiency (of the solver).
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PP4

An Assembly-Free Heterogeneous Computing
Method for Simulation of Heat Conduction in Het-
erogeneous Materials

The simulation of heat flow through heterogeneous mate-
rial is important for the design of structural and electronic
components. Analytical solutions to the heat equation
PDE are not known for such domains, even with relatively
simple geometries. The finite element method, however,
can provide approximations to a continuum solution, with
increasing efficacy as the number of degrees of freedom in
the model increases. This comes at a cost of increased
memory usage and computation time for even sparse ma-
trix approaches. We present a method that does not re-
quire the explicit assembly of any system matrices, which
has been adapted from recent approaches in solving prob-
lems in structural mechanics. The method is highly paral-
lelizable, and has been implemented for the use of multiple
GPU using the OpenCL computing framework. Further-
more, it lends itself to the simulation of heterogeneous ma-
terial with minimal added complexity. We compare the
scalability of single- and double-GPU implementations of
our method with a serial sparse matrix approach.
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PP4

Coins Classification Using Image Processing and
Linear Vector Quantization

Coins detection and classification methods have been sig-
nificantly improved lately. While traditional approaches
rely on precise devices for measuring the coin weight or di-
ameter, alternative methods include even processing the
sound echoed by a coin in a controlled collision. The
present paper discusses an approach for recognizing and
classifying Brazilian coins by using a Learning Vector
Quantization (LVQ) algorithm, which receives, as input,
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features from their images, in particular (i) the components
Cr and Cb of the average YCrCb color, (ii) the normalized
diameter and (iii) the color variation in terms of Cr and Cb
measured from the circle with r ≤ 0.4 · rC to the annulus
r | 0.85 · rC ≤ r ≤ 0.75 · rC , where rC is the coins most ex-
ternal radius. The method has rotational invariance and is
agnostic to which of the coins faces is exposed to the cam-
era. The solutions performance is evaluated with static
images captured from 100 coins, as well as in real time, in
which case the coins are exposed to the camera, one by one,
while the application shows the total amount of money and
outputs it as synthetic voice.
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PP4

Low Dispersion Mimetic Discretizations of
Maxwell’s Equations in Media with Linear Consti-
tutive Laws

We consider the numerical simulation of electromagnetic
wave propagation in a material whose constitutive laws are
modeled by a system of linear ordinary differential equa-
tions for example a Debye or Lorentz media. These mate-
rials are dispersive, i.e. wave speed depends on frequency
rather than being constant. In wave propagation prob-
lems, long time errors are dominated by dispersion error–
non-physical dispersion which is a result of discretizing the
equation. In a material which exhibits physical dispersion
these errors especially important to quantify and minimize.
We consider a discretization using Mimetic Finite Differ-
ences (MFD) in space and Exponential Time Differences in
time, we call this method this ET-MFD. The MFD allows
for the construction of a parameterized family of methods
with formally equivalent error properties, i.e. second order
accurate on regular meshes. This family includes many
well known discretizations including the Yee-Scheme and
Nedéléc Finite elements. Exploiting the non-uniqueness of
the MFD we are able to construct a method which mini-
mizes the dispersion error of the ET-MFD further the error
minimizing parameters are oblivious to the underlying con-
stitutive law. We present numerical results which support
our theoretical results.
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PP4

Markov Chain Monte Carlo Optimization for Fit-
ting Excitable Cells Current-Voltage Relations to
Voltage Clamp Data

Models of voltage-sensitive ionic currents in electrically ex-
citable cells, such as neurons, contain parameters that de-
pend on properties of the cell. Voltage clamp, a commonly
used protocol in which the experimenter cancels out devi-
ations in a cell’s membrane potential from a desired po-
tential, can be used to extract current-voltage relations
for excitable cell ion channels. We demonstrate a Markov
Chain Monte Carlo method to fit parameters in models of
voltage-sensitive ionic currents to current-voltage relations
obtained from voltage clamp experiments. The method
that we present is an example of a stochastic nonlinear op-
timization method that has the advantage avoiding local
minimizers to find the global minimum of a highly non-

linear cost function. Input your abstract, including TeX
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Adaptive Sparse Grid Stochastic Collocation for
Random Ordinary Differential Equations

Random effects in applications get more and more impor-
tant and can be modeled in multiple ways. In the context
of differential equations, random ordinary differential equa-
tions (RODEs) represent an alternative approach to classes
of stochastic ODEs by solving massive amounts of deter-
ministic paths. Here, stochastic effects are usually encoded
by random processes. To actually compute the RODEs, an
approach via a KL expansion approximation and classical
Uncertainty Quantification is possible. Since the number
of terms in the expansion directly refers to the stochas-
tic dimension we, however, quickly run into the curse of
dimensionality. One could use Monte Carlo methods but
they converge rather slowly. Furthermore, the KL expan-
sion shows exponential decrease in its eigenvalues which we
want to leverage. We, therefore, use adaptive sparse grid
surrogates. Building up on the sparse grid stochastic col-
location previously presented at SIAM CSE15 [Menhorn,
Neckel, UQ in Incompressible Flow using Sparse Grids,
2015], we present an adaptive sparse grid method based
on [Gerstner, Griebel, Dimension Adaptive Tensor Prod-
uct Quadrature, 2003] applied on RODE examples. Due
to the decrease in the eigenvalues, the adaptive algorithm
implicitly constructs an anisotropic grid with higher refine-
ment in the direction of the largest eigenvalues. Hence, we
reach a lower approximation error for the same number
of collocation points compared to regular sparse grid or
Monte Carlo methods.
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N Bugs on a Surface

The bugs on a square problem considers N ordered bugs
in a plane that continuously move in the direction of their
neighbor. We extend this classic problem to N bugs on
closed curves and surfaces. This extension makes it possi-
ble for bugs to not collapse to a point, but instead they can
form a closed rotating loop. We show how the dynamics
depend on both the geometry, the number of bugs, and the
bugs initial condition.
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Towards the Ultimate Finite Element Method for
the Stokes Equations

We discuss an algorithm for solving the Stokes system
based on the Scott-Vogelius iterated penalty method. We
show that by using a continuous function space to approx-
imate the pressure, we can recover an accurate solutions
while retaining a divergence-free velocity. Thus, this algo-
rithm could be of particular interest when modeling incom-
pressible fluids that are thought to have a continuous pres-
sure. Full details of our implementation in the automated
finite element software FEninCS and numerical results are
given.
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Efficient and General Parallel Solver for Boundary
Integral Equations

We present a high-order, parallel boundary integral equa-
tion solver, based on an efficient scheme to evaluate integral
operators associated with constant-coefficient elliptic PDE
boundary value problems in three dimensions. Our method
can compute singular and nearly-singular integrals with
high-order accuracy and can handle complex geometric do-
mains. Our solver uses a parallel kernel-independent Fast
Multipole Method implementation (PvFMM) to achieve
high scalability. We present results on both the effective-
ness and efficiency of our solver, including performance
benchmarks, numerical solution accuracy, and parallel scal-
ing results for a range of equation and geometric domain
types.
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PP4

Multiscale Energy-Conserving Finite Elements for
Atmospheric Flows

The issue of the numerical treatment of unresolved scales is
of fundamental importance in geophysical fluid dynamics,
where the multiscale nature of the problem and the limits
in computational power lead to under-resolved simulations.
At low resolutions, numerical simulations of atmospheric

flows should conserve energy almost exactly, whereas the
unresolved scales should ideally trigger a non-local energy
transfer from the smallest resolved scales to the most ener-
getic large ones. We introduce an upwind-stabilised finite
element discretisation for the incompressible Euler equa-
tions [A. Natale and C.J. Cotter, A variational H(div) fi-
nite element discretisation for perfect incompressible fluids,
2016, arXiv:1606.06199], which enforces this behaviour. In
particular, we derive the scheme by defining a Lagrangian
functional, representing the kinetic energy of the fluid, and
applying Hamilton’s principle of stationary action. Then,
the resulting discretisation preserves the Lagrangian by
construction and it can be easily generalised to more com-
plex Hamiltonian fluid models. Moreover, we show that
the variational derivation defines a form of upwind stabili-
sation that implicitly induces an energy transfer from small
to large scales, reproducing in this way the characteristic
behaviour of two-dimensional turbulent flows.

Andrea Natale
Imperial College London
a.natale14@imperial.ac.uk

Colin J. Cotter
Imperial College London
Department of Mathematics
colin.cotter@imperial.ac.uk

PP4

Numerical Approximations to Katz Centrality

Graphs and networks are prevalent in modeling relation-
ships across many fields. Using iterative solvers to approx-
imate graph centrality measures (specifically Katz Central-
ity) allows us to obtain a ranking vector on the nodes of the
graph, consisting of a number for each vertex in the graph
identifying its relative importance. Given an approximate
solution to the vector, we can use the residual to accurately
certify how much of the ranking matches the ranking given
by the exact solution. In many applications, it is primarily
the highest ranked nodes (vertices with the highest cen-
trality scores) that are of importance. We obtain bounds
on the accuracy of the approximation to the exact solution
with respect to the highly ranked nodes and apply numer-
ical analysis to the computation of Katz Centrality with
iterative methods. This relates the numerical accuracy of
the linear solver to the data analysis accuracy of finding the
correct ranking given by the exact solution. In particular,
we answer the question of which pairwise rankings are re-
liable, given an approximate solution to the linear system.
Experiments on several real-world networks validate our
theory and show that it is able to accurately certify large
portions of the approximation. By analyzing convergence
error and using probabilistic matrix norms, we can under-
stand the effect that numerical analysis has in developing
confidence in the ranking schemes of data mining.
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An Adjoint Capable Solver for the Stefan Problem

The dynamics of ice ocean interaction (including melting at
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the interface and implied geometry changes) can be mod-
eled as an implicit surface moving in accordance with con-
servation laws; this is known as the Stefan problem. In
practice there are numerous sources of uncertainty in the
problem (initial conditions, boundary conditions and ma-
terial properties etc.); a Bayesian framework provides a
way to estimate these parameters and indeed quantify their
uncertainty. In order to solve the Bayesian inverse prob-
lem described here an adjoint capable formulation must be
constructed. While many robust methods are available for
solving the forward Stefan problem (finite difference based
level set methods, fast marching methods etc.), these meth-
ods are not well equipped to handle the inverse problem.
In this work a PDE constrained bi-level variational opti-
mization formulation is proposed. This formulation is well
suited to a Bayesian inverse problem framework, as well as
extension to more general conservation laws such as those
formulated in ocean circulation models etc. Preliminary
results will be shown for a known analytic solution of the
Stefan problem as well as for test cases with simple geome-
tries.

Tom O’Leary-Roseberry
The University of Texas at Austin
The Institute for Computational and Engineering Sciences
tom@ices.utexas.edu

Omar Ghattas
The University of Texas at Austin
omar@ices.utexas.edu

Umberto Villa
University of Texas at Austin
uvilla@ices.utexas.edu

Patrick Heimbach
University of Texas - Austin
heimbach@ices.utexas.edu

PP4

On Applying Effective Parallelization of Nonlinear
Programming to Topology Optimization

straints on application physics and additional manufactur-
ing constraints (e.g., mass), with applications in design for
additive manufacturing (e.g., 3D printing). Topology opti-
mization formulations are typically characterized by large
numbers of decision variables (equal to a small constant
times the number of PDE degrees of freedom) and com-
putationally complicating integral constraints that act on
the entire material domain. Recent results demonstrate
that solving formulations with high resolution PDE meshes
yields designs that outperform those obtained via existing
approaches using IPOPT on coarse meshes. However, the
methods used to solve these large-scale formulations are
typically limited to simple physics. We propose a domain
decomposition approach to topology optimization for both
structural physics and electromagnetic physics applications
that uses specialized parallel linear algebra kernels within
an interior-point method, and will generalize to topology
optimization problems with more complex physics. We fo-
cus on these applications, and present designs obtained us-
ing this approach for both of these applications. We com-
pare our approach to IPOPT, which is commonly used in
topology optimization. Our overarching goal is to develop
a distributed memory optimization solver that matches or
surpasses the parallelism present in the physics PDE solver.
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PP4

Dynamical Polynomial Chaos Expansions with Ap-
plications to Long Time Evolution of SDEs and
SPDEs

Polynomial chaos expansions (PCE) allow us to propagate
uncertainties in the coefficients of differential equations to
the statistics of their solutions. While their main advantage
is to replace stochastic equations by systems of determinis-
tic equations, their main challenges are the computational
cost incurred by high dimensional stochastic variables and
the efficiency in long-time computations. In the setting of
Markovian random forcing, we propose a new numerical
algorithm based on PCE to address these challenges. The
method uses a restart procedure and constructs evolving
chaos expansions based on polynomials of projections of
the time dependent solution and the random forcing with
the following consequences: (i) our dynamical expansions
retain their optimality for long times; and (ii) the curse of
dimensionality is mitigated. To illustrate the efficiency of
our algorithm, we apply it to compute solutions of nonlin-
ear stochastic differential equations and stochastic partial
differential equations driven by Brownian motion. Long-
time simulations include numerical verification of the exis-
tence of invariant measures in some cases.
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PP4

On the Singular Values Decay of Solutions to a
Class of Generalized Sylvester Equations and Ef-
ficient Krylov Methods

We are interested in the study of generalized Sylvester ma-
trix equations, that is, the considered linear map is the
sum of a Sylvester operator L(X) := AX+XB and a pos-
itive operator Π(X) :=

∑m
i=1 DiXEi. This kind of equa-

tions classically arises in the analysis of bilinear systems
and stochastic control but it was recently shown that the
discretization of certain elliptic PDEs yields generalized
Sylvester equations. Assuming L + Π to be a convergent
splitting of the overall operator, that is ρ(L−1Π) < 1, a
closed-form of the solution X can be derived and, in this
poster, we show how to exploit it to estimate the singu-
lar values decay of X, often observed experimentally. If
a low numerical rank is predicted, Krylov solvers can be
employed and, under further assumptions on Π, new ap-
proximation spaces are introduced. Numerical experiments
illustrate the effectiveness of the proposed strategies.
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PP4

A Scalable Linear Solver Based on the FSAI Pre-
conditioner

A hybrid MPI/OpenMP implementation of a set of pre-
conditioners based on the Factorized Sparse Approximate
Inverse (FSAI) technique is developed in this work. These
preconditioners are coupled to a conjugate gradient method
with the aim to build a scalable linear solver for symmetric
positive definite problems. The proposed solver exploits an
original algorithm for the optimal dynamic construction of
the sparsity pattern used by the approximate inverse and
is combined with a two-level domain decomposition ap-
proach, thus ensuring a nearly optimal scalability in both
strong and weak sense for problems having up to a few mil-
lions of unknowns. A detailed description of the algorithms
and configuration parameters is provided. Fluid-dynamic
and geomechanical real-world numerical models are con-
sidered as test cases for the evaluation of the proposed
linear solver. Fine-grained numerical tests solved with the
one-level FSAI preconditioner demonstrate a nearly opti-
mal strong scalability while coarse-grained tests solved by
the two-level FSAI preconditioners show that also the weak
scalability is obtained.
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PP4

A Two Level Preconditioner for Helmholtz Equa-
tion in High Frequency Regime

The Helmholtz equation is frequently used to model prop-
agation of waves in applications such as acoustic, seismic
and electromagnetic systems. Solution to this equation
in high frequency regime requires inverting a linear sys-
tem with a highly indefinite and non-symmetric A ma-
trix, where standard Krylov methods like GMRES have
poor convergence rates without an appropriate precondi-
tioner. A breakthrough in preconditioning this system oc-
curred with the invention of Shifted Laplacian Precondi-
tioner which is based on a Helmholtz-type differential op-
erator with a complex term. This preconditioner can be
effectively inverted using a multigrid algorithm and it is
known to work well for low to medium range frequencies.
However, as the frequency increases the spectrum of the
preconditioned system contains many eigenvalues close to

zero which hamper the convergence of the Krylov method.
In this work we use a deflation based preconditioner on
the Shifted Laplacian preconditioned system to move these
eigenvalues away from zero. Numerical tests indicate that
such a two level preconditioning technique can work well for
high frequencies and large problem sizes. We also discuss
the efficient ways of constructing the deflation precondi-
tioner.
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PP4

Generating Long-Term Wind Scenarios Condi-
tioned on Sequential Forecasts

The large uncertainty in wind power forecasts makes it dif-
ficult to incorporate this energy source into the power grid.
As a result, control problems have been formulated to op-
erate a controllable energy source in conjunction with wind
power to help reduce the uncertainty in future total power
generation. The efficacy of these models should be evalu-
ated by rigorously estimating their long-term performance.
Existing methods can generate synthetic wind scenarios
conditioned on a wind forecast, which is typically between
one and three days. By calculating a models optimal con-
trols conditioned on a wind forecast the synthetic scenarios
can be used to rigorously estimate the short-term perfor-
mance. Conversely, by calculating a models optimal con-
trols in a rolling-horizon fashion using historical sequential
wind forecasts, the models performance can be estimated
using the actual historical wind realization. This approach
yields a long-term performance estimate, but only using
the single wind realization to evaluate the performance can
make it difficult to draw statistically significant results. We
develop methods to generate long-term wind scenarios con-
ditioned on a set of sequential short-term forecasts in order
to evaluate long-term performance with statistical signifi-
cance. These methods are tested to ensure that they have
statistically similar properties as compared to the histori-
cal data. We also investigate methods to generate synthetic
sequential wind forecasts.
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PP4

Advancements in Simulation-Based Optimal Ex-
perimental Design

We present recent advancements on a measure-theoretic
perspective for Simulation-Based Optimal Experimental
Design (SB-OED). This perspective focuses on optimizing
quantifiable geometric properties of Quantity of Interest
(QoI) maps from model inputs to observable model output
data. The two geometric properties considered in the for-
mulation of the SB-OED are related to the accuracy and
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precision in solving stochastic inverse problems based on
modeling uncertain QoI data using probability measures.
We define these geometric properties precisely, provide nu-
merical results illustrating various concepts, and discuss
the current and future work of SB-OED.

Michael Pilosov
University of Colorado: Denver
michael.pilosov@ucdenver.edu

PP4

Computing of the Effective Coefficients via Multi-
scale Discontinuous Galerkin Method

Determination of the macroscopic overall characteristics of
heterogeneous media is an essential problem in many en-
gineering applications. The overall behavior of the media
depends strongly on the geometrical and physical prop-
erties of the microstructural inclusions. To predict the
macroscopic behavior of heterogeneous materials various
homogenization techniques are typically used but most of
them have limitations and are not suitable for complex
media. The aim of the work is to develop a computa-
tional homogenization technique for the multiscale mod-
eling of heat-transfer problem. The computation scheme
for solving the problem is based on multiscale discontin-
uous Galerkin method (MDG). The solution is obtained
on the direct sum of continuous (coarse) and discontinu-
ous (fine) spaces. One of the advantages of the method is
that the method allows naturally use the idea of multilevel
methods for solving the system of linear equations to sig-
nificantly reduce the time of the calculation. In the work
numerical experiments are carried out for different cases in
comparison with the classical finite element method and
with analytical methods. The numerical results show that
MDG can be successfully used for solving various problems
of thermal physics.
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PP4

Decay Bounds for Functions of Structured Non-
Hermitian Matrices

The derivation of decay bounds for the entries of functions
of matrices has attracted the interest of many researchers
working in a wide range of applications, such as numer-
ical analysis, harmonic analysis, quantum chemistry, sig-
nal processing, quantum information theory, multivariate
statistics, queuing models, control of large-scale dynam-
ical systems, quantum dynamics, random matrix theory,
and others; see [Benzi and Simoncini, Decay bounds for
functions of hermitian matrices with banded or kronecker
structure, SIAM J. Matrix Anal. Appl, 2015] and refer-
ences therein. While decay bounds for functions of Her-
mitian banded matrices have been known for some time,
only recently more structured sparsity patterns have been
analyzed. Moreover, the non-Hermitian case is an espe-
cially challenging setting. By using Faber polynomial series
we first extend results for Hermitian matrices to banded
non-Hermitian matrices. Several special cases are treated,
together with an application to the inexact Krylov ap-
proximation of matrix function evaluations. The poster
is based on [Pozza, Simoncini, Decay bounds for functions
of banded non-Hermitian matrices, Submitted, Aug 2016,

arXiv:1605.01595v3 [math.NA]].
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Balanced Iterative Solvers for Linear Systems Aris-
ing from Fem Approximation of Pdes with Random
Data

This poster discusses the design and implementation of ef-
ficient solution algorithms for nonsymmetric linear systems
associated with finite element approximation of partial dif-
ferential equations. The novel feature of our precondi-
tioned preconditioned GMRES and BICGSTAB(�) solver
is the incorporation of error control in the natural norm
(associated with the specific approximation space) in com-
bination with a reliable and efficient a posteriori estimator
for the PDE approximation error. This leads to a robust
and balanced inbuilt stopping criterion: the iteration is
terminated as soon as the algebraic error is insignificant
compared to the approximation error.
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PP4

Modeling the Mitigation of Zika and Chikungunya
by Infecting Mosquitoes with Wolbachia Bacteria

We develop and analyze a partial differential equation
(PDE) model to investigate the transmission dynamics
of releasing Wolbachia-infected mosquitoes to establish
an endemic infection in a population of wild uninfected
mosquitoes. Wolbachia is a genus of endosymbiotic bacte-
ria that can infect mosquitoes and reduce their ability to
transmit Zika or Chikungunya virus. A key dimensionless
parameter that determines if a Wolbachia infection can be
sustained in the wild is the ratio of infected to uninfected
adult mosquitoes. Therefore, accounting for the spatial
heterogeneity of the infected and uninfected mosquito pop-
ulation is critical to accurately predict if a release can be
sustained. We create a PDE model for the spread of a Wol-
bachia epidemic within the mosquito population that cap-
tures both the complex vertical transmission cycle (both
adult and aquatic mosquito life-stages) and the horizontal
transmission (spatial diffusion) of Wolbachia. To study the
proposed PDE model and analyze how the magnitude of
the diffusion coefficient can determine if a locally highly
infection region will grow, or shrink, we study the one-
dimensional version of the equations with cylindrical sym-
metry to investigate if a circular patch shrinks or grows.
We then look into the full two-dimensional simulations and
analysis of stability of traveling fronts in both transverse
and normal directions.
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PP4

New Rigorous Error Bound For Reduced Basis Ap-
proximations

The reduced basis method is a model order reduction tech-
nique that is suitable and efficient for parameter-dependent
systems in the many-query or real-time contexts. In most
cases, for the construction of the reduced basis the so called
standard error estimator is used. It can be shown, that
this error estimator is rigorous, but as a disadvantage the
inf-sup constant has to be estimated, which can be done
with the so called successive constraint method (SCM). To
avoid the computation of the inf-sup constant or the SCM,
we present a new rigorous error bound, which is indepen-
dent of the inf-sup constant. This error bound is applied
on the stationary helmholtz equation and time-dependent
wave equation.
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PP4

Decentralized Framework for Sensor-Driven Opti-
mization in Power Systems

Optimization problems in modern Cyber-Physical Systems
is increasingly challenged by two key aspects, large num-
ber of physical subsystems, and huge amount of real-time
sensor data. As a result, recent decentralized approaches
that capture real-time dynamics of the constituent system
components are becoming mainstream. This is particularly
true in power generation networks, where the integration
of sensor information from highly distributed assets is key
to reliability and profitability. In this paper, we develop
an asynchronous decentralized optimization framework for
the problem of generator maintenance in power networks.
Sensor data analytics are used to derive an optimal main-
tenance schedule for fleets of generators distributed across
geographically remote regions. Asynchronous communica-
tion mechanisms are used to enable scalability of decentral-
ized methods for solving large- scale optimization problems
that also leverage the dynamic nature of the sensor data.
We demonstrate the computational performance and scal-
ability of our framework relative to the conventional tech-
niques.
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PP4

Stochastic Analysis of Turbulent Mix

For multi-fluid mixing problems, the interface between the
two fluids or the front serves as the separation between the
fluids. This interface is tracked dynamically using Stony
Brook’s Front-tracking algorithm. The evolving front be-
tween the two fluids can be used to indicate the level and
the type of mix. We explore the spatial distribution of
the mix by looking at the front’s statistical properties. A
random point along the front is chosen and using the front
normal as the search direction we measure the distance un-
til the first intersection of the front occurs. This process
can then be repeated to generate the distance until the
second crossing and so on. Using this distance (crossing
distance), we produce a dataset of crossing distances. We
investigate the relationship between first and second cross-
ings and analyze whether the overall process is memoryless
or not, i.e., if the governing process is Poisson or not. We
also repeat this analysis across a range of grid resolutions
and Reynolds numbers and study the dependence of the
crossing length scales with regard to these parameters. Our
results show that both the first and second crossings follow
exponential distribution individually, but are not indepen-
dent of each other. We observe a sub-linear increase in the
rate parameter for exponential distribution as the mesh is
refined, however the rate parameter is almost unchanged
as the Reynolds number is increased.
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PP4

Estimating the Uncertainty of Imprecise Computer
Models Using Optimization Methods

Predictions made in the engineering and scientific commu-
nity rely extensively on computer simulations of complex
systems. However, every computer-based solution is in-
fluenced by numerical, parameter, and structural uncer-
tainty. Having a measure of credibility for a given simu-
lation allows scientists to generate results upon which to
make sound predictions. A typical approach to address this
issue is to use Bayesian Inference, which is considered to
be computationally demanding in practice. An alternative
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approach is to view the task as an optimization problem
and to estimate the structural uncertainty using a polyno-
mial; in literature this is referred to as discrepancy. Such
an approach has been implemented using Particle Swarm
Optimization(PSO); these results merit further research.
Global optimization methods for non-convex problems will
be implemented to increase the rate of convergence to a
viable solution while mitigating computational cost rela-
tive to the implementation of PSO. Research for a more
agreeable form of the discrepancy polynomial will be un-
dertaken; possible function forms include but are not lim-
ited to Legendre and Bessel functions.
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PP4

Containers for Scientific Computing: From Laptop
to HPC

Complex software stacks are difficult to maintain, even for
the developers. Libraries may have many dependencies,
and the availability and reliability of these dependencies
can vary widely between systems. Containerization makes
it easy to encapsulate and distribute a complete software
environment, containing all required dependencies for a
particular piece of software, and run it on many diverse
platforms. Docker (www.docker.com) has become a very
popular container system recently, as it allows containers
in the docker format to be run on any suitable Linux host
(or Linux VM in Windows or macOS), as well as providing
a central registry where container images can be shared.
Shifter, a NERSC project, allows docker images to run on
HPC systems. We demonstrate the use of docker images
with the FEniCS Finite Element package, and show that it
is possible to use the same container to run on a laptop as
on a HPC system, with no appreciable loss of performance
compared to running natively. HPC systems can be diffi-
cult to configure: using containers brings a clear benefit in
accessibility, and can also boost performance.
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PP4

A Finite Element Discrete Fracture Model to Sim-
ulate Fluid Flow Through Fractured Porous Media

In this work a methodology is presented for modeling a
fractured porous media and to simulate fluid flow through
multiple fractures and rock matrix, with drastically dif-
ferent properties, at a scale such that the fractures could
be modeled explicitly. To represent the porous matrix a
continuum approach is employed whereas for the fractures
a discrete one. The necessity of representing the thick-
ness of each of the fractures in the computational model
is eliminated, given that it is explicitly considered in the

mathematical model. Thus, the fractured porous media
is modeled with mixed dimensions elements, representing
the fractures as elements of n-1 dimensions immersed in a
porous matrix of n dimensions by isolated internal bound-
aries, where the equations that govern the flow of fluids
in the matrix and the fractures are coupled by means of
jump and average equations, taking into account interac-
tions between the fractures and the surrounding porous
media. The derived flow model in fractured porous media
is single phase, based on the fluid pressure and considering
the Darcys law for fluid velocity in the porous media and
fractures, it is assumed that the fractures are filled with
a porous material. For the numerical solution is applied a
Finite Element Method and its computational implemen-
tation is carried out in Python using FeniCS project. Fi-
nally, the discrete fracture model is numerically validated
in a case study in two dimensions.
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PP4

Neural Networks As Reduced Models for Physical
Systems and Inverse Problems

Artificial neural networks have exploded out of the world
of machine learning into a wide array of industrial and
academic applications, but their efficacy in modeling phys-
ical systems as represented by parameterized partial dif-
ferential equations has not been definitely established. In
particular, if a neural network can reliably model a nonlin-
ear parameter-to-output mapping of a system governed by
PDEs, then using the network as a reduced model for the
PDEs can provide a significant computational advantage
when exploring parameter space. The latter is important
for inverse problems, optimal control and design, and un-
certainty quantification. We demonstrate that a shallow,
feedforward neural network can model this nonlinear rela-
tionship, as well as a methodology for training these net-
works to represent the inverse relationship, which is often
ill-posed. The application is forward and inverse scattering
from layered media, as modeled by the Helmholtz equation.
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Adaptive Sparse Grids Interpolation Techniques
for Multilevel Stochastic Collocation in Fluid-
Structure Interaction Problems

This contribution discusses the application of sparse grid
interpolation in the quantification of uncertainty of fluid-
structure interaction problems. We model the uncertainty
in five input parameters as independent normal random
variables and use the established multilevel polynomial
chaos-based stochastic collocation method, which mini-
mizes the overall cost via a hierarchical decomposition in
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both the spatial and parameter domains. We employ hier-
archical finite element meshes for the spatial discretization
and we interpolate the underlying solver in the parameter
space with either standard sparse grids or the combination
technique, the latter being constructed using Leja points.
While previous works focused on global Lagrangian-type
polynomials, we employ local hierarchical basis functions.
In the spatial domain we increase the resolution by a con-
stant factor, whereas in the parameter space we use adap-
tive refinement, keeping the number of collocation points
small. Using the tensor structure of sparse grids and the
stochastic independence of the inputs, the problems corre-
sponding multivariate integral breaks into a sum of prod-
ucts of univariate integrals that can be evaluated exactly.
Applying the method to the interaction of a fluid with
an elastic beam, we obtain the expectation, variance, and
Sobol’ indices for global sensitivity analysis for the velocity
in the entire domain, as well as for the x axis displacement
and force at user-defined structure coordinates.
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Implicit Mesh Discontinuous Galerkin Methods
and Interfacial Gauge Methods for High-Order
Accurate Interface Dynamics, with Applications
to Surface Tension Dynamics, Rigid Body Fluid-
Structure Interaction, and Free Surface Flow

A high-order accurate implicit mesh discontinuous
Galerkin framework is presented for fluid interface dy-
namics, facilitating precise computation of interfacial fluid
flow in evolving geometries. The framework uses implic-
itly defined meshes, wherein a reference quadtree or octree
grid is combined with an implicit representation of evolv-
ing interfaces and moving domain boundaries, and allows
physically-prescribed interfacial jump conditions to be im-
posed or captured with high-order accuracy. Several topics
are highlighted in the design of the framework, including
high-order accurate quadrature on implicitly defined mesh
elements, optimal-order accurate and symmetric positive
definite discretisations of scalar- and vector-valued ellip-
tic interface PDEs, multigrid algorithms, and projection
operators for incompressible fluid flow. A variety of 2D
and 3D applications of the framework are also presented,
including surface tension-driven two phase flow with phase-
dependent fluid density and viscosity, rigid body fluid-
structure interaction, and free surface flow. By utilising a
class of techniques called interfacial gauge methods, high-
order accuracy in the maximum norm is achieved. Par-
ticular examples include: (i) high Reynolds number soap

bubble oscillation dynamics and (ii) vortex shedding in a
water ripple free surface flow problem; these last two exam-
ples compare numerical results with that of experimental
data and also reveal physical phenomena not seen in the
experiments.
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PP4

Moving Objects Through Phase Change Material -
a Hybrid Modeling Approach

Phase change processes are key to a variety of present-
day industrial applications. One example are thermal en-
ergy storages, in which it is exploited that the so-called
phase change material (PCM) absorbs and releases heat at
a certain temperature. Another interesting research field is
subglacial exploration with thermal melting probes. Here,
heat transfer and phase change processes are coupled to
fluid flow of the liquid PCM and rigid body dynamics. This
multi-physics situation is often referred to as close-contact
melting (CCM). In our contribution we present a novel
modelling technique to solve the CCM of objects (e.g. a
melting probe) that migrate through a PCM. Challenging
to CCM is the existence of two spatial scales, given by the
objects size and the much smaller width of the melt film.
A stand-alone method that resolves both scales would be
computationally very expensive. We therefore propose an
efficient hybrid approach consisting of two complementary
modules. In order to obtain the melting velocity, we use
a simplified melt-film model that solves the CCM problem
restricted to the liquid domain. The melting velocity, on
the other hand, is the prerequisite to a two-phase model
that enables us to study the macro-scale thermal state in
both the liquid, and the solid PCM. We will present sim-
ulation results and compare these to real data. Based on
the model, we are able to draw conclusions towards the
efficiency of the overall CCM process.
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PP4

A Stable Added-Mass Partitioned (AMP) Algo-
rithm for Elastic Solids and Incompressible Flows

A stable added-mass partitioned (AMP) algorithm is devel-
oped for fluid-structure interaction (FSI) problems involv-
ing viscous incompressible fluids and compressible elastic-
solids. The traditional coupling algorithm suffers from the
added-mass instability, no matter how heavy the solid,
when the grid is sufficiently fine. However, the AMP
scheme is stable even for light solids when added-mass ef-
fects are large. The main ingredient of the AMP algorithm
is a Robin (mixed) interface condition on the fluid pressure.
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This condition is derived by combining the outgoing char-
acteristic structure in the solid with the velocity and trac-
tion matching conditions. Normal-mode analysis is used
to analyze the stability of the traditional, anti-traditional,
and AMP schemes with second-order accurate discretiza-
tions and a linearized interface. The AMP algorithm is
shown to be stable for any ratio of solid and fluid densi-
ties, including when added-mass effects are large. The tra-
ditional algorithm is shown to be unconditionally unstable
as added-mass effects become large with grid refinement.
Exact solutions are obtained for the finite amplitude case
and are used to verify the stability and accuracy for light,
medium, and heavy solids. Numerical examples are con-
sidered to showcase the robustness of the AMP algorithm
and to demonstrate interesting applications.
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PP4

A Structure Preserving Lanczos Algorithm for
Computing the Optical Absorption Spectrum

We present a new structure preserving Lanczos algo-
rithm for approximating the optical absorption spectrum
in the context of solving full Bethe–Salpeter equation
without Tamm–Dancoff approximation. The new algo-
rithm is based on a structure preserving Lanczos proce-
dure, which exploits the special block structure of Bethe–
Salpeter Hamiltonian matrices. A recently developed tech-
nique of generalized averaged Gauss quadrature is also in-
corporated to accelerate the convergence. We also establish
the connection between our structure preserving Lanczos
procedure with several existing Lanczos procedures devel-
oped in different contexts. Numerical examples are also
presented to demonstrate the effectiveness of our Lanczos
algorithm.
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PP4

A Weak Galerkin (WG) Method for Maxwell’s
Equations in the Time Domain

The WG method was first applied to Maxwell’s equations
in the frequency domain by Mu, Wang, Ye and Zhang in
2013. Due to the lack of applications and analysis of the
WG method with time domain models, we have developed
a WG method for the time domain Maxwell’s equations.
Stability and error estimates for this scheme are provided
as well.
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Corrugated Coaxial Cable Modeling with a Nodal
Discontinuous Galerkin (NDG) Method

Due to the lack of well developed time domain models for a
corrugated coaxial cable, the cable was modeled by numer-
ically solving axially symmetric Maxwell’s equations in the
dielectric. Although there has already been many imple-
mentations of a nodal Discontinuous Galerkin method for
solving the axially symmetric Maxwell’s equations, there
has yet to be any stability or convergence results proven
for this method.
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Numerical Simulation of Poroelastic Wave Equa-
tion with Discontinuous Galerkin Using Upwind
and Modified Penalty Flux

Poroelasticity deals with the propagation of elastic waves
in porous media where both the mineral grains (solids)
and interstitial fluids are excited as the wave energy dis-
sipates through. The poroelastic wave equation couples
elastic wave equation with Darcys law (in the form of a dis-
sipation potential) which results in system of eight coupled
hyperbolic PDEs in 2D and thirteen in 3D. The poroelastic
system is, however, difficult to implement numerically due
to the presence of dissipation potential, which poses a sta-
bility problem on numerical scheme. In this article we show
how wave propagation in an anisotropic porous system can
be expressed in conservation form by combining the Biots
and Hamiltonian mechanics. We also show that high-order
nodal discontinuous Galerkin (dG) method yields a stable
and accurate solution for the poroelastic system of equa-
tions. We also compare and contrast two methods for im-
plementation of natural boundary conditions. First we at-
tempt to solve the Riemann problem (upwind flux) using
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spectral decomposition of the Jacobian matrices. In the
Poroelastic system, we find that the Jacobian is unstruc-
tured and hence, the computation of its eigensystems is
quite challenging; it is equivalent to solving a polynomial
of the order that is equal to the rank of Jacobian matrix.
Second, we circumvent the spectral decomposition by using
the standard central flux appended with the penalty terms
based on the interior boundary continuity.
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PP4

Fast Dynamic Load Balancing Tools for Extreme
Scale Systems

Massively parallel computing combined with scalable sim-
ulation workflows that can reliably model systems of in-
terest are central to the continued quest of scientists, engi-
neers, and other practitioners to address advances in scien-
tific discovery, engineering design, and medical treatment.
However, to meet their potential, these methods must be
able to operate efficiently and scale on massively parallel
computers executing millions of processes. Reaching the
goal of millions of parallel processes requires new meth-
ods in which the computational workload is extremely well
balanced and interprocessor communications overheads are
minimized. Building on initial efforts to improve dynamic
load balancing methods for adaptive unstructured mesh
applications, the goal of the our research is to develop
fast multicriteria dynamic load balancing methods that are
capable of quickly producing well balanced computations,
with well controlled communications, for a wide variety of
applications. To meet this goal we apply specific combina-
tions of methods that consider the existing distributions,
concurrency level (i.e. number of processes), memory lim-
itations, and application workflow requirements.
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PP4

Apollo: An Unstructured Framework for Multi-
Fluid Plasma Modeling

In certain applications a plasma model more general than
the magnetohydrodynamic (MHD) model is needed. A
choice that is not too computationally expensive is the
multi-fluid plasma (MFP) model. The MFP model equa-
tions are derived by taking velocity moments of the Boltz-
mann equation for each of the components in a plasma,
and each species mass density, momentum density and to-
tal energy are evolved in time. An unstructured discontin-

uous Galerkin (DG)framework for the MFP model is im-
plemented using the Portable, Extensible Toolkit for Scien-
tific Computation (PETSc). The framework takes advan-
tage of PETScs unstructured data management subclass
DMPlex as well as its time stepping library TS to solve
ordinary differential equations (ODE) and differential al-
gebraic equations (DAE). APOLLO is designed as a sci-
ence/engineering framework in and attempt to bridge the
gap between the complex geometries of experiments, mag-
netic coil structures, and basic principles physical mod-
els. In addition, the framework is to be coupled with ra-
diation, ionization/recombination and collisional-radiative
(CR) models currently being developed at the Air Force
Research Laboratory. Distribution A: Approved for pub-
lic release; distribution unlimited AFTC/PA clearance No.
16062.
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PP4

Adaptive Smoothed Aggregation Episode II: Re-
turn of the Bad Guys

Algebraic multigrid (AMG) is a popular solver for large
sparse linear systems, often resulting from the discretiza-
tion of partial differential equations (PDEs). The setup
and solve phase are linear in complexity, and AMG has
shown to scale to hundreds of thousands of processors for
certain problem types. However, AMG relies on a priori
knowledge of algebraically smooth modes of the system,
i.e. modes associated with small eigenvalues, colloquially
known as ‘bad guys,’ for effective convergence. This has
motivated the development of adaptive methods, includ-
ing adaptive smoothed aggregation (αSA), to generate bad
guys when a sufficient set is not known a priori. In this
work we extend on the original αSA framework, develop-
ing new methods to construct a set of bad guys, as well
as incorporate them into interpolation operators. Numer-
ical results show the potential of αSA II to improve the
robustness of αSA, while also reducing the setup and solve
complexity.
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PP4

Graph Sparsification Approach for Updating Dy-
namic Networks on Shared Memory Systems

Network analysis is an important tool for studying large-
scale systems of interacting entities that arise in diverse do-
mains such as bioinformatics, and sociology. Properties of
networks, such as connectivity, shortest paths between ver-
tices can provide insights into the characteristics of the un-
derlying systems. Since the networks are extremely large,
parallel algorithms are essential for timely analysis. How-
ever, developing scalable parallel algorithms for networks
is very challenging. This is because graph traversal is the
primary component of many network algorithms. Traversal
over unstructured data, such as networks, lead to irregular
memory accesses resulting in low scalability and high com-
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putation costs. The problem is even more difficult when
the networks are dynamic. In this poster, we present a
framework for creating fast and scalable parallel algorithms
for updating properties of dynamic networks. Our frame-
work is created using an elegant technique known as graph
sparsification. Graph sparsification uses a divide and con-
quers approach for updating the network properties. We
specifically demonstrate how scalable algorithms for min-
imum spanning tree and single source shortest paths can
be developed using graph sparsification.
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PP4

A Plasma-Vacuum Interface Tracking Algorithm
for Fully-Implicit Magnetohydrodynamic Simula-
tions

A level-set based plasma-vacuum interface tracking algo-
rithm is described in the context of fully implicit resistive
Magnetohydrodynamic (MHD) simulations. The conven-
tional approach of modelling the expansion of a high den-
sity thermal plasma transient into a vacuum background
involves approximating the vacuum using a low background
density gas and solving the continuum based MHD formu-
lation throughout the domain. We demonstrate that this
approach leads to a poor conditioning of the non-linear and
associated linear systems formed as a result of the implicit
temporal discretization. This issue is overcome by tracking
the plasma-vacuum interface and formulating the implicit
system exclusively in the cells which are tagged as contain-
ing plasma. Such a formulation eliminates the influence of
the background density on the conditioning of the linear
and non-linear systems, while simultaneously reducing the
problem size. As a result, significant improvements are ob-
served in convergence rates as well as net wall-clock time for
the simulations. The plasma-vacuum interface is evolved
in a physically consistent manner by imposing a face flux
at the interface that is derived by approximately solving a
Riemann problem with vacuum as one of the initial states.
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PP4

High-Dimensional Function Interpolation with
Gradient-Enhanced Weighted �1 Minimization

Many physical problems involve in approximating high-
dimensional functions with a limited number of sampling
points. It is seen that the high-dimensional function in-
terpolation problem has various applications such as un-
certainty quantification. For example, in order to com-
pute a quantity of interest for the parametric PDE, high-
dimensional function approximation is often required. In
this poster, we present the work of interpolating a high-
dimensional function using the weighted �1 minimization
technique when both points for the original function and

its derivatives are sampled. With additional derivative in-
formation, we see a numerical improvement over the case
only samples points from the original function. A theoret-
ical analysis for this interpolation problem with derivative
information incorporated is also presented.

Yi Sui, Ben Adcock
Simon Fraser University
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PP4

Advances in Nonlinear Solvers for Coupled Sys-
tems

Unstructured polytopal meshes capture critical variability
of computational domains, e.g. topography and stratigra-
phy in terrestrial applications. Advanced spatial discretiza-
tions, such as the Mimetic Finite Difference and Nonlinear
Finite Volume methods, are required to maintain accuracy,
but analytic or automatic differentiation of the discrete sys-
tem may lead to an unstable Jacobian. We control precon-
ditioner properties for Jacobian-Free nonlinear solvers by
discretizing the analytic Jacobian. The efficacy of this ap-
proach is demonstrated for coupled systems of energy and
flow in watershed modeling.

Daniil Svyatskiy
Los Alamos National Laboratory
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PP4

A Stochastic Permeability Model for Reduced Or-
der Simulation and Representative Volume Ele-
ment Prediction

There is an increasing interest in the application of meth-
ods of machine learning to reduced order modeling, sim-
ulation and uncertainty quantification for geophysical sys-
tems. In this work, data from LBM simulation of fluid flow
through porous media in the non-Darcy regime is used to
construct a reduced order stochastic formulation of the de-
pendence of the momentum resistance tensor on the pore
geometry, imposed pressure gradient, and flow rate using
the Karhunen-Loeve expansion and its nonlinear general-
ization. Analysis of the explained variance determined by
both linear and kernel PCA reveals that this dependence
may be represented by a small number of stochastic modes.
Direct comparison of the reduced stochastic model with
the prevailing nonlinear corrections to Darcy’s law reveal
agreement with standard permeability models at the scale
of a Representative Volume Element (RVE) for monodis-
perse isotropic packings of spheres, and enhanced accu-
racy for polydisperse anisotropic packings of ellipsoids. We
demonstrate how the decay in variance described by the
stochastic model with the size of the medium furnishes a
means of correctly predicting the size of a RVE using a
small number of simulations below the scale of the known
RVE for monodisperse isotropic media. Finally, we show
how the stochastic permeability model may be combined
with stochastic collocation methods to facilitate a method
for reduced simulation of flow through porous media, and
present related results.

Charles Talbot
Lawrence Livermore National Laboratory
University of North Carolina at Chapel Hill
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PP4

Simulation of Coastal Flows and Waves by Integra-
tion of Geophysical Fluid Dynamics and Fully 3D
Fluid Dynamics Models

In order to simulate mutliscale coastal ocean flows, we pro-
posed a modeling system that is a hybrid of a geophysical
fluid dynamics model and a fully 3D fluid dynamics model.
The former captures background estuary flows and the lat-
ter resolves local flows of interest. Such system is the first
of its kind and able to simulation in high-fidelity various
flow phenomena at spatial scales O (1) m – O (10,000)
km, especially those complicated, fully 3D flows at small
scales, and such simulation is essentially beyond the reach
of any other existing models. On the basis of our previous
efforts with this regard, the system is further extended to
include free surfaces at local flows. In this presentation, the
methodology will be outlined, and a few validation cases
will be presented, together with an example modeling of
propagation of tsunami-like waves all the way from a deep
ocean to seashore and then impinging a coastal structure.
Difficulties and further development will be also discussed.

Hansong Tang
Dept. of Civil Eng., City College, City Univ. of NewYork
htang@ccny.cuny.edu

PP4

Mesoscopic and High Performance Modeling of
Biomimetic Polymers

In this poster I will present our latest development on the
mesoscopic modeling of polypeptoids, a class of biomimetic
polymers, using the Dissipative Particle Dynamics method.
A bottom-up parameterization approach based on the
Mori-Zwanzig projection will be used to construct the DPD
model from low-level molecular dynamics simulations. The
model is then used to study the self-assembly behavior of
polypeptoids in aqueous solution whose monomer sequence
can be precisely controlled using solid phase synthesis. We
then compare the bottom-up DPD model with the more
common empirical models in terms of accuracy, computa-
tional efficiency and parameterization complexity.

Yu-Hang Tang
Brown University
yuhang tang@brown.edu

Zhen Li
Division of Applied Mathematics
Brown University
Zhen Li@brown.edu

George E. Karniadakis
Brown University
Division of Applied Mathematics
george karniadakis@brown.edu

PP4

Quantized Tensor Train and Uniformization Ap-
proach for Stochastic Chemical Kinetics

The functioning of a biological cell is determined by the
complex interactions of chemical components, whose dis-
crete populations evolve as a continuous-time, discrete-

state Markov process. Finding the probability distribu-
tion requires solving the chemical master equation (CME),
whose state space grows exponentially with the number of
species. We employ the quantized tensor train (QTT) for-
mat to represent both the transition rate matrix and the
initial condition of the CME. We then seek the solution
at every time step within this format, using a combina-
tion of uniformization and the alternating minimal energy
method.
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PP4

Fast Algorithms and Computational Software for
Obtaining Low Rank Matrix Decompositions

Low rank matrix decompositions are useful in a variety of
applications, including large scale data processing and clas-
sification, inverse problems in geophysics, image enhance-
ment and compression, and video processing. We present
several newly developed software packages, which enable
the user to compute various popular low rank matrix de-
compositions, including the low rank SVD, ID, and CUR
factorizations of matrices of various sizes. The software
utilizes new developments in randomized sampling tech-
niques to achieve highly competitive runtimes; in many
cases, far out-accelerating existing software packages. We
present several newly developed shared memory codes tar-
geting multi-core and GPU architectures and popular soft-
ware packages such as R. We also present distributed mem-
ory codes suitable for very large matrices implementing a
novel block matrix algorithm. All the developed software
we present is open source and freely available for use.
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PP4

Improving RANS Predictive Capability Based on
Machine Learning

Although increased availability of computational resources
has enabled high-fidelity simulations, the Reynolds-
Averaged Navier-Stokes (RANS) models are still the
workhorse tools in the turbulence modeling of industrial
flows. However, the model discrepancy due to the inad-
equacy of modeled Reynolds stresses largely diminishes
the reliability of simulation results. In this work, we
use a physics-informed machine learning approach to im-
prove the RANS modeled Reynolds stresses and propagate
them to obtain the mean velocity field. Specifically, the
functional forms of Reynolds stress discrepancies with re-
spect to mean flow features are trained based on an offline
database of flows with similar characteristics. The random
forest model is used to predict Reynolds stress discrepan-
cies in new flows. Then the improved Reynolds stresses
are propagated to the velocity field through RANS equa-
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tions. The effects of expanding the feature space using an
integrity basis of Galilean tensor invariants are also dis-
cussed. The flow in a square duct, which is challenging
for standard RANS models, is investigated to demonstrate
the merit of the proposed approach. The results show that
both the Reynolds stresses and the propagated velocity
field is improved over the baseline predictions.

Jianxun Wang, Jinlong Wu, Heng Xiao
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PP4

Numerical Computing with Functions in Polar and
Spherical Geometries

A synthesis of the classic Double Fourier sphere method
and new ideas in low rank approximation is used to con-
struct approximations to functions in polar and spheri-
cal geometries. This approach preserves bi-periodicity for
functions on the sphere, overcomes issues associated with
artificial singularities, enables the use of fast, FFT-based
algorithms, and is near-optimal in its underlying interpo-
lation scheme. It has been used to develop a suite of fast,
scalable algorithms for numerical computing with functions
on the surface of the sphere and on the disk, and these have
been implemented in the Chebfun computing system.
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PP4

Reducing Communication in Distributed Asyn-
chronous Iterative Methods

For computing at the exascale, reducing internode com-
munication may become a more important factor than re-
ducing overall run time. This poster compares two new
algorithms for reducing communication in fixed-point iter-
ative methods for solving sparse linear systems. These two
algorithms are based off the sequential Southwell method,
where instead of relaxing rows in order, i.e., Gauss-Seidel,
the row with the maximum residual norm is relaxed.
Southwell often requires fewer relaxations to converge than
Gauss-Seidel, but, Southwell is not parallel and requires
global communication on each step. Our first algorithm,
the parallel Southwell method, addresses these two prob-
lems. Instead of relaxing a single row per parallel step, a
row relaxes if it has the maximum residual norm within
its neighborhood, which allows for simultaneous relaxation
of rows, and no global communication. In practice, rows
communicate residual information to neighbors by append-
ing residual norms to outgoing messages. However, when
implemented asynchronously, rows may hold inaccurate
copies of neighboring residuals. This motivates our sec-
ond algorithm, the distributed Southwell method, which
requires that rows hold estimates of neighboring residuals,
which are updated when the row relaxes, and reset after
receiving an update from a neighbor. This poster com-

pares these two algorithms with both asynchronous and
synchronous Jacobi, and explores the potential for multi-
grid smoothing.
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PP4

Representation of Discrepancies Between Stress
Tensors and Its Application in Data-Driven Tur-
bulence Modeling

Reynolds-Averaged Navier–Stokes (RANS) equations are
still an important tool for engineering design and anal-
ysis applications involving wall bounded turbulent flows.
However, the modeled Reynolds stress tensor is known to
be a main source of uncertainty, diminishing the reliabil-
ity of the results of RANS simulations. Recently, there
is growth interest in estimating the discrepancies in the
RANS modeled Reynolds stress tensor with machine learn-
ing techniques. In this work, we discuss the machine learn-
ing performances with regard to different approaches in
representing the discrepancies between stress tensors. The
results show that the learning performances are influenced
by both the representation of discrepancies between stress
tensors and the machine learning algorithms. Based on
the results, a general procedure of choosing proper output
quantities of machine learning techniques will be discussed
in the context of computational mechanics.
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PP4

Model Discrepancy for Simulating Complex Phys-
ical Systems: From Data Assimilation to Machine
Learning

Many complex systems are characterized by physics at a
wide range of scales, for which first-principle-based high-
fidelity models resolving all the scales are prohibitively ex-
pensive to run. Consequently, practical simulations have
primarily relied on low fidelity models with approximate
closure models, which introduced model-form uncertainties
and diminish their predictive capabilities. In this work, we
present a comprehensive framework for using data to re-
duce model uncertainties with emphasis on turbulent flow
applications. With online, continuously streamed moni-
toring data, we use data assimilation and Bayesian infer-
ence techniques; With offline data from related flows, we
use a physics-informed machine learning technique. The
framework is general enough to be extended to other com-
plex physical systems, e.g., climate, compositive materials,
granular and multiphase flows.
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PP4

LOBPCG Method in Exact Diagonalization for
Hubbard Model: Performance of Communication
Avoiding Neumann Expansion Preconditioner

The Hubbard model has attracted a tremendous member
of physicists, since the model exhibits a lot of interesting
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phenomena such as high-temperature superconductivity.
One of the computational approaches to solve the model is
the exact diagonalization method which solve the smallest
eigenvalue and the corresponding eigenvector of the Hamil-
tonian derived from the model. Since the Hamiltonian is a
huge sparse matrix, iteration methods are usually utilized.
The LOBPCG method is one of the most powerful meth-
ods, and we have succeeded in solving huge dimensional
Hamiltonians. The convergence property of the LOBPCG
method strongly depends on preconditioners. We have al-
ready proposed a diagonal scaling preconditioner shifted
by an approximate eigenvalue and confirmed its validity
for some problems. However, the preconditioner does not
have much effect on the Hamiltonian whose diagonal ele-
ments magnitude are small. In this presentation, we ap-
ply Neumann expansion preconditioner and examine its va-
lidity. Moreover, we propose the communication avoiding
strategy for the preconditioner in consideration of physical
properties of the model and evaluate its performance.
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PP4

Interior Penalties for Summation-by-Parts Dis-
cretizations of Linear Second-Order Differential
Equations

This work focuses on multidimensional summation-by-
parts (SBP) discretizations of linear elliptic operators with
variable coefficients. We consider a general SBP discretiza-
tion with dense simultaneous approximation terms (SATs),
which serve as interior penalties to enforce boundary condi-
tions and inter-element coupling in a weak sense. Through
the analysis of adjoint consistency and stability, we present
several conditions on the SAT penalties. Based on these
conditions, we generalize the modified scheme of Bassi and
Rebay (BR2) and the symmetric interior penalty Galerkin
(SIPG) method to SBP-SAT discretizations. The SIPG
penalty has been related to BR2 using straightforward ma-
trix analysis. Numerical experiments are carried out on
unstructured grids with triangular elements to verify the
theoretical results.
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PP4

A New 4-Point C2 Non-Stationary Subdivision
Scheme for Computer Geometric Design

The importance of computer geometric designing is rapidly
increasing, as they play vital role in almost every field of life
like computer applications, medical image processing, sci-

entific visualization, reverse engineering and robotics etc.
For the goal of creating smooth curves or surfaces, sub-
division techniques are the only pleasing methods these
days and are easy to operate. So in this article, a new
ternary 4-point subdivision scheme has been proposed us-
ing the space τ = {1, sin(x), cos(x), sin(αx), cos(αx)} for
some 0 < α < π

3
. To find its convergence the theory of

asymptotic equivalence has been used. It has been ob-
served that the proposed scheme can generate the smooth
curves of C2 continuity. The comparison of the proposed
scheme with the existing schemes have been demonstrated
using different examples, the graphical results show that
the limit curves of the proposed scheme behave more pleas-
antly and can also generate the conic sections.
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PP4

An Ale-Level-Set Method for Moving Boundary
Problems

Many flow problems involve different types of moving
boundaries. For example, as a particle floats at a fluid
interface, we need to deal with both the rigid particle
surface and the deformable fluid interface. In this work,
we develop a hybrid method that tracks the rigid mov-
ing boundaries by an arbitrary Lagrangian-Eulerian (ALE)
method and the deformable moving boundaries by a level
set method. The particle-fluid equations are solved by a
continuous Galerkin finite element method on a moving
mesh. The level set equation is solved by a discontinuous
Galerkin method. To keep the level set function a signed
distance function, we solve a Hamilton-Jacobi equation as
a conservation law by the discontinuous Galerkin method.
We adopt Gmsh to generate the computational mesh and
implement the computational code using the finite element
library deal.II. Numerical results on floating particles will
be presented. This research is supported by NSF DMS-
1522604
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PP4

1D Diffusion with Fractional Laplacian: Regularity
and Numerical Methods

We consider a one dimensional nonlinear diffusion-reaction
equation with fractional Laplacian. The regularity of
the solution to this equation is characterized in weighted
Sobolev spaces rather than in standard Sobolev spaces.
The weighted space allows us to accommodate the bound-
ary singularity of the solution and precisely describe the
interior regularity. Moreover, we develop spectral Petrov-
Galerkin methods for the equation and obtained optimal
error estimates of numerical methods.

Zhongqiang Zhang
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PP4

Computational Methods to Study the Pattern For-
mation in Tissues

We present a computational model to study the pattern
formations in tissues with stem cells and differentiated
cells. Our model is derived based on the Generalized On-
sager Principle, combining one energy dissipative system
and several active factors, such as spontaneous polarity
states, birth and death of cells, self-propelled motion of
differentiated cells and ATP hydrolysis. Firstly, linear sta-
bility analysis is conducted to reveal the long-wave insta-
bility inherent in the neighborhood of the constant steady
states. Secondly, 2D and 3D experiments simulates the
process of various pattern formations in the tissues. To
solve this complex model, we develop an efficient energy
stable numerical scheme and implement it on GPU clusters
for high-performance computing. Our model introduces a
novel way to investigate the interplay of stem cell divi-
sion, differentiated cell migration and other active factors
from enviroments. Using our methodology we observe new
spatial patterns with spontaneous polarity and study the
relations between those new patterns with various active
terms in the system.
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PP4

A Semismooth Newton Method for the Solution of
a Thermomechanically Coupled Stokes Ice Sheet
Model

Modeling the dynamics of polar ice sheets is critical for
projection of future sea level rise. Yet, large uncertainties
remain in the boundary conditions at the base of the ice
sheet due to the lack of direct observations. In particu-
lar, the geothermal heat flux has a strong influence on the
thermal state of the ice and hence plays a critical role in
understanding the dynamics of the ice sheet through its
effect on basal and internal ice temperatures. Targeting at
inversion of the goethermal heat flux from surface velocity
observations, we employ a semismooth Newton method for
the solution of a three-dimensional steady-state thermome-
chanically coupled Stokes ice sheet model with variational
inequality boundary conditions at the base, which account
for ice either below or at the melting point.
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PP4

The Effect of Memory Layout on Batched BLAS
Routines

It is becoming increasingly common in modern high-
performance computing (HPC) to solve a large linear al-
gebra problem by subdividing it into thousands of smaller
problems which can be solved independently. To address
the need for efficient libraries which allow users to perform
batches of small BLAS operations in parallel, and to make
efficient use of their hardware, many APIs have been inves-
tigated. While each of these new APIs has been designed
to speed up specific applications on a target computing
platform, the linear algebra community has recently be-
gun standardization efforts to settle on a common batched
BLAS interface. As part of the batched BLAS standardiza-
tion working group, we analyze the most promising batched
standard proposals and present some recommendations.
The main difference between the batched BLAS propos-
als are how they store the thousands of small matrices.
This work focuses its attention on three relevant memory
layouts and demonstrates their impact on hardware, from
traditional many-cores to accelerators such as GPUs and
the new self-hosted Intel Xeon Phi processors, code named
Knights Landing (KNL).
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PP5

Improving Ab Initio Gene Prediction in Prokary-
otic Genomes

Although computational prediction of prokaryotic genes is
sometimes considered a solved problem, the rate of pre-
diction errors of even state-of-the-art tools is not negligi-
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ble. In particular, short genes and gene initiation sites
are often cited as difficult to predict, and atypical genes,
i.e. those whose GC composition differs significantly from
the remaining genes in the genome, are prone to signifi-
cant errors. Here, we describe a new gene-finding algo-
rithm called GeneMarkS-2 (the successor to GeneMarkS)
whereby, given an unannotated genome, it attempts to pre-
dict the start and end coordinates of individual genes. It
starts off by employing local heuristic models with parame-
ters adjusted to local GC content. This sets of an iterative
procedure, where each iteration re-estimates parameters
by determining the features of transcription and trans-
lation mechanisms using a Gibbs Sampling-based proba-
bilistic sequence alignment, as well as parameters estima-
tions for genetic information encoded in the coding and
non-coding regions. The algorithm also controls the bal-
ance between sensitivity and specificity by adjusting hyper-
parameters and thresholds of the underlying generalized
Hidden Markov Model. With genes of atypical codon us-
age composition being a particular focus of the algorithm,
our tests show that the accuracy of GeneMarkS-2 is favor-
ably compared with other state-of-the-art gene prediction
tools.
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PP5

Ridge Approximation Using Variable Projection

A ridge approximation seeks to mimic a function of many
variables by another function that only depends on a few
linear combinations of the original variables; i.e., f(x) ≈
g(U	x) where U is a rectangular matrix with orthonor-
mal columns. One application of ridge approximations are
used as a response surface model, providing an inexpen-
sive surrogate for a complex model with many parame-
ters. Here, we present a new algorithm for constructing
ridge approximations given input-output pairs {xi, f(xi)}i
where g is a polynomial. Using Variable Projection [Golub
and Pereyra; 1973] the polynomial coefficients are implic-
itly removed leaving an optimization over U in the Grass-
mann manifold. The optimization of U is accomplished
following [Edelman, Arias, and Smith; 1998] with a Gauss-
Newton approximation of the Hessian. This new algo-
rithm offers substantially improved performance over ex-
isting approachesthat alternate between minimizing over
U and fitting the polynomial coefficients of g [Constantine,
Eftekhari, Ward; to appear]. For example, wall clock time
to fit a polynomial of degree five on a five dimensional sub-
space has decreased from over an hour to approximately

one second. This permits higher order ridge approxima-
tions and repeated optimizations to avoid local minima,
increasing the value of a ridge approximation as a response
surface model.
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PP5

Simulation of Capacitively Coupled Plasmas using
a High Performance Parallelized Particle-in-Cell
Simulation

Nowadays, the research interests in plasma-assisted mate-
rials processing attract lots of attention on plasma sim-
ulations to reduce time and cost for the development of
technology. Also, the research trend to apply plasmas to
bio-medicine also needs simulation research because the ex-
perimental diagnostics are difficult for the small size and
high gas pressure devices. Recently, the simulation speed
was boosted up by parallel computing skill, and thus it
is possible to utilize time-consuming particle-in-cell (PIC)
simulations for the investigation of low-temperature plas-
mas for materials processing instead of conventionally uti-
lized fluid simulations. Especially, nonlinear, stochastic,
and transient effects can be accurately analyzed with a
PIC simulation instead of fluid simulations. In this study,
the method of high-performance PIC simulation of low-
temperature plasmas are presented for plasma-aided mi-
croelectronics processing like etching and deposition. Also,
the non-linear heating mode transition was simulated for
the variation of driving frequency in a capacitively coupled
plasma. Moreover, the techniques for the parallelization
of a PIC code with graphics processing units (GPUs) and
many integrated cores (MICs) are also explained.
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A Tunably-Accurate Spectral Method with Linear
Complexity for Multi-Term Fractional Differential
Equations on the Half Line

We present a new tunably-accurate Laguerre Petrov-
Galerkin spectral method for solving linear multi-term frac-
tional initial value problems with derivative orders at most
one and constant coefficients on the half line. Our method
results in a matrix equation of special structure which can
be solved in O(N logN) operations. We also take advan-
tage of recurrence relations for the generalized associated
Laguerre functions (GALFs) in order to derive explicit ex-
pressions for the entries of the stiffness and mass matrices,
which can be factored into the product of a diagonal ma-
trix and a lower-triangular Toeplitz matrix. The resulting
spectral method is efficient for solving multi-term fractional
differential equations with arbitrarily many terms. We ap-
ply this method to a distributed order differential equa-
tion, which is approximated by linear multi-term equations
through the Gauss-Legendre quadrature rule. We pro-
vide numerical examples demonstrating the spectral con-
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vergence and linear complexity of the method.
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PP5

Likelihood Approximation with Hierarchical Ma-
trices for Large Spatial Datasets

In this work we use available measurements to estimate un-
known hyper-parameters (variance, smoothness parameter
and covariance length) of the covariance function. We do
it by maximizing the joint log-likelihood function. To over-
come cubic complexity in the linear algebra, we approxi-
mate the discretized covariance function in the hierarchical
(H-) matrix format. The H-matrix format has a log linear
computational cost and storage O(knlogn), where the rank
k is a small integer and n is the number of locations. Previ-
ous results show that the H-matrix technique is very robust
for approximating the matrix itself, its inverse, its Cholesky
decomposition and the Schur complement (conditional co-
variance). Other motivating factors for applying H-matrix
techniques are: [i] The class of H-matrices is more general
than other classes of matrices; [ii] The H-matrix technique
allows us to compute not only matrix-vector products, but
also quite general classes of functions, such as inverse, LU
decomposition, determinant, resolvents, and many others;
[iii] H-matrices are relatively new, but already a well stud-
ied technique; [iv] Approximation accuracy is fully con-
trolled by the rank. Full rank (k=n) gives an exact rep-
resentation; [v] Keep advantages after matrix operations,
such as computing conditional covariance matrix (Schur
complement can be again approximated in the H-matrix
format).
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PP5

Evaluation of An Improved Numerical Tech-
nique for Solving the Hypersonic Boundary
Layer/Shockwave Interaction Problem

This work demonstrates the robustness and effectiveness

of the scheme introduced by [Elamin Gafar, The Integral-
differential Scheme (IDS): A New CFD Solver for the Sys-
tem of the Navier-Stokes Equations with Applications,
2008] referred to as the Integro-Differential Scheme (IDS).
IDS merges the traditional differential and integral repre-
sentation of the conservation equations. This scheme is
built on the premise that the numerical control volume,
cell and nodes are hardwired and, the temporal fluxes are
obtained through a consistent averaging procedure. The
problem of interest to this study is the hypersonic bound-
ary layer/shockwave interaction problem. The Mach num-
ber was 5.0, the Reynolds number based on the length of
the plate (Re∞L) was in the order of 106. The numer-
ical solution is obtained by solving the two-dimensional
compressible Navier-Stokes equations (NSE) using an ex-
plicit formulation. Parametric studies indicate that the
scheme reproduce accurately the flow features for a wide
range of problems and conditions. Unlike other schemes,
this method is independent of the mathematical classifi-
cation of the flow, allowing us to implement a wide range
of boundary and initial conditions without tweaking the
scheme. This feature highlight the potential of this scheme
to solve a variety of fluid dynamics problems with the same
numerical method.
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Experiences, Optimizations, and Future Directions
with Petsc on the 2nd Generation (”Knights Land-
ing”) Intel Xeon Phi Processor

As the high-performance computing community pushes to-
wards the exascale horizon, power and heat considera-
tions have driven the increasing importance and prevalence
of fine-grained parallelism in new computer architectures.
The Intel Many Integrated Core (MIC) architecture utilizes
many small, low power x86 cores within a single Intel Xeon
Phi processor to achieve power-efficient high performance.
The second generation (”Knights Landing”) Intel Xeon Phi
Processor offers a very high degree of parallelism in a single,
bootable CPU, with up to 72 cores (288 hardware threads),
each of which has two vector processing units supporting
512-bit SIMD operations. It also incorporates very high-
bandwidth on-package memory, which facilitates good uti-
lization of those cores when working with assembled sparse
matrices. The high degree of fine-grained parallelism and
more complicated memory hierarchy considerations of such
”manycore” processors present some challenges to exist-
ing scientific software. Here, we consider how the widely-
used Portable, Extensible Toolkit for Scientific Computa-
tion (PETSc) can best take advantage of such architec-
tures. We will discuss some key architectural features of
the Intel Xeon Phi, relate experiences drawn from a vari-
ety of application areas using PETSc on it, discuss ongoing
code optimization and algorithmic development work, and
outline possible ways that PETSc should evolve to best
utilize this and future manycore architectures.
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PP5

On An Inverse Diffusion Coefficient Problem Aris-
ing in Geochronology

We consider a problem arising in geochronology, a branch
of geology which deals with the dating of rock formations
and geological events. In particular, we investigate the
reconstruction of temperature histories of rocks by solv-
ing a time-dependent inverse diffusion coefficient problem
for parabolic partial differential equations with an integral
overspecification. We show the existence and uniqueness of
classical solutions using fixed point theory. Our numerical
algorithm employs the implicit Euler method with vari-
able time step and a finite element discretization in space.
We present some numerical results including the errors and
convergence rates to illustrate the accuracy of the proposed
algorithm.
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An Effect of Turbulence on Zonal Jet Flows in
Forced 2D and Quasi-Geostrophic Shallow Water
Models on a Beta Plane

In randomly forced two-dimensional Navier-Stokes turbu-
lence on a rotating sphere, it is known that a multiple
zonal-band structure, i.e. a structure with alternating east-
ward and westward jets, emerges in the course of time de-
velopment. The multiple zonal-band structure then expe-
riences intermittent mergers and disappearances of zonal
jets, and a structure with only a few large-scale zonal jets is
realised as an asymptotic state (Obuse et al., 2010). With
the view of understanding the long-time behaviour of the
zonal jets, especially the merging and disappearing pro-
cesses of the zonal jets, Obuse et al. (2011) considered
large-scale zonal flows superposed upon a homogeneous
zonal flow and a small-scale sinusoidal transversal flow on
a beta plane, which was originally introduced by Manfroi
and Young (1999), then discussed the merging and disap-
pearing processes of zonal jets by investigating the linear
stability of analytical steady isolated zonal jet solutions.
In this talk, we extend the Manfroi-Young model by tak-
ing account of the spatial variation of the disturbance in
the zonal direction, and the surface variation of fluid layer,
in order to make the model a little more realistic. The
linear stability analysis of analytical steady isolated zonal
jet solutions suggests the instability of zonal jets due to
back-ground turbulence effect is widely common on beta
plane.
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PP5

A Computational Model for Sound Source Recog-
nition

Hearing is an important part of normal human interaction,
yet we understand surprisingly little about how our brains
make sense of sound. The ability of a normal human lis-
tener to recognize objects in the environment from only the
sounds they produce is extraordinarily robust with regard
to characteristics of the acoustic environment and of other
competing sound sources. Robust listening requires exten-
sive contextual knowledge, but the potential contribution
of sound-source recognition process has largely been ne-
glected by researchers. As a stepping stone for an artificial
listener, a computational model was developed to recognize
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isolated sound sources. The recognition process includes
statistical inference and used a fingerprinting method in
the sound source identification. This system is computer-
based prototype that can lead to surveillance systems, mu-
sic composing and ultimately to an artificial listener. This
computational model was built on MATLAB platform and
Graphical user interface was developed by using GUIDE
tool in MATLAB. Since this system was born in a PC it
can be easily run in any common computer which has got
a regular audio input facility. This project contains a brief
outline about the problems faced and how the solutions
were achieved.
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PP5

Applicability Analysis of Validation Evidence for
Biomedical Computational Models

Computational modelling has the potential to revolutionise
medicine the way that it transformed physics and engineer-
ing, but despite decades of work there has been limited
progress to successfully translate research to patient care.
One major difficulty with biomedical models is often an in-
ability to perform validation in a setting that closely resem-
bles how the model will be used. For example, for a model
that makes in vivo clinical predictions, ‘direct validation’
of predictions may be impossible for ethical, technological
or financial reasons. The unavoidable difference between
how a biomedical model may be validated versus how it
is used, can lead to difficulty in rigorously assessing val-
idation evidence, and lack of trust in biomedical models.
While the engineering literature provides some guidance
regarding ‘applicability’ - whether validation evidence sup-
ports the model for a specific context of use (COU) - cur-
rent methods are motivated by engineering problems and
not very relevant to biomedical problems. We propose a
novel framework for performing applicability analysis, that
is, the systematic assessment of the applicability of a com-
putational model to a COU given the validation evidence.
The framework provides a step-by-step method for break-
ing down the broad question of applicability into a series of
tractable questions. The proposed framework is relevant to
a wide range of biomedical models and models from other
disciplines, and a wide range of underlying physics.
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Kronecker Product Preconditioners for Very High

Order Discontinuous Galerkin Methods

Although the DG method generalizes to arbitrary orders,
there are several challenges preventing the use of very high
degree polynomial bases. For explicit methods, the CFL
condition requires that the time step satisfy approximately
Δt ≤ Ch/p2, where h is the element size, and p the poly-
nomial degree. For implicit methods, the number of DOFs
per element scales as pd in d dimensions. The resulting
linear system can be considered as a sparse matrix with
dense pd × pd blocks, requiring p3d operations per linear
solve using dense linear algebra, rendering the problem in-
tractable for very large p. If we can approximate these
pd × pd blocks with sums of Kronecker products of smaller
matrices, it would allow for asymptotically more compu-
tationally efficient linear algebra. We describe an implicit
DG method with a tensor-product structure whose com-
putational cost per DOF scales linearly with the degree p.
This method requires a tensor-product basis on quadrilat-
eral or hexahedral meshes. The matrix corresponding to
the linear system is not explicitly constructed. Fast matrix-
vector products are performed as the kernel of the GMRES
solver. Such systems are often preconditioned using the
block Jacobi preconditioner. To avoid inverting the diago-
nal blocks and thus incurring the above-mentioned O(p3d)
operations, we make use the Kronecker product SVD to ap-
proximate this block by a sum of lower-dimensional tensor
products.
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Uncertainties in An Inverse Source Problem
for Pde-Constrained Optimization with Inequality
Constraints

The research focuses on solving an inverse source prob-
lem by applying PDE-Constrained Optimization (PCOpt)
with inequality constraints. Solving an optimization prob-
lem with inequality constraints in optimization is mostly
straight forward but not in PCOpt due to dependency of
the problems on discretization and uncertainty issues. Our
preliminary research found uncertainties as follows: 1) the
solver may or may not need regularization, 2) the global-
ization may be needed, 3) preconditioners are needed, and
4) further investigation in parallelization is needed, which
involves the effect of the discretization in the PDEs to the
PDE-constrained optimization. This is due to the fact that
different grids may result different solutions.
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Optimizing and Vectorizing Rank Reduction Tech-
niques in Quantum Chemistry

Quantum Mechanics (QM) provides a fundamental means
for calculating properties of atoms and molecules. These
calculations yield the most accurate chemical predictions
of societal interest, but QM methods are computationally
expensive. Therefore, an urgent CSE application involves
improving the scaling of QM codes. This study examines
the computational cost when using essential 4-center elec-
tron repulsion integrals, which are a major bottleneck for
QM codes due to storage costs. By utilizing Density Fit-
ting, a rank reduction technique, these 4-center integrals
can be reduced to a 3-center form. Two steps must take
place in constructing these 3-center tensors, in interchange-
able order. One step is the tensor’s contraction with the
inverse Coulomb metric, taking the form: bPσν , C

PQ → bQσν

and costing O(N4). The other step requires the tensor
to be transformed into a new basis: cpσ, b

Q
σν , cνq → bQpq,

costing O(N4). This study reveals speedups via optimized
workflows involving these two operations. We found the
optimized order in which they occur is context depen-
dent; different workflows optimize Iterative and Perturba-
tive quantum methods. Moreover, an enhanced Schwarz
screening was developed which provides superior vector-
ization in the transformation phase. We implemented and
tested these optimizations using the open-source electronic
structure package, Psi4 (github.com/psi4/psi4).
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Nodal Integral Method for Complex Geometries
Using Higher Order Elements

Fluid flow over complex geometries in computational fluid
dynamics (CFD) can be predicted with very fine grids while
nodal integral method (NIM) which is developed for solv-
ing neutron-transport equation, yields better approxima-
tion in reasonable coarse meshes. In this approach one-one
onto mapping is done using Lagrange interpolation func-
tions to transform higher order quadrilateral elements to
square elements. This transformation is utilized in NIM
for complex geometries. Higher order shape functions con-
serve the nature of underlying geometry of the problem to
greater extent. This approximation leads to transform the
complete partial differential equation (PDE) from global
cartesian domain (x, y) to local domain (ξ, η) called cells
or nodes. Then applying transverse integration procedure
(TIP) over the transformed equation to generate the cell
analytical solution over the cell domain. These cell analyti-
cal solutions are used to develop further numerical scheme.
The proposed scheme predict results with coarser grids.

Diffusion and Convection-diffusion equations in polar cav-
ity with Neumann as well as Dirichlet boundary conditions
are chosen for verification and comparision of results. Re-
sults are in good match with the analytical solutions even
for quite coarse grids with minimal error compared to other
Numerical schemes like FDM or FVM.
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A Particle-Based Numerical Method for Solving
Vlasov Models in Plasma Simulations

Plasmas are ionized gases that appear in a wide range
of applications including astrophysics and space physics,
as well as in laboratory settings such as in magnetically
confined fusion. Depending on the application of inter-
est, plasmas can be modeled through a variety of mod-
els ranging from the Liouville’s equation to kinetic models
such as the Vlasov equation, and down to fluid models
such as the magnetohydrodynamics(MHD) equations. In
this work we are interested in developing high-order meth-
ods for the kinetic Vlasov equation using so-called particle
methods that represent the distribution function as a sum
of delta function (aka, the particles). The dominant ap-
proach in plasma physics is to evolve these particles using
a particle-in-cell(PIC) method. In this work we are inter-
ested in solving Vlasov-Poisson and Vlasov-Darwin models
by computing through particle interactions appropriate in-
tegrals of the particle distribution against the Greens func-
tion of the Poisson equation. The numerical method relies
on treecode algorithm to solve the Poisson equation for in-
teracting charged particles. The treecode replaces particle-
particle interactions by particle-cluster interactions which
are evaluated by Taylor expansions. Our goal is to assess
the particle-based numerical method in plasma dynamics
in comparison with PIC algorithm. We apply the resulting
method to several standard plasma test cases, including
the virtual cathode, plasma sheath and ion-acoustic wave
problems.
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Positivity-Preserving Limiters for the Piecewise-
PN Equations

Transport problems are difficult to numerically simulate
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because they need rich phase space to resolve the kinetic
distribution. Since the PN equations are rotationally in-
variant and converge in L2 sense to the solution of trans-
port equation as N → ∞, the PN equations are used to
solve the transport problems. However, in the multidi-
mensional setting, the PN equations often produce nega-
tive particle concentrations, which is physically incorrect.
In the literature there exist many approaches to preserve
positivity of the particle concentration. In our approach
we introduce the piecewise-PN equations to solve the ki-
netic transport equation and develop for these equations
a modified version of the Zhang-Shu positivity-preserving
limiters to achieve physically meaningful positive particle
concentrations.
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Conservative Exponential Integrators for Nonlin-
ear Conservation Laws

Current Climate models use explicit schemes in time over
implicit schemes. This provides a reduction in computa-
tional cost but severely restricts the size of the time step
that can be taken in a simulation. Recently, exponential
integrators have been developed that provide explicit-type
schemes, while relaxing time step restrictions. This is an
attractive property for climate modeling simulations that
must simulate to a time horizon of the order of millennia,
while being restricted to time steps of the order of min-
utes to hours. This problem is further complicated by the
fact that the time step size restriction is dependent on the
spatial resolution as well. As the simulation grid is made
finer, to resolve smaller effects, the allowable time step size
becomes even smaller. Exponential integrators provide an
explicit-type scheme while avoiding the time step size re-
striction. Although it seems clear that exponential integra-
tors provide an advantage over explicit methods, the con-
servation properties of the exponential integrators are still
not clear. In this work, we aim to show through analysis
and computations that a family of exponential integrators
possess conservation properties when applied to non-linear
conservation laws and the shallow water equations.
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Computation of Electromagnetic Fields Due to
Dipoles in Two and Three Layered Media in R3

Ever wondered how to determine the magnetic and electric
fields due to dipoles placed in a layered material like air or
sand or a combination of the aforementioned? This re-

search derives a concise and explicit formula for the dyadic
Greens function, which represents the electric and mag-
netic fields due to a dipole source placed in a layered
medium(s). The resulting formula is compact, more ef-
ficient and can be extended to the calculation of these ef-
fects for multiple dipole sources placed in numerous medi-
ums. To achieve this feature, the electric and magnetic
fields in the spectral domain in each layer using Fresnel re-
flection and transmission coefficients. Each component of
electric field in the spectral domain constitutes the spectral
Green’s function in layered media. The Green’s function
in the spatial domain is recovered by taking Sommerfeld
integrals on each component in the spectral domain. Us-
ing Bessel identities, the number of Sommerfeld integrals
is reduced, resulting in a much simpler and efficient for-
mula for numerical implementation. This poster presen-
tation will reiterate the preexisting formula for achieving
this feat, showcase the process for deriving the simplified
model and include numerical results to compare and con-
trast both approaches.
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Evaluating Production Engineering Application
Performance on the Intel Knights Landing Many
Core Processor

The deployment of Intel Knights Landing Many-Core Pro-
cessors in Trinity – the NNSA/ASC’s first Advanced Tech-
nology System (ATS) – represented a significant change in
production application requirements. Instead of being able
to assume an MPI-only application development model
would provide continued performance on the ASC’s leader-
ship computing platforms, developers have begun the task
of investing in on-node parallelism with an increased focus
on vectorization. While a great deal of work has already
been done investing in application development for the
Trinity platform, the task of modifying the entire spectrum
of applications for future platforms, of which the Knights
Landing processor is one, is a significant multi-year effort.
In this poster we will present our initial baselines of pro-
duction engineering application performance with a com-
parison to MPI-only execution on the more familiar Xeon
Haswell processor. The technologies introduced in Knights
Landing include high-bandwidth memory, dual wide-vector
units and considerably more processor cores. Our results
will include an analysis of performance on a collection of
these and show which combinations provide for the high-
est performance. Finally, we will summarize any lessons
learned for the broader application development commu-
nity.
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Sharp Convergence Rates of Numerical Solutions
of Stochastic Fractional Equations Driven by White
Noise

The stability and convergence of numerical approximation
of solutions of the stochastic time-fractional PDE

∂α
t u−Δu = f + ∂α−1

t Ẇ

is considered, where ∂α
t u denotes the Caputo fractional

derivative and Ẇ space-time white noise. Such problems
arise naturally by considering the heat equation in a mate-
rial with thermal memory, subject to white noise. For the
above model, both the time-fractional derivative and the
stochastic process result in low regularity of the solution.
Hence, the numerical approximation of such problems and
the corresponding numerical analysis are very challenging.
In this work, the stochastic time-fractional equation is dis-
cretized by a backward Euler convolution quadrature in
time for which the sharp error estimate

E‖u(tn)− un‖2L2 = O(τ 1−αd/2)

is established for α ∈ (0, 2/d), where d denotes the spatial
dimension, un the approximate solution at the nth time
step, and E the expectation operator. The results indi-
cate optimal convergence rates of numerical solutions for
both stochastic subdiffusion and diffusion-wave problems
in one spatial dimension. Numerical results are presented
to illustrate the theoretical analysis.
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PP5

Numerical Interface Treatment for Wave Propaga-
tion Problems

In numerical simulations of wave phenomena, there are
many cases when non-uniform meshes are desirable. For

example, a finer mesh is required in the computational do-
main where the solution varies rapidly or the geometry
is complex. With a finite difference method non-uniform
meshes could lead to improved computational efficiency,
but often bring the difficulty of numerical non-conforming
interface treatment with hanging nodes. In this presenta-
tion, we show our effort in improving the accuracy property
of such schemes. We in particular consider a finite dif-
ference method satisfying a summation-by parts property.
We are also interested in comparing the finite difference
method with the discontinuous method, which is known to
be flexible with resolving boundary features.
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PP5

Analysis of a Preconditioner for Matrices with
Block Low-Rank Structure

We present a framework to analyze a preconditioner for
symmetric positive definite (s.p.d.) matrices with low-rank
off-diagonal blocks. For a general s.p.d. matrix and a parti-
tioning of it, we replace its off-diagonal blocks by low-rank
approximations and then apply diagonal compensation to
obtain an s.p.d. structured preconditioner. We show how
the approximation error of the off-diagonal blocks and the
size of the diagonal compensation affect the spectrum of
the preconditioned matrix. The result provides a guideline
for approximating the off-diagonal blocks and choosing the
size of the diagonal compensation for the preconditioner.
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PP5

Application of Optimal Transport and the
Quadratic Wasserstein Metric to Full-Waveform
Inversion

Full-waveform inversion (FWI) is a large-scale data-fitting
procedure to achieve high-resolution velocity image. Re-
cent developments in high-performance computing make
FWI feasible today. Conventional FWI using the least-
squares norm (L2) as a misfit function is known to suffer
from cycle skipping. We proposed the quadratic Wasser-
stein metric (W2) as a new misfit function for FWI. It
has been proved to have many ideal properties with re-
gards to convexity and insensitivity to noise. We match
the observed and predicted data through an optimal map,
and then we design a misfit based on the measured map.
Unlike the L2 norm, W2 measures not only amplitude dif-
ferences, but also global phase shifts, which helps to avoid
cycle skipping issues. We propose two ways of using the
W2 metric in FWI: trace-by-trace comparison and global
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comparison. In this poster, we will demonstrate the appli-
cations of this new misfit function on three large-scale 2D
models: Camembert, Marmousi, and the 2004 BP model
with parallel computation. The inversion follows the usual
approach to FWI as a PDE-constrained optimization with
l-BFGS method. Numerical results show the effectiveness
ofW2 for eliminating cycle skipping issue that are prevalent
with the traditional L2 norm. Both mathematical theory
and numerical examples demonstrate that the quadratic
Wasserstein metric is a good candidate for a misfit func-
tion in seismic imaging and inversion.
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PP5

Positivity-Preserving High Order Discontinuous
Galerkin Schemes for Compressible Navier-Stokes

For gas dynamics equations such as compressible Euler and
Navier-Stokes equations, preserving the positivity of den-
sity and pressure without losing conservation is crucial to
stabilize the numerical computation. The L1--stability of
mass and energy can be achieved by enforcing the positivity
of density and pressure during the time evolution. How-
ever, high order schemes such as DG methods do not pre-
serve the positivity. It is difficult to enforce the positivity
without destroying the high order accuracy and the local
conservation in an efficient manner for time-dependent gas
dynamics equations. For compressible Euler equations, a
weak positivity property holds for any high order finite vol-
ume type schemes including DG methods, which was used
to design a simple positivity-preserving limiter for high or-
der DG schemes in Zhang and Shu, JCP 2010. Generaliza-
tions to compressible Navier-Stokes equations are however
nontrivial. We show that the weak positivity property still
holds for DG method solving compressible Navier-Stokes
equations if a proper penalty term is used in the scheme.
This allows us to obtain the first high order positivity-
preserving schemes for compressible Navier-Stokes equa-
tions.
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PP101

Minisymposterium: Semi-Lagrangian Solution of
the Gyrokinetic Vlasov Equation: Field-Aligned
Interpolation And Splitting in Complex Geometry

State-of-the-art global turbulence simulations of magnetic
fusion devices, based on the solution of the 5D gyroki-
netic Vlasov equation, are computationally intensive be-
cause the thermal ion Larmor radius must be resolved.
The computational burden may be reduced by aligning
one coordinate with the local magnetic field line, along
which the gradients are known to be small. Unfortu-
nately this methodology poses restrictions on the poloidal
mesh, and cannot easily handle complex magnetic field
configurations found in diverted Tokamaks and Stellara-
tors. An alternative and more flexible approach was devel-
oped in [Hariri and Ottaviani, ‘A flux-coordinate indepen-
dent field-aligned approach to plasma turbulence simula-
tions’, CPC 184(11):2419, 2013], where local field-aligned
differentiation/interpolation was performed between ad-
jacent poloidal planes. Such a method was adapted
to the semi-Lagrangian context and combined with di-
mensional splitting in [Latu, Mehrenberger, Güçlü, Otta-
viani, and Sonnendrücker, ‘Field-aligned interpolation for
semi-Lagrangian gyrokinetic simulations’, hal.inria.fr/hal-
01315889], and we now extend it to general flux-conformal
curvilinear coordinates. We describe here the general
mathematical formulation, the parallel numerical frame-
work in Selalib, and the details of our field-aligned in-
terpolation algorithm. Our code is verified with a linear
dispersion analysis for the ITG instability in screw-pinch
configuration.
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PP101

Minisymposterium: Eulerian Algorithms for the
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Discretization of Plasma Kinetic Equations

While fluid models are common tools in the study of plas-
mas, many of these systems, whether in astrophysics or the
lab, are only weakly collisional and far from equilibrium,
making them more accurately described by kinetic equa-
tions. Kinetic equations can be computationally demand-
ing due to the need to solve for the distribution function of
the particles in a higher dimensional phase space, with po-
sition and velocity coordinates. Despite this challenge, the
motivation for solving the plasma kinetic equation is large
as there remains a vast array of questions concerning colli-
sionless dynamics in real plasma systems. Here we present
algorithms in an Eulerian framework for the discretiza-
tion of the plasma kinetic equation, using a discontinuous
Galerkin finite element method due to its arithmetic inten-
sity and parallelizability. Scaling and performance of the
algorithm are discussed, especially in comparison to the
traditional particle-in-cell method. We stress in particular
the use of novel basis sets in the finite element expansion,
which when combined with sparse grids for the quadrature
routines, heavily reduce the computational cost of solving
a five or six dimensional system on structured grids. Other
features of the algorithm, including a locally implicit time-
stepping scheme which allows us to avoid stringent velocity
space time step constraints, and hyperdiffusion for avoiding
numerical recurrence, are also highlighted. Benchmarks of
the algorithm are presented as well.
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PP101

Minisymposterium: New Hybrid Method for the
Vlasov-Maxwell System: Coupling of Spectral and
Pic Methods

The Vlasov-Maxwell (VM) system is a system of nonlin-
ear partial differential equations which describes the time
evolution of the plasma distribution function in a six di-
mensional phase space driven by self-consistent electromag-
netic fields. A new hybrid method based on coupling spec-
tral (SM) and particle-in-cell (PIC) methods is proposed
for the solution of the VM system. The SM part uses a
moment-based expansion in Hermitian basis while the PIC
part employs Lagrangian particles to approximate the dis-
tribution function. The main idea is to improve the con-
vergence properties of SM by treating the complex/highly
disrupted part of the distribution function with particles.
The merits and properties of the new numerical method are
compared to spectral method properties on the example of
weak electron-beam plasma interaction problem.
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PP101

Minisymposterium: Spectral Based-Discontinuous
Galerkin Discretizations of the Vlasov-Poisson Sys-
tem

We present a new approach for solving the 1D-1V Vlasov-
Poisson system describing a collisionless plasma of singly
charged ions and electrons. For the numerical approxima-
tion of the Vlasov equation we combine a discontinuous
Galerkin (DG) discretization of the physical space with
a spectral representation of the velocity space based on
Legendre polynomials or Hermite functions. To control
the filamentation effect we introduce an artificial dissipa-
tion term that acts mainly on the higher modes of the
spectral expansion. The Poisson equation is integrated di-
rectly by a numerical quadrature rule. The time-dependent
set of ordinary differential equations for the coefficients
of the spectral-DG expansion is discretized by the Crank-
Nicolson method. The non-linear problem resulting from
coupling the Vlasov equation with the Poisson equation
is solved iteratively at any time cycle by a non-linear
Newton-Krylov Jacobian-free method. We prove theoret-
ically that the L2 stability of the Legendre-DG method
can be enforced through a penalty term. We also analyze
theoretically the structure of the main conservation laws,
e.g., mass, momentum, and energy, for the Hermite and
Legendre-based methods and investigate the conservation
property numerically. Numerical results for standard test
problems confirm the effectiveness of this approach.

Gianmarco Manzini, Gian Luca Delzanno
Los Alamos National Laboratory
gmanzini@lanl.gov, delzanno@lanl.gov

PP101

Minisymposterium: Large-Scale Implicit Particle-
in-Cell Simulations of Magnetospheres with
iPIC3D

A magnetosphere is a region of space filled with plasma
around a planet with a dipolar magnetic field. Magneto-
spheres are shaped by the microscopic interaction phenom-
ena between the solar wind and the dipolar magnetic fi eld
of the planet. To describe these interactions correctly, we
need to model phenomena occurring over a large range of
time and spatial scales. In fact, magnetospheres comprise
regions with different particle densities, temperatures and
magnetic field, where the characteristic time scales (plasma
period, electron and ion gyro period) and spatial scales
(Debye length, ion and electron skin depths) vary consid-
erably. In this poster, we show how to address the problem
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of modeling multi-scale phenomena during the formation
of a magnetosphere by using an implicit Particle-in-Cell
code, called ”iPIC3D”. We describe the implicit numerical
method, the boundary conditions and the results of fully
kinetic simulations of magnetosphere formation.
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PP101

Minisymposterium: Computational Ideal Magne-
tohydrodynamics with FV-FEEC Discretizations

We present novel numerical methods for the ideal magne-
tohydrodynamics (MHD) problem based on the coupling
of Galerkin schemes for the electromagnetic fields via fi-
nite element exterior calculus (FEEC), with finite volume
methods for the conservation laws of fluid mechanics. For
the generalized transient advection problem, we rely on an
Eulerian method of lines with explicit timestepping and
spatial upwind discretization based on the duality between
the contraction of differential forms and the extrusion of
chains. The balance laws for the fluid form a system of
conservation laws with the magnetic induction field as a
variable coefficient. We design finite volume schemes based
on approximate Riemann solvers and adapted to accommo-
date the electromagnetic contributions to the momentum
and energy conservation. On a set of tests for 2D planar
ideal MHD, the resulting lowest order fully coupled scheme
proves first order accurate for smooth solutions, conserva-
tive and stable.
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PP101

Minisymposterium:Kinetic Simulations of Astro-

physical Plasma Turbulence

We briefly describe recent progress in fully kinetic simula-
tions of astrophysical plasma turbulence. Specifically, we
focus on problem of turbulent energy dissipation in weakly
collisional plasmas. While fluid effects dominate the large-
scale dynamics of plasma turbulence, the dissipation of tur-
bulence in weakly collisional plasmas is inherently linked
to kinetic effects. Since the local conditions are set by the
large-scale dynamics, a correct description of dissipation
requires bridging a very large gap in scales. We discuss
petscale hybrid and fully kinetic particle-in-cell simulations
of this problem and the insights gained.
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Minisymposterium: Two Families of H(div) Mixed
Finite Elements of Minimal Dimension on Quadri-
laterals

We present two new families of mixed finite elements on
quadrilaterals. The new families are inf-sup stable, and
they approximate optimally the velocity, pressure, and di-
vergence of the velocity. The spaces are of minimal di-
mension subject to the approximation properties and fi-
nite element conformity (i.e., they lie in H(div) and are
constructed locally). The two families give full and re-
duced H(div) approximation, like Raviart-Thomas and
BDM spaces. The two families are identical except for
inclusion of a minimal set of vector and scalar polynomials
needed for higher order approximation of the divergence
of the velocity and pressure, and thereby we clarify and
unify the treatment of finite element approximation be-
tween these two classes on quadrilaterals.
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PP102

Minisymposterium: Approximation on Quadrilat-
eral and Hexahedral Meshes

Classical finite element shape functions are defined by a
transformation from a reference element associated to a
mapping of it onto the actual element, e.g., a Piola trans-
formation or a simple composition, depending on the con-
text. When the mapping is required to be affine, the re-
sulting approximation theory is simple. Affine mappings
are sufficient for simplicial finite elements, but for quadri-
lateral and hexahedral finite elements multilinear maps are
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required, and the approximation theory is much more com-
plex. We survey joint work with Boffi and Bonizzoni using
the framework of finite element exterior calculus to investi-
gate the approximation properties of finite element spaces
constructed in this way. The theory indicates a severe de-
crease in the rate of convergence obtained by shape func-
tions transformed via multilinear mappings (as used for
general quadrilateral and hexahedral meshes) compared to
that obtained with affine mappings. The loss occurs even
for simple finite elements, such as the 8-node serendipity
quad, but the severity of the loss increases with the dif-
ferential form degree, so, for example, it is much more ex-
treme for H(div) finite elements in three dimensions. We
illustrate the consequences of this analysis for various fi-
nite elements, including the classical cubic edge and face
elements and the serendipity family of finite element dif-
ferential forms introduced by Awanou and the author.
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Minisymposterium: Bernstein-Bézier Basis for
H(div) and H(curl) Finite Elements on Hypercubes

We present a set of Bernstein-Bézier basis for the tensor-
product H(div)- and H(curl)- finite elements on square and
cubes. The basis functions have clear geometric interpreta-
tions, and separates the gradient fields (curl-free) and non-
gradients for the H(curl) finite elements, and separates the
curl fields (divergence-free) and non-curls for the H(div)
finite elements.
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PP102

Minisymposterium: Trimmed Serendipity Finite
Elements

We introduce the family of trimmed serendipity finite ele-
ment differential form spaces which are defined on cubical
meshes in any dimension, for any polynomial degree, and
for any form order. The (non-trimmed) serendipity family
was first introduced by Arnold and Awanou [Math. Comp.
83(288) 2014 ] and the relation between the trimmed and
(non-trimmed) serendipity families is analogous to the re-
lation between the trimmed and (non-trimmed) polyno-
mial finite element differential form families on simplicial
meshes. For these new spaces, we provide degrees of free-
dom in the general setting and prove that they are uni-
solvent for the trimmed serendipity spaces in all cases of
immediate relevance to application: spatial dimension n up
to 4, any differential form order k, and polynomial order r

up to 10. In these cases, the sequence of trimmed serendip-
ity spaces with a fixed polynomial order r provides an ex-
plicit example of a system described by Christiansen and
Gillette [ESAIM:M2AN 50(3) 2016 ], namely, a minimal
compatible finite element system on n-dimensional cubes
containing order r − 1 polynomial differential forms.
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Minisymposterium: A Progress Report on Con-
struction of Smooth Generalized Barycentric Co-
ordinates

Many kinds of generalized barycentric coordinates (GBC)
have been constructed in the literature for various applica-
tions in geometric design and numerical solution of partial
differential equations. However, none of GBC can be pieced
together to form a smooth C1 surface. It is a long standing
problem how to find a smooth GBC. We present a report on
our progresses toward constructing smooth GBC. We first
explain how to find smooth GBC which can reproduce con-
stants. Then we explain how to construct smooth GBC to
reproduce linear functions. Construction of smooth GBC
which can reproduce quadratic and cubic polynomials are
difficult and we make some progress on this direction. This
is a joint work with James Lanterman.
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Minisymposterium: Divergence-Free Stokes Ele-
ments on Quadrilateral Meshes

Using a smooth de Rham complex as a guiding tool,
we construct stable, low-order, and conforming finite ele-
ment spaces on general convex quadrilateral partitions that
yield divergence-free approximations. The proposed spaces
are related to both the de Veubeke spline space and the
quadratic serendipity finite element space. The resulting
methods produce exactly incompressible flow, and the ve-
locity errors are decoupled from both the pressure approx-
imations and the viscosity. Extensions to three dimensions
will also be discussed.
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Minisymposterium: ForestClaw : Parallel Library
for Solving Pdes on Mapped Multiblock Quadtree
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Grids

We show recent results for solving PDEs using finite volume
methods on mapped, adapt quad tree grids. In particular,
we show examples from the GeoClaw (www.geoclaw.org)
extension of ForestClaw.
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PP103

Minisymposterium: Simulations of Asteroid-
Generated Tsunamis Using GeoClaw

Following the Chelyabinsk meteor event of 2013, there has
been renewed interest in the question of the dangers posed
by relatively small asteroids that explode in the atmo-
sphere, creating a strong pressure wave that can do dam-
age on the ground, or perhaps create a tsunami. We will
present simulations of tsunami propagation from asteroid-
generated air bursts, using the open source GeoClaw soft-
ware. The simulations span a range of conditions, from 5 to
250 MT of kinetic energy, in water of varying depths, and
using bathymetry from the real coastlines. We have devel-
oped a radially symmetric one-dimensional test problem to
better explore the nature and decay rate of waves generated
by air burst pressure disturbances traveling at the speed of
sound in air, which is much greater than the gravity wave
speed of the resulting tsunami, and compared numerical
simulations with analytical results. One-dimensional sim-
ulations along a transect of bathymetry are also used to
explore the resolution needed for the full two-dimensional
simulations, which are much more expensive (even with the
use of adaptive mesh refinement) due to the short wave
lengths of these tsunamis. For this same reason, the shal-
low water equations often used for modeling earthquake-
generated tsunamis are generally found to be inadequate
and we also discuss dispersive effects.
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PP103

Minisymposterium: Embedding Protective Mech-
anisms in Coastal Flooding Simulations

Flooding in many coastal communities has become a cen-
tral concern due to the growing threat of climate change,
in particular sea level rise. To combat this effective mitiga-
tion strategies are needed that are optimized for flood risk
reduction but the question remains as to what strategies
are the most effective. In this poster we present a method-

ology for simulating sea walls, dunes, and other protective
strategies as an aspect of this optimization process with
an eye towards computational efficiency due to the large
number of runs (upwards of a 1000) that are required to
run modern optimization approaches that will take into
account climate change and the substantial uncertainty in
the problem.
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Minisymposterium: Clawpack and GeoClaw - Soft-
ware Developments and Applications - Numeri-
cal Prediction of Water Level and Hydrodynamic
Loads in Coastal Communities During a 500-Year
Csz Tsunami

Prediction of water level and hydrodynamic loads on
coastal structures during a tsunami inundation is criti-
cal for natural tsunami hazard mitigation. The numeri-
cal models must incorporate the constructed environment
to model the interaction between the structures and the
fluids, which is challenging for many numerical modelers
because of the scale and complexity of the physical prob-
lem. A two-dimensional (2D) depth-averaged model is typ-
ically used to model waves offshore but is seldom applied
to predict the inundation on land because of the complex
flow with transient variance in the vertical direction around
constructed environment. On the other hand, a more com-
plex three-dimensional (3D) model, which is often used to
solve the complex flow around a single coastal structure
like a pier, is often too computationally expensive, with
hundreds of structures being modeled at once in this case.
In this study, the ability of a 2D model and a 3D model
are investigated and discussed by comparing the numer-
ical results with measurements from an experiment on a
1:50 model-scale physical model of part of Seaside, OR,
USA. Both models predict the flow parameters accurately,
in general, except for those at time near the initial impact,
which is challenging due to the complexities in the flow,
especially for the 2D model. The comparison of predicted
forces indicates that force prediction from the momentum
flux in a 2D model is not always reliable in such a compli-
cated case.
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PP103

Minisymposterium: A Combined Model for
Sediment Transport In Coastal Hazard Events
(GeoClaw-Striche): Theoretical Formulation and
Validation

GeoClaw-STRICHE is designed for simulating the physi-
cal impacts of tsunami as it relates to erosion, transport
and deposition. GeoClaw-STRICHE comprises GeoClaw
for the hydrodynamics and the sediment transport model
we refer to as STRICHE, which includes an advection diffu-
sion equation as well as bed-updating. Multiple grain sizes
and sediment layers are added into GeoClaw-STRICHE
to simulate grain-size distribution and add the capability
to develop grain-size trends from bottom to the top of a
simulated deposit as well as along the inundation. Unlike
previous models based on empirical equations or sediment
concentration gradient, the standard Van Leer method is
applied to calculate sediment flux. We tested and verified
GeoClaw-STRICHE with flume experiment by Johnson et
al. (2016) and data from the 2004 Indian Ocean tsunami
in Kuala Meurisi as published in Apotsos et al. (2011).
The comparison with experimental data shows GeoClaw-
STRICHE’s capability to simulate sediment thickness and
grain-size distribution in experimental conditions, which
builds confidence that sediment transport is correctly pre-
dicted by this model. The comparison with the data from
the 2004 Indian Ocean tsunami reveals that the pattern
of sediment thickness is well predicted and is of similar
quality, if not better than the established computational
models such as Delft3D.
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PP103

Minisymposterium: Seismic Modeling to Improve
Tsunami Prediction in Geoclaw

Earthquake-generated tsunamis can carry with them a
powerful, destructive force. One of the most well-known
and recent examples is the tsunami generated by the To-
hoku earthquake, which was responsible for the nuclear
disaster in Fukushima. The Geoclaw software package was
created to assist in tsunami simulation and forecasting, a
necessary element of emergency procedure planning and
execution. It currently uses the Okada solution for a ho-
mogeneous, elastic half-space as an initial condition for
the sea-surface deformation. While this solution has been
shown to work well in many cases, the Cascadia Subduc-
tion Zone has largely varying sea-floor topology and plate
densities. Given that these violate the assumptions of the
Okada solution, this work replaces that solution with a
time-dependent, sea-floor deformation generated by sim-
ulating the original seismic event directly. This allows

for the interaction of the water column with both time-
dependent seismic waves and varying sea-floor topology.
The results of Geoclaw coupled with these seismic simula-
tions are compared against those using the Okada solution.
Simulations specific to the Cascadia Subduction Zone are
to be used in a early earthquake warning initiative for the
Pacific Northwest.
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PP104

Minisymposterium: Efficiently Exploring the Con-
formational Space of Proteins Using the Concur-
rent Adaptive Sampling Algorithm

Molecular dynamics (MD) simulations are useful in
sampling thermodynamic and kinetic properties of bio-
molecules. However, our sampling of the bio-molecules
properties is severely limited by the timescale barrier, and
MD simulations routinely get stuck in metastable free en-
ergy minima. While there are several existing methods
to overcome these issues, problems remain in regard to
being able to sample unknown systems, deal with high-
dimensional space, and focus effort on slow timescales.
Hence, a new sampling method, called the Concurrent
Adaptive Sampling algorithm (CAS), has been developed
to tackle these three main problems and efficiently obtain
conformations and pathways. The beauty of CAS is that
it adaptively constructs macrostates, requires little a pri-
ori knowledge about the system, and considers an arbi-
trary number of general collective variables. In addition,
CAS uses the second eigenvector of the transition matrix
to maintain a fine discretization along pathways while us-
ing importance sampling in orthogonal directions to con-
trol computational cost. In this talk, we introduce the new
algorithm and show new results about the triazine poly-
mers [Grate et al, Triazine-Based Sequence-Defined Poly-
mers with Side-Chain Diversity and Backbone-Backbone
Interaction Motifs] that were found using CAS.

Surl-Hee Ahn
Stanford University
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PP104

Minisymposterium: A Coupling Strategy for Non-
local and Local Models

We develop an optimization-based method for the coupling
of nonlocal and local problems, with applications to static
peridynamics. The approach formulates the coupling as a
control problem where the states are the solutions of the
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nonlocal and local equations, the objective is to minimize
their mismatch on the overlap of the nonlocal and local
domains, and the controls are virtual volume constraints
and boundary conditions. We implement our method us-
ing Sandia’s agile software components toolkit that pro-
vides the groundwork for the development of engineering
analysis tools. Also, we present numerical results for non-
local material models in three-dimensions that illustrate
key properties of the coupling method.
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Sandia National Laboratories
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PP104

Minisymposterium: Numerical Exterior Calculus
Methods for Fluctuating Hydrodynamics Within
Curved Fluid Interfaces

We use exterior calculus of differential geometry to formu-
late fluctuating hydrodynamic equations to account phe-
nomena within curved fluid interfaces. For manifolds of
spherical topology, we present spectral methods that pro-
vide a discrete approximation of exterior calculus operators
such as the exterior derivative, Hodge star, co-differential,
or Hodge Laplacian. Our numerical approximation of the
exterior calculus for surfaces of spherical topology is based
on hyperinterpolation and Lebedev quadratures. We show
how our methods can be used to formulate fluctuating hy-
drodynamic descriptions to investigate phenomena within
curved fluid interfaces.

Paul J. Atzberger
University of California-Santa Barbara
atzberg@gmail.com

Ben J. Gross
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PP104

Minisymposterium: Computing the Non-
Markovian Coarse-Grained Interactions Derived
from the Mori-Zwanzig Formalism in Molecular
Systems: Application to Polymer Melts

We consider the construction of coarse-grained models in
the form of generalized Langevin equations (GLE) and non-
Markovian dissipative particle dynamics (DPD), using the
Mori-Zwanzig formalism. In this work, we compare GLE

and non-Markovian DPD models for the dynamics of a sin-
gle coarse particle and the long-time hydrodynamic effects.
Computationally, a direct evaluation of the non-Markovian
terms requires storing historical information, which signif-
icantly increases the computational complexity. For DPD,
this could be troublesome, since many pairwise interac-
tions are considered. To address this, we add a few auxil-
iary variables per pairwise interaction; this allows replacing
the non-Markovian dynamics with a Markovian dynamics
in a higher dimensional space, leading to a much reduced
memory footprint and computational cost. In our numer-
ical benchmarks, the GLE and non-Markovian DPD mod-
els are constructed from molecular dynamics (MD) simu-
lations of star-polymer melts. Results show that a Marko-
vian dynamics with auxiliary variables successfully gener-
ates equivalent non-Markovian dynamics consistent with
the reference MD system, while maintaining a tractable
computational cost. Transient subdiffusion of the star-
polymers can be reproduced by the CG models. However,
to correctly reproduce the long-time hydrodynamics with
an algebraic decay of the velocity autocorrelation function
(VACF), the single-particle GLE model is insufficient, and
a DPD model is required.

Hee Sun Lee
Stanford University
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PP104

Minisymposterium: Quantifying Quasi-
Equilibrium and Non-Equilibrium Properties
of Biomolecule System

Biomolecules exhibit conformation fluctuations near equi-
librium states, inducing uncertainty in various biological
properties near metastable states as well as transition be-
tween the states. We have developed a general method
to quantify the uncertainty of target properties induced by
conformation fluctuations. For local properties, to alleviate
the high dimensionality of the conformation space, we pro-
pose a method to increase the sparsity by defining a set of
collective variables within active subspace, which increases
the accuracy of the surrogate model. For dynamic prop-
erties, we develop a data-driven method to evaluate the
memory kernel of the energy-dissipation process based gen-
eralized Langevin Equation. The method is demonstrated
on solvation properties and is generalizable to investigate
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uncertainty in numerous biomolecular properties.

Huan Lei, Xiu Yang, Nathan Baker
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PP104

Minisymposterium: Mesh Refinement and Model
Reduction: Two Sides of the Same Problem

Despite the remarkable increase in computational power,
most real-world systems are still too complex to simulate
in full detail. In such cases, the hope is to construct nu-
merical algorithms which can retain the salient features
of a system while reducing the complexity. Two different
ways of dealing with complexity, namely mesh refinement
and model reduction are based on the common concept of
transfer of activity from larger scales to smaller ones. This
allows the unified development of reduced models and mesh
refinement schemes. Examples involving singularity detec-
tion and tracking as well as uncertainty quantification for
systems exhibiting bifurcations will be presented for illus-
tration purposes.

Jing Li, Panos Stinis
Pacific Northwest National Lab
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PP104

Minisymposterium: Mesoscopic Modeling, Con-
current Coupling and Multiscale Framework

We will present the developments on the mesoscopic model-
ing, concurrent coupling and mulstiscale framework taking
place in the Collaboratory on Mathematics for Mesoscopic
Modeling of Materials, or CM4, with both fundamental
contributions to mathematical models and practical algo-
rithms for multiscale simulations. The new Dissipative
Particle Dynamics methods enable accurate modeling of
transport and fluctuations at the mesoscale, including re-
active transport and charged polymers. We further can
scale up or down the DPD method by domain decomposi-
tion that allows concurrent coupling. A novelty of our ap-
proach is that we go beyond mean field theory and obtain
seamless transition of fluctuations across heterogeneous do-
mains. In addition to developing the proper interface con-
ditions, we have also developed a multiscale universal inter-
face (MUI) that provides an efficient framework to connect
heterogeneous solvers for modeling multiscale phenomena.
The integration of these models and numerical algorithms
using the MUI framework paves the way for investigation
of the important materials modeling problems related to
mesoscopic transport processes in complex materials and
at materials interfaces.
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PP104

Minisymposterium: A Multifidelity Approach to
Effectively Compute Steady-State Flow Of Ionic
Solutions

Steady-state flow and ion spatial distributions are typically
calculated using the Poisson-Nernst-Planck (PNP) model,
where the ions are assumed to be point charges. A more
accurate, but much more expensive model, is the classical
density functional theory (cDFT) model which accounts
for correlations between ions due to their finite size and
to electrostatic correlations. Since the effects described by
cDFT are primarily important near charged surfaces, one
can use the PNP model in large part of the computational
domain and resort to cDFT only near the surfaces. To this
end, we propose an alternating Schwarz procedure to cou-
ple the nonlocal cDFT equations with the PNP equations.
We present numerical results showing that the proposed
approach leads to significant memory and computational
savings, while retaining the descriptive capabilities of a full
cDFT approach
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PP104

Minisymposterium: Fast Hierarchical Solvers for
Dense Linear Systems

Solving a large liner system of equations is often the most
expensive part of a scientific calculation. Depending on the
application, the linear system can either be sparse (e.g.,
partial differential equations) or dense (e.g., integral equa-
tions and fractional partial differential equations). Conven-
tional direct solver methods have quadratic/cubic compu-
tational complexity, which is prohibitive for large problems.
On the other hand, iterative methods demonstrate bet-
ter complexity and scalability, however, suffer from highly
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problem dependent convergence. We present new linear
solve methods that can be deployed for both sparse and
dense matrices. We compute a hierarchical representa-
tion of the LU factorization of the given matrix, using
sequence of low-rank approximations. The solvers are ap-
proximate, and the error can be controlled and made as
small as needed. Therefore, the proposed method can be
used both as a stand-alone solver, and a pre-conditioner in
conjunction to other iterative methods. We present vari-
ety of applications in the realm of scientific computing, for
which our solver exhibit linear complexity and outperforms
other solvers/preconditioners.
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PP104

Minisymposterium: Particle Methods for the
Mesoscale

We present recent work from the Collaboratory on Mathe-
matics for Mesoscopic Modeling of Materials (CM4) using
particle methods to study material science problems occur-
ring at mesoscopic lengthscales. Particle methods provide
an ideal framework for many of these problems, where a
careful treatment of thermal fluctuations, complex geom-
etry, and coarse-graining is necessary. We will show re-
cent results developing new methods, establishing rigorous
mathematical foundations for existing methods, and using
particle approaches to study multiphysics problems at the
mesoscale.
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PP104

Minisymposterium: Effect of Uncertainties in
Radii and Atomic Charges on the Solvation Cal-
culations

Atomic radii and charges are the two main parameters
used in implicit solvent electrostatics and energy calcula-
tions. The optimization problem for finding good leads to
uncertainty in the values of these parameters. As such,
the results of electrostatics and solvation energy calcula-
tions can vary due to the uncertainty in the charge and
radius parameters. We presents a method for quantifying
the uncertainty in solvation energies using surrogate mod-
els based on generalized polynomial chaos (gPC) expan-
sions. There are relatively few types of radii parameters
used in implicit solvation calculations so surrogate mod-
els for these low-dimensional spaces could be constructed
using least-squares fitting. However,there are many more
types of atomic charges; construction of surrogate mod-
els for the parameter space required a compressed sens-
ing approach combined with an iterative rotation method
to enhance problem sparsity. We present results for the
uncertainty in small molecule solvation energies based on
these approaches.
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PP105

Minisymposterium: Performance Comparisons of
Application Codes on Modern Computer Architec-
tures

State-of-the-art distributed-memory clusters today contain
multi-core CPUs with 8 to 16 cores and co-processors such
as massively parallel GPUs with thousands of computa-
tional cores or many-core Intel Xeon Phi with 60 to 70
cores. The second-generation Phi, code named Knights
Landing, can have over 70 cores, connected by a 2D mesh
network, and can also be used as stand-alone processor.
We compare the performance of an application code for a
system of time-dependent partial differential equations on
these hardware choices and discuss their reduced energy
consumption, which is a key advantage to using accelera-
tors. The application code models calcium induced calcium
release (CICR) in a heart cell, and its matrix-free imple-
mentation is the key feature that allows it to run on the
co-processors with their limited memory.

Ishmail Jabbie
University of Maryland, Baltimore County
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PP105

Minisymposterium: Performance Analysis and
Numerical Method Tuning for a System of
Non-Linear Time-Dependent Advection-Diffusion-
Reaction Equations

Our problem of interest is a system of non-linear, coupled,
time-dependent PDEs modeling calcium induced calcium
release (CICR) in a heart cell. To study the behaviors re-
quires large numbers of parameter studies run to long final
times. This demands highly efficient numerical methods,
tuning of the numerical method parameters, and the use
of modern parallel architectures. This is particularly chal-
lenging as the model includes thousands of point sources at
which calcium can be released over the three dimensional
domain. We examine the interplay between the numerical
methods within a method of lines approach with FEM and
FVM through an examination of the time stepping behav-
ior. The parallel implementation of this method in C with
MPI and OpenMP is matrix-free and has demonstrated
speedup on modern CPUs.
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PP105

Minisymposterium: Coupling the Electrical Exci-
tation and Calcium Signaling in a Heart Cell

Calcium dysregulation is a significant cause of fatal cardiac
arrhythmias, but it is an incompletely understood phe-
nomenon and difficult to predict. Cardiac calcium levels
can be modeled as a system of partial differential equations

linking the electrical excitation, calcium signaling, and me-
chanical contraction effects on the calcium dynamics of a
heart cell. Our full model with 8 PDEs is an extension of
the previous model to introduce links between the calcium
and mechanical systems as well as the link from calcium to
electrical systems. We present simulations with only the
link from electrical to calcium system enabled and a pa-
rameter study on the strength of the feedback connection
with both links between calcium signaling and electrical
excitation enabled. Over strengthening the feedback con-
nection from the current generated by calcium efflux re-
sults in physiologically unrealistic voltage behavior in the
system.
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PP105

Minisymposterium: Performance Comparison of
Intel Xeon Phi Knights Landing

The Intel Xeon Phi is a many-core processor family with
over 60 computational cores and a theoretical peak perfor-
mance of approximately 1 TFLOP/s in double precision.
This project compares the performance of code on the Intel
Xeon Phi. The benchmark code solves a classical elliptic
test problem, the two-dimensional Poisson equation with
homogeneous Dirichlet boundary conditions. Specifically,
we benchmark a reference code on the first and second gen-
eration of the Intel Xeon Phi, code-named Knights Corner
(KNC) and Knights Landing (KNL), respectively. Key ad-
vantages of the second-generation KNL are a 2D network
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connecting the 68 cores and an on-chip MCDRAM mem-
ory. The KNL using MCDRAM is dramatically faster in all
cases. Despite DDR4 being a slower form of memory, KNL
using DDR4 is comparable in most cases to KNC using
GDDR5. For both MCDRAM and DDR4 on the KNL, us-
ing more threads than MPI processes is significantly faster
than the inverse for this code.
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PP106

Minisymposterium: Eigenvalue Computation for
4th Order Sturm Liouville Equations: Magnus
Methods

Greenberg and Marletta produced a fortran code [see
Greenberg and Marletta, Algorithm 775: The Code
SLEUTH, ACM Trans Math Software 23 (4), 1997, 453-
493] for computing the eigenvalues of 4th order Self-Adjoint
differential operators, with regular endpoints. The basic
shooting algorithm employed was based on using a piece-
wise constant approximation to the coefficient functions on
each mesh interval, similarly to the Pruess method for 2nd
order equations. Here we consider the 4th order equation

y(4) − (S(x)y′)′ +Q(x)y = λy

on regular intervals with S,Q continuous, convert to a first
order system, Y = AY in the usual way, and employ the
Magnus Method MG4 of Iserles, et. al., to write the matrix
exponential for the solution on each mesh interval in terms
of Lie brackets. The resulting shooting algorithm is then
of order 4. We discuss the performance of this approach
on several problems, including squares of 2nd order Sturm-
Liouville equations, and compare with the SLEUTH code.
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PP106

Minisymposterium: A Sturm Liouville Problem for
Relativistic Electrons Inside Thunderstorms

Under the influence of strong electric fields inside thun-
derclouds, electrons can be accelerated to multi MeV en-
ergies by overcoming the drag force in air. In 2003, a
Monte Carlo computer code was developed to model all
the collisional energy losses that these electrons experi-
ence along their path of travel [Dwyer (2003), A fun-
damental limit on electric fields in air, Geophys. Res.
Lett., 30, p.2055]. To understand this simulation, a trans-
port equation was developed to describe the steady state
energy spectrum of relativistic electrons as they move
through Earth’s atmosphere [Cramer-Dwyer-Arabshahi-
Vodopiyanov-Liu-Rassoul (2014), An analytical approach
for calculating energy spectra of relativistic runaway elec-
tron avalanches in air, J. Geophys. Res. Space Physics,
119, 77947823]. This equation is in the form,

−(p(ε)f ′
re(ε))

′ + q(ε)fre(ε) = λr(ε)fre(ε)

where fre(ε) is the differential electron energy spectrum
(number of electrons per unit energy). Here we show at-
tempts to find an analytical solution to this SL problem by
making assumptions about the total force and the seeding
of the relativistic electrons inside the acceleration region.
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BE Posters TBA

Poster titles and presenters to be announced by 12/2/2016.
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Minisymposterium: Sustainable Productivity in
the Fenics Development Team

The FEniCS project aims to provide a high productivity
environment for development of finite element based sim-
ulation software. Techniques applied to achieve this goal
include mixed language programming and code generation,
which enables writing high performance programs in a high
level language. End-user productivity is a high priority
goal in our software designs. To sustain the productivity
of the multinational team of part-time developers (mainly
researchers and students) is paramount to the long term
survival of the project. To minimize the developer work-
load while making the process open and accessible to new
contributors and users, we regularly question which tools
are the best available for our needs. On this poster we
will present our current tool choices and work flows for
developers and the wider FEniCS community. This list in-
cludes version control, build systems, testing, release man-
agement, team communication, documentation, and end
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user support. The most recent addition to our toolbox
are developer curated Docker images. We are investigat-
ing their usefulness in testing infrastructure, end user de-
ployment, HPC cluster deployment, and as reproducible
software environments to accompany journal publications.
We welcome discussion on alternatives that can simplify
our lives.
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PP108

Minisymposterium: A Sustainable Software Archi-
tecture for Scalable Nonlinear Boundary Element
Method Simulations

Boundary element code is most often bespoke, using few
underlying libraries. Consequently, BEM research progress
often requires ”ground up” rewrites. Our flexible software,
modular architecture enables N-body algorithms, advanced
discretizations (higher order methods), coupling to other
models (e.g. FEM) or applications (PDE-constrained op-
timization), straightforward efficiency analysis via work-
precision diagrams, and extensions to new classes of theo-
ries, e.g. nonlinear BIEs.
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Minisymposterium: The Application of Tribits
to the Development and Integration Processes of

Larger Componentized Multi-Organization Scien-
tific and Engineering Software Projects

The Tribal Build, Integrate, and Test System (TriBITS)
is a Framework built using and on top of the open-
source CMake tools. TriBITS is designed to manage
large, mixed-language (C, C++ & Fortran) distributed
projects composed of many different (git) repositories
created and maintained by separate development teams.
The TriBITS framework accomplishes by hierarchically de-
composing CMake-configured codes into different software
repositories, packages, and sub-packages to create compos-
able CMake projects. For example, the independent CASL
DOE Innovation Hub related codes MPACT, COBRA-TF,
SCALE, and Trilinos all use TriBITS as their native CMake
build systems which also allows them to be seamlessly inte-
grated with each other and to form the full CASL VERA
CMake project. In addition, the TriBITS system allows
the easy set up and maintenance of multi-repository inte-
gration processes with frequent (almost daily) repository
integrations that provide the stability that developers and
users need to be productive. TriBITS and the development
and integration processes that it enables greatly improves
software productivity and sustainability for larger ecosys-
tems of co-developed CSE software compared to more tra-
ditional ”everyone for themselves” approaches.
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Minisymposterium: Doecode: The New Depart-
ment of Energy Software Center

The U.S. Department of Energy’s Office of Scientific and
Technical Information (OSTI) is charged with cataloging
and preserving the software artifacts, among other things,
produced by the Department’s researchers. The fast pace
at which the software world changes - including the rise
and dominance of Open Source Software - has presented
OSTI with the opportunity to update and expand its Soft-
ware Center. These updates will provide a platform for
the research community that combines social coding with
OSTI’s vast database of papers, authors, data, and legacy
software to provide an integrated, dynamic environment
for scientific software developers. This poster will describe
the on-going development effort around that platform, as
well as the requirements that define it, and how OSTI is
engaging the open research community at large in its de-
velopment. This poster will also present a description of
scientific software in a broader context to clarify further
why such a platform is needed and the extremely great
benefits expected from its deployment.
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PP108

Minisymposterium: PEACHPY.IO, a Web App for
Performance Tuning

As the progress in transistor scaling slows down, low-level
performance tuning becomes an important tool to acceler-
ate compute-intensive codes. However, the community of
experts who could optimize the codes on low-level is tiny,
and their ability to contribute optimizations to open-source
software is often restricted by lack of access to relevant
hardware. We present PeachPy.io, and IDE for low-level
performance tuning that works inside a Web browser. On
PeachPy.io developers can modify assembly kernels, run
them on different hardware platforms, analyze performance
bottlenecks through hardware performance counters, and
compare against alternatives without any time-consuming
client-side configuration. PeachPy.io crowd-sources perfor-
mance tuning, and lets anyone interested try their skills
in low-level optimization without spending time on local
software configuration or investing financial resources to
acquire hardware.
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Minisymposterium: Managing the Scientific Soft-
ware Ecosystem with Spack

Modern scientific software is far from monolithic – the
largest packages comprise 70 or more dependency libraries.
Building and deploying such packages for a variety of archi-
tectures, compilers, and dependency libraries is tedious and
error-prone, and the complexity of the task impedes reuse
and reproducibility. In other fields, package managers are
routinely used to manage large collections of software, but
HPC software has unique requirements, such as highly spe-
cialized compilers and finely tuned, ABI-incompatible in-
terfaces, that make the use of a traditional package man-
ager difficult. Spack is an open source package manager
for HPC. Originally developed at Lawrence Livermore Na-
tional Laboratory, Spack now spans over 30 organizations
and over 100 contributors. Spack can install multiple ver-
sions, configurations, and finely tuned builds, allowing sci-
entists to rebuild and reuse even the most complex pack-
ages across different supercomputers. Spack’s dependency
model and its support for combinatorial package version-
ing simplify the use of HPC software for developers, end
users, and facilities staff. This poster describes Spack, its
adoption in the scientific community this far, and the de-
velopment and testing methods we have used to sustain
Spack as a large open source project.
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Minisymposterium: External Code Review of
PFLOTRAN: Lessons Learned

A code review can be a valuable exercise for maintaining
consistency across a diverse team of developers (e.g. read-
ability, coding style, exception handling) and validating
feature design and implementation. These reviews can be
internal to the project with team members probing each
others code for design flaws or inspecting low-level imple-
mentation (peer review), or external where the focus is
more on software quality and the promotion of best soft-
ware practices. The overarching goal is to improve soft-
ware quality while accelerating the training of new devel-
opers. In the context of open source scientific comput-
ing where software is being written and maintained by a
heterogeneous mix of computer scientists, applied mathe-
maticians and domain scientists who may be remotely lo-
cated around the world and funded on a diverse number of
projects, code review can be challenging. Recently, a code
review was conducted on PFLOTRAN (www.pflotran.org),
an open source, massively-parallel code employed to simu-
late geoscientific processes in the Earths subsurface as an
exercise within the IDEAS project (ideas-productivity.org).
PFLOTRAN currently consists of 213K lines of source code
and is developed and maintained by numerous scientists
funded on various projects at research institutions around
the world. This presentation reports on lessons learned
during this review exercise with the intent of improving
the code review process for scientific applications in the
future.
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Minisymposterium: Regression and Performance
Testing and Continuous Integration for Scientific
Codes

This poster will discuss motivations, tools, best practices,
and past experiences with automated testing for scientific
software. Because information about testing software in
general is easy to be found, focus will be on issues spe-
cific to scientific codes. I will present different unit testing
frameworks and other tools (like ctest and numdiff) and
discuss automated performance testing. I will explain how
testing is done in the various projects I am involved in: the
c++ finite element library deal.II, the mantle convection
code ASPECT for the geoscience community, and a smaller
mineral physics code BurnMan written in Python, among
others.
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Minisymposterium: CSE Complete: R & D for
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Productivity Improvement

Computational Science and Engineering (CSE) is about
delivering valuable scientific results. CSE activities are
meaningful only to the extent they deliver these results.
At the same time, certain practices, tools and processes,
while not directly about producing CSE results, actually
improve our ability to deliver results over a sufficiently long
span of time. In this poster we discuss efforts in the IDEAS
Scientific Software Project that are intended to improve the
overall effectiveness of CSE efforts. IDEAS is focused on
R & D in new productivity improvements for CSE soft-
ware, including establishing a scientific software ecosys-
tem (xSDK) and creating, providing and demonstrating
the value of content that can be used by CSE software
teams to improve their software efforts.
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Minisymposterium: HPC Software Productivity
Based on High-Level Abstraction in FEniCS

We are developers of the general adaptive stabilized G2
General Galerkin / Direct FEM methodology and of the
FEniCS framework, specifically focusing on HPC and the
Unicorn solver targeting turbulent continuum models. We
are able to demonstrate a breadth of advanced HPC ap-
plicatons, such as adaptive turbulent flow, variable-density
water-air interaction and aeroacoustics, with good scaling
on supercomputers and with minimal manual implemen-
tation where we exploit UFL, the high-level abstract form
language in FEniCS and the generality of G2/Direct FEM.
Unicorn/FEniCS is available as open source, and gives the
CSE community the ability to easily build and extend gen-
eral computational applications on leading supercomputer
hardware in the world, via e.g. the EU PRACE program.
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Minisymposterium: Improving Software Produc-
tivity of Uintah Through Task-Based Architec-
tures, Performance Portability Libraries and Mod-
ern C++ Features

The use of a carefully-layered software architecture in the
Uintah framework is seen to make it possible to provide
software sustainability through a clear separation of con-
cerns between physics discretization tasks and a runtime
system. At the same time productivity is enhanced if
portability is straightforward. This challenge can be met
through the use of portability layers such as Kokkos. Re-
configuring a large framework to use Kokkos is not straight-
forward and requires changes both to the physics code loops
and to the runtime system. Finally the use of modern C++
features makes it possible to dramatically improve legacy
older C++ codes through removing redundant code.
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Minisymposterium: CSE Software Maintenance
and Automation: Beyond Testing

We identify key maintenance operations for CSE software
that affect productivity and sustainability, including the
work to merge contributions while maintaining correctness,
performance, and a coherent style. Issues important to
CSE are highlighted, such as the storage of data files for
regression testing. We present advanced techniques to au-
tomate certain maintenance tasks including version con-
trol operations, source formatting, and data file genera-
tion. Distributed version control workflows are compared
in terms of both maintainer and contributor productivity,
as well as their ability to prevent regressions.
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Minisymposterium: The Impact of Structured
AMR Representation on Software Design

We discuss the integration of p4est into the PETSc DM
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interface, and the extension of the Plex model to handle
non-conforming meshes. This presents the extension of
an existing software framework with large user base, and
its enhancement with significant new functionality. The
close integration with discretization and scalable solvers
will increase the productivity of a modeler using structured
AMR, while integration into the existing PETSc library
framework improves maintainability and usability of the
interface.
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Minisymposterium: SlabGenerator: Improving
Productivity for Subduction Modeling

With the advent of efficient and scalable mantle convection
codes, a significant of user time in subduction modeling is
spent constructing a problem instance through data assim-
ilation, most often manually. Many different data modali-
ties need to be combined with analytical modeling. In ad-
dition, any software must also interoperate with complex,
existing packages for mantle convection. The SlabGenera-
tor software generates thermal and viscosity structures for
large scale mantle convection simulations, processing many
different data sources, greatly increasing user productivity.
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Minisymposterium: System Testing for PDE
Frameworks - Tools and Experiences

Testing is acknowledged as indispensible support for scien-
tific software development and assurance of software qual-
ity to produce trustworthy simulation results. Most of the
time, testing in software frameworks developed at research
facilities is restricted to either unit testing or simple bench-
mark programs. However, in a modern numerical software
framework, such as deal.II, FEniCS, or Dune, the number
of possible feature combinations constituting a program is
vast. Only system testing, meaning testing within a pos-
sible end user environment also emulating variability, can
assess software quality and reproducibility of numerical re-
sults. We discuss tools to define system tests including
both runtime and compile time variation. We furthermore
discuss implementation of quality measures tailored to nu-
merical frameworks for the solution of PDEs. We will also
share experiences on using continuous integration systems

(GitLab CI) for numerical software frameworks.
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Minisymposterium: Devito: Towards An Efficient
and Sustainable Finite Difference DSL

The use of domain specific languages (DSL) constitutes
an appealing strategy to enable high-productivity environ-
ments for computational scientists. The main idea of this
approach is to decouple the problem specification from its
low level implementation to create a separation of concerns
between domain scientists and HPC specialists that has a
direct payoff in productivity and sustainability. Inspired by
the complexity of real-world seismic imaging problems and
by popular frameworks such as FEniCS and Firedrake, we
introduce Devito, a finite difference DSL in which high level
equations are expressed using symbolic Python (SymPy)
expressions. Complex equations are automatically manip-
ulated, optimized, and translated into highly optimized
C code that aims to perform comparably or better than
hand-tuned code. All this is transparent to users, who only
see concise symbolic mathematical notation. Since Devito
is primarily targeted at generating fast wave propagation
codes it offers an abstraction hierarchy that enables not
only the generation of fast stencil kernels, but also a range
of domain-specific features, such as sparse grid point inter-
polation. To overcome the limitation in scope many DSLs
suffer from, Devito provides a second-level API that al-
lows additional C-like expressions to be inserted into the
generated code, allowing users to enrich their applications
with custom operations without leaving the comforts of the
Python software ecosystem.
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Minisymposterium: Lessons Learned from Inte-
grating Scientific Libraries Within a Plugin-Based
Architecture

Designing interoperable software is critical to boosting sci-
entific productivity in many research applications, espe-
cially when exposed through flexible interfaces such as a
plugin or component based framework. Such scalable ap-
plications with complex dependency chains often require
rigorous source configuration, continuous testing and flex-
ible deployment processes that cover a wide range of plat-
forms (Linux/OSX/Windows) and environment variations.
We will discuss hurdles in achieving interoperability using
lessons learned from developing a serial/parallel MOAB
database plugin for VisIt. The development of this plugin
has led us to question some library design choices, and em-
phasized the need for creating better processes (versioning
and build configuration) that are resilient to software inter-
face and lifecycle changes. Taking the lessons learned from
this new VisIt plugin, we present best practices and guide-
lines that are more broadly applicable to scientific software
development in CSE applications.
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Minisymposterium: xSDK: Working toward a
Community CSE Software Ecosystem

As CSE increasingly incorporates multiscale and multi-
physics modeling, simulation, and analysis, the combined
use of software developed by independent groups has be-
come imperative. However, sharing software is difficult
due to inconsistencies in configuration, installation, and
third-party packages, as well as deeper challenges when
interoperability requires control inversion and controlling
data across packages. This poster explains how the
Extreme-scale Scientific Software Development Kit (xSDK,
https://xsdk.info) addresses these difficulties and provides
the foundation of a CSE software ecosystem, as we work
toward a collection of complementary software elements de-
veloped by diverse, independent teams. We demonstrate
how the xSDK facilitates investigating climate impacts on
the Upper Colorado River System through coupled mod-
els for surface-subsurface hydrology and reactive transport.
Alquimia, an application-specific xSDK package, provides
a common interface library for codes like Amanzi/ATS and
ParFlow to access biogeochemistry capabilities from codes
such as PFLOTRAN and CrunchFlow. In turn, these ap-
plications require the combined use of xSDK numerical li-
braries, including hypre, PETSc, SuperLU, and Trilinos.
A key aspect of work is a set of draft xSDK compliance
standards, which improve code quality, sustainability, us-
ability, and interoperability. We invite the CSE commu-
nity to provide feedback on compliance standards and con-
tribute to the xSDK.
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Minisymposterium: Accelerating Application Soft-
ware Development Through Software Productivity
and Sustainability Plans (PSPs)

Scientific software is playing an increasingly important role
in both accelerating scientific discovery, and developing a
predictive understanding of complex systems needed to in-
form policy decisions. To support this role amidst the in-
creasing complexity of the system models, and the disrup-
tive changes in hardware and software, improvements in
software development productivity and sustainability are
needed. To address this critical need, the Office of Biolog-
ical and Environmental Research (BER) has have begun
exploring the development and use of Software Produc-
tivity and Sustainability Plans (PSPs) within its Subsur-
face Biogeochemical Research Program and the Interoper-
able Development of Extreme-scale Software Applications
(IDEAS) project. Guideance was developed for the content
of a complete software PSP that identifies the critical as-
pects of the software development process and lifecycle that
must be documented, but not how a PSP should be imple-
mented. The application codes used in the IDEAS project
have developed software PSPs and are using them to guide
improvements in their software development practices, and
to develop metrics to quantify this improvement. In this
poster, we outline a typical software PSP; highlight im-
plementation content from specific applications; and iden-
tify where these plans have led to improved or enhanced
practices, such as formal code reviews, new version con-
trol workflows, and continuous integration with automated
testing.
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Minisymposterium: Sirepo: An Open Source Plat-
form for Portable Reproducible Simulations

Sirepo is a novel system for managing, sharing, and exe-
cuting simulations. We use software containers as an effi-
cient mechanism for reproducible execution environments.
We have packaged seven open source simulation codes
for the particle accelerator and high-energy light source
community into open source Docker (rsl.link/cse17/1) and
Vagrant (rsl.link/cse17/2) images. We have created a
modern HTML5 and Javascript user interface to config-
ure, execute, and render simulations for three accelera-
tor codes (rsl.link/cse17/3). We also provide a command
line interface to all seven codes via a JupyterHub cluster
(rsl.link/cse17/4). To facilitate sharing, we are develop-
ing a self-extracting simulation archive format that runs in
any browser and allows users to rerun simulations on our
cloud-based cluster or a locally installed instance of Sirepo.
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Minisymposterium: The Journal of Open Source
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Software

This poster describes the motivation and progress of the
Journal of Open Source Software (JOSS), a free, open-
access journal designed to publish brief papers about re-
search software. The primary purpose of JOSS is to enable
developers of research software to receive citation credit
equivalent to typical archival publications. JOSS papers
are deliberately short, and are required to include a short
abstract describing the purpose and functionality of the
software, authors and their affiliations, and key references,
as well as link to an archived version of the software (e.g.,
DOI obtained from Zenodo). Upon acceptance, papers re-
ceive a CrossRef DOI. Rather than a review of a lengthy
software paper (including, e.g., methodology, validation,
sample results), JOSS submissions undergo rigorous peer
review of both the abstract and software itself, includ-
ing documentation, tests, continuous integration, and li-
censing. The JOSS review process is modeled on the es-
tablished approach of the rOpenSci collaboration. The
entire submission and review process occurs openly on
GitHub; papers not yet accepted remain visible and un-
der review until the authors make appropriate changes for
acceptance—unlike other journals, papers requiring major
revision are not rejected. Since its public release in May
2016, JOSS has published 26 accepted papers as of Septem-
ber 2016, with an additional 20 submitted and under re-
view.
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Minisymposterium: Software Citation Principles
for Credit and Reuse

In this poster, we present software citation as a method to
ensure credit for and identification, discovery, and reuse of
software in scientific and engineering research. This poster
documents efforts on developing software citation princi-
ples by the FORCE11 Software Citation Working Group
and WSSSPE working group on software credit. We dis-
cuss the six principles of software citation, related work,
and key challenges/research directions, including sugges-
tions for metadata necessary for software citation and some
examples.
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Minisymposterium: Developing Fast Code
Through High-Level Annotations

As scientific libraries prepare for the next generation of ma-
chines and architectures, there is pressure on both appli-
cation programmers and algorithm developers to express
a variety of optimizations in the code. This presents a
number of challenges when considering multiple program-
ming paradigms and legacy code reuse, from performance
to correctness. In this poster an annotation framework
is presented, called the Illinois Code Environment (ICE),
that facilitates the use of optimized code segments. Sev-
eral tools are shown that automate the optimization pro-
cess when used with the ICE annotation framework. This
includes Moya, a just-in-time compilation (JIT) package;
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hand-tuned kernels for specific architectures; and loop op-
timization for vectorized efficiency. The overall structure
of ICE provides an entry point for a number of poten-
tial automation tools, while allowing the development of
a stable, tested track in the code base. The annotation
system is detailed for several small examples as well as
a full simulation code, called PlasComCM, which is in
use in the PSAAP2 Center for the Exascale Simulation of
Plasma-Coupled Combustion at the University of Illinois
at Urbana-Champaign.
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Minisymposterium: Jupyter Notebooks Facilitat-
ing Productivity, Sustainability, and Accessibility
of Data Science

Jupyter notebooks provide a document-centric web-based
environment for data science and education. The web-
based platform allows Jupyter to be used as a local desktop
application or portal to large scale computing resources.
The document aspect facilitates recording, sharing, and
reproducing analyses. The integration of notebooks into
existing CSE research and education workflows can im-
prove reproducible workflows and communication and col-
laboration. The interactive nature of the notebook en-
vironment enables productive exploration of libraries and
analyses, and being based on web technologies allows the
same productivity to extend even to large-scale comput-
ing resources, which often pose a challenge to productivity
and accessibility. The document nature of Jupyter note-
books facilitates preserving and sharing computations and
results. Being a free, public, open source project enables
equal access to all students and researchers, and the web
environment is more familiar and accessible to a much
wider set of current and prospective researchers than tra-
ditional terminal environments. Due to Jupyter’s language
agnostic protocol, with support from dozens of program-
ming languages, notebooks can be used in many scientific
and mathematical domains, which can have diverse lan-
guage preferences.
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Minisymposterium: GraphFlow: Workflow-Based
Big Data Processing

In recent years, analysis of large-scale graphs has become
an integral research component in a wide variety disciplines
including bioinformatics, social sciences, and epidemiology.
Unfortunately, in practice, there is a significant gap be-
tween the services provided by the graph mining toolkits
and the actual needs of the domain experts. Most graph
mining packages only provide a set of algorithms that can
be used as a black box. However, domain experts expect
to construct complex workflows that involve executing sev-
eral algorithms over a large amount of data. Current graph
mining frameworks do not provide sufficient support for
creating, reusing, and extending such complex workflows.
Moreover, mining big graph data requires expertise in the
area of high-performance computation and parallel pro-
cessing, which is not trivial for a significant group of data
scientists. We introduce GraphFlow, a big data processing
toolkit that encapsulates details in order to encode com-
plex research experiments as a set of high-level diagrams.
GraphFlow uses the Spark big data processing platform,
which is backed by an active community and supporters,
as the backend engine and offers a set of components for big
graph processing and machine learning through the Galaxy
workflow management system. GraphFlow introduces a
novel interaction model among its components that enables
the users to construct complex workflows. We demonstrate
the expressiveness of GraphFlow through several case stud-
ies.
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Minisymposterium:Maximizing Usability and Per-
formance in Numerical Software Packages

As the number of high-performance numerical software
packages grows, larger and more complex computational
problems can be solved by scientists and engineers. This
rapid growth in capabilities, however, makes the task of
applying the best solution method to a given problem in-
creasingly challenging because of the number and complex-
ity of solutions of available. In our work we focus on the
usability challenges the current implementations of numer-
ical software pose. First, to select a suitable numerical
toolkit, a user must read substantial documentation, at-
tend tutorials, seek online help and typically engage in
trial and error learning. Using these packages may also
require significant background in software engineering, nu-
merical analysis and other domains which may be outside
the users area of expertise. Second, once the toolkit has
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been chosen and installation hurdles overcome, the com-
plexity involved in using them effectively can be huge. For
example, one may have to choose between hundreds of
valid solution methods, each of which must be configured
to test with a particular application. To conclude, even
complex high-performance numerical software should be
simple, user-friendly, efficient, adaptable and reusable. We
present example ways in which usability and performance
can be improved through organizing software into search-
able taxonomies, annotated with performance information
with use cases for PETSc and Trilinos.
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Minisymposterium: World SpatioTemporal Ana-
lytics and Mapping Project (WSTAMP): Cloud
Implementation of Open Source Algorithms and
Data Stores for Sustainable, Scalable Analysis of
Space-Time Data

Application of spatiotemporal (ST) analytics to integrated
ST data from major sources such as the World Bank and
United Nations holds tremendous potential for shedding
light on the evolution of global socio-economic and geopo-
litical landscapes. In response to this opportunity, an en-
terprise data science capability comprised of a visually rich,
intuitive web front end powered by a scalable technology
stack for exploration, analysis, and mining of ST data
known as World STAMP was developed. The challenge
for WSTAMP architects was to implement an open-source
solution with long term sustainability, portability, and scal-
ability. Adoption of major open resources such R, Post-
greSQL, D3.js, Apache Solr, and Docker tie WSTAMP to
rapidly emerging capabilities in algorithms, data storage,
and visualization. Architecting these capabilities as An-
alytics as a Service and Data as a Service within a cloud
computing framework means that custom tailored solutions
can be introduced without major revisions to the workflow.
This portable architecture can be migrated to and repur-
posed in new cloud computing domains where entirely new
algorithms and data may be required. The current status
capabilities, architecture, interface are presented here with
thoughts on future directions.
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Minisymposterium: Numfocus Sustainability
Project

Open Source infrastructure is at the foundation of much
industry and scientific software and research efforts. This
infrastructure includes the tools that help developers and
researchers build software and conduct analyses - program-
ming languages, libraries, frameworks and even training
materials. These are projects that have great value now;
theyre being used on a daily basis by thousands of people,
but its not clear how to determine or find the necessary
resources to support and sustain Open Source Projects.
In this poster we describe the NumFOCUS Sustatinabil-
ity Project. This project aims to connect the NumFOCUS
Projects to each other to jointly develop and share informa-
tion on sustainability strategies, connect Project leads with
people with relevant expertise and networks, provide train-
ing on business and financial planning, marketing strate-
gies and effective communication, develop and disseminate
an Open Source Projects Guide to fundraising and project
management and support infrastructure that would help
the Projects more effectively manage finances and client
and business relationships.
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Minisymposterium: Practical Approaches to Im-
prove Program Understanding and Software Pro-
ductivity of Scientific Code

Software complexity has become a real barrier that im-
pedes scientific software development, such as adding new
features and functions, validating domain knowledge in-
corporated in the software systems, as well as redesign-
ing and refactoring code for emerging computational plat-
forms (i.e., exascale computers). In this poster, we analyze
several environmental software systems and demonstrate
software design and refactoring challenges encountered by
scientific community. We also summarize practices that
leverage compiler technologies for better program under-
standing and enhanced software productivity. These tech-
nologies have been used to (1) understand existing scien-
tific models, (2) modularize complex code, (3) provide in-
strumentation mechanisms to improve code portability, (4)
generate functional testing unit for key software modules,
and (5) add new features for model validation. These ac-
tivities are supported by the Accelerated Climate Modeling
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for Energy (ACME) project and the Interoperable Design
of Extreme-scale Application Software (IDEAS) project.
We believe our experience can benefit broader scientific
communities that are facing the challenge of complex code.
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Minisymposterium: Software Productivity Strate-
gies for the Sundials Suite of Time Integrators and
Nonlinear Solvers

The SUNDIALS Suite of Nonlinear Differential-Algebraic
Solvers and Integrators is an open source software li-
brary including highly robust and adaptive time integra-
tion methods for ODEs and DAEs as well as robust non-
linear solvers. SUNDIALS has a long history of user de-
ployment with over 3,500 downloads worldwide from the
LLNL site yearly. Supporting the SUNDIALS suite within
the DOE laboratory environment poses certain challenges,
including limited control of software environment, testing
infrastructure, and web presence, restricted releasability of
code in development, and limited funding for user interac-
tions. To address these challenges, the SUNDIALS team
has adopted a number of sustainability strategies. In this
poster, we will discuss these strategies, continuing issues,
and future plans for strengthening SUNDIALS sustainabil-
ity. This work was performed under the auspices of the
U.S. Department of Energy by Lawrence Livermore Na-
tional Laboratory under Contract DE-AC52-07NA27344.
Lawrence Livermore National Security, LLC. LLNL-ABS-
702579.
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