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CP1

A Note on the use of Lagrangian-Averaged Navier-
Stokes-Alpha Model for Wind-Driven Surface
Waves

The Lagrangian-averaged Navier-Stokes-α model was in-
troduced in 1998. Since then, some developments have
been made in mathematical and computational analysis of
the α-model. There, however, are few examples of the use
of the model for real fluid problems. One of the obstacles
is in the fact that the α-model is a system of fourth-order
partial differential equations and needs additional bound-
ary conditions for the well-posedness. We apply the α-
model to the generation of sea surface waves by winds and
illustrate that such conditions might not be feasible, when
the regularizing parameter α is constant. We try to consol-
idate the Lagrangian-averaging modeling concept and look
for possible alternatives.
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CP1

Resonant Surface Waves

Interaction of resonant surface waves in an oscillating con-
tainer is considered. Using the framework of Hierarchy of
Bifurcations the averaged two-mode amplitude equations
are studied. The analysis explains globally the role of ini-
tial profile properties vs forcing parameter magnitude. For
several regimes of initial conditions it reconciles with the
Simonelli-Gollub experiment. Moreover, it proposes that
several new types of solutions may appear.
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CP1

Dynamics of Waves in a Shallow Layer of Inelastic
Non-Newtonian Viscous Fluid of Shear-Thinning
Type Flowing Down An Inclined Plane

The nonlinear waves in a shallow layer of inelastic non-
Newtonian viscous fluid of shear-thinning type flowing
down an inclined plane are examined using dynamical sys-
tems approach. A set of exact averaged equations from
the complete Navier-Stokes equations for modified power-
law fluid flowing down an inclined plane is derived using
Energy Integral method. The linear stability of primary
flow is investigated by the normal-mode formulation and
the critical condition for the linear instability is obtained.
The permanent waves are investigated at the leading-order
approximation in which the surface tension is absent and
therefore serves as a model for large-scale continuous bores
in mud flows. The analysis shows the existence of two
types of propagating bores. For weakly non-Newtonian
mud flows, the retreating type exists only in the regime
of linear-instability while the advancing type exists only in
the regime of linear-stability. On the otherhand, both types

exist in the neighbourhood of linear instability threshold
for strongly non-Newtonian mud flows. Many bifurcation
scenarios exhibited by the permanent wave equation ob-
tained at the second order approximation for film flows
with moderate surface tension are identified, examined and
delineated in the parameter space and compared with the
Newtonian results(R. Usha and B. Uma, Physics of Fluids,
Vol 16, 2679-2696, 2004)
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CP2

Drift-Diffusion Models for the Dynamics of Deci-
sion Making

Behavioral and neural data from humans and animals at-
tempting to identify randomly-presented stimuli can be de-
scribed by a simple stochastic differential equation: the
drift-diffusion (DD) process. In the two-alternative, forced-
choice task the DD process describes how the logarithm of
the likelihood ratio evolves as noisy incoming evidence ac-
cumulates. DD and related Ornstein-Uhlenbeck processes
emerge as reductions of multi-component neural networks
on stochastic center manifolds, and also as continuum lim-
its of an optimal decision maker: the sequential probability
ratio test. I will outline some background from cognitive
psychology and neuroscience, and explain how DD models
with variable drift rates can represent ‘bottom-up’ informa-
tion on stimulus identity and reward magnitudes for correct
choices, can capture such ‘top-down’ phenomena as atten-
tion and cognitive control, and can also describe changes
that occur during learning. This is joint work with Juan
Gao, Philip Eckhoff, Sophie Liu, Angela Yu, Rafal Bogacz
and Jonathan Cohen.
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CP2

Kuramoto-Sivashinsky Equation with Drift

The Kuramoto–Sivashinsky equation is an important
model for pattern formation in cases where the pattern
forming instability has a preferred (non-zero) wavenumber.
This equation has been studied extensively with periodic
boundary conditions. Here we study the dynamics of the
Kuramoto–Sivashinsky equation in a finite domain with re-
flectional symmetry broken by the addition of a drift term.
The results will be compared with those found in the pe-
riodic case where the effect of drift may be removed by
changing to a moving frame.
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CP2

Combat Modelling with Pdes

Limitations of Lanchester’s ODEs for modelling combat
have long been recognised. We present work seeking to
more realistically represent troop dynamics, enabling a
deeper understanding of the nature of conflict. We extend
Lanchesters ODEs, constructing a new PDE system and
describe simulation results obtained by introducing spa-
tial force movement and troop interaction components as
nonlocal terms. The spatial dynamics component takes ad-
vantage of swarming behaviour proposed by Mogilner et al,
producing cohesive realistic density profiles.
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CP3

How Tadpoles Swims: Simple But Biologically Re-
alistic Model

A new model of tadpole swimming based on experimental
studies of the spinal cord (Alan Roberts Lab, Bristol Uni-
versity, UK) is developed. We first consider a system of
two coupled Morris-Lecar neurons in the regime of post-
inhibitory rebound. Bifurcation analysis shows that this
simple model can generate robust anti-phase oscillations.
A model of 2000 Morris-Lecar neurons of four different
types is then developed. Experimental measurements and
realistic computer simulations of developmental processes
in the spinal cord provide evidence for the connection ar-
chitecture and parameter values of the model. Simulations
show that the model can generate a metachronal wave re-
sembling the tadpole swimming pattern.
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CP3

The Iron Cycle and Thiobacillus Ferrooxidans Bac-
teria

A non-spatial model for the iron cycle including pyrite as
waste rock is proposed. The biotic chemical reactions and
reaction rates are based on experimental papers. The anal-
ysis of the system indicates the possibility of bistability and
the existence of a Hopf bifurcation indicates the presence of
periodic orbits in ferric ion, bacteria and pH as suggested
in the literature. It is possible to show that the properties
of the system are generic.
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CP3

Transport and Aggregation of Self-propelled Parti-
cles in Fluid Flows

The distribution of swimming microorganisms represented
as self-propelled particles in a moving fluid medium is con-
sidered. It is shown that the particles concentrate around
flow regions with chaotic trajectories. When the swimming
velocity is larger than a treshold, dependent on the shape
of the particles, all particles escape from regular elliptic
regions and participate in global transport. For thin rod-
like particles the threshold velocity vanishes and arbitrarily
weak swimming destroys all transport barriers. We derive
an expression for the swimming velocity required for escape
based on a cicular flow approximation.
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Non-Linear Modelling of Cable Stayed Bridges

Cable-stayed bridges frequently experience vibrations due
to a variety of mechanisms. Following on from previous
research at the University of Bristol, this paper studies
nonlinear dynamics in a neighbourhood of multiple para-
metric resonances. We examine a previously established
cable-deck model, looking at the validity of the derivation
and compare the behaviour of the model to data obtained
from parallel experimental work.
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Driving a Chain from Stasis to Chaos

We examine the dynamics of an inextensible hanging chain,
driven at one end. Although the physical system is quite
simple, the dynamics are rich, with solutions ranging from
rodlike motion to chaos, with swinging and whirling modes
in between. We discuss the use of angular momentum in
diagnosing symmetry breaking bifurcations and the role
which different forms of dissipation have in determining
the behavior of the system.

Glenn Hollandsworth, Cavendish Q. McKay
Marietta College
hollandw@marietta.edu, cavendish.mckay@marietta.edu

CP4

On the Stability of the Track of the Space Elevator

Since 1991 the time of the discovery of “carbon nanotubes”
it is technologically feasible to form a connection from the
surface of the Earth to a satellite rotating with geostation-
ary angular velocity around the Earth which could be used
as track of an elevator. Using the Reduced Energy Mo-
mentum Method we investigate for defective ”carbon nan-
otubes” whether a continuous massive tapered string has a
stable radial relative equilibrium in geostationary motion
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around the Earth.
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CP5

Numerical Study of Chaotic Response in Sdes

The proposed paper will present an efficient version of path
integration (PI) where the detailed structure of chaotic re-
sponse PDFs can be attained. This method will be ap-
plied to three systems where a small noise term is added
to differential equations that are known to exhibit chaotic
response; an equation of the Duffing kind, a piecewise lin-
ear system generated from gear dynamics, and a version of
the Lorentz attractor. The additive noise term allows the
use of the fast Fourier Transform (FFT) to reduce com-
putation time. One of the main characteristics of chaotic
systems is a positive largest Lyapunov exponent, and this
also extends to stochastic systems. The authors’ interpre-
tation of the largest stochastic Lyapunov exponent will be
discussed, together with the challenges in computing it in
a reliable way based on the path integration idea.
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CP5

Effective Approximation of the Solution of Inverse
Helioseismology With Noisy Data

The goal in inverse helioseismology is to compute the in-
ternal structure and dynamic of the sun through using the
noisy measurements of the oscillations of the surface of
the sun. For the purpose of the computation of the solar
angular velocity, the dynamical model of the system is a
Fredholm integral equation of the first kind. Due to the
presence of the noise, application of the the classical so-
lution methods would lead to meaningless solutions. We
extend the Tikhonov regularization method to a new lo-
calized approach which lead to a more effective solution
scheme for this problem.
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CP5

Coherence Resonance Via Harmonic and Stochas-
tic Parametric Forcing in Sir

We consider a 2-parameter 2-dimensional SIR model.
When the parameters are constant the system possesses
two fixed points, one of which is a spiral node. When
one of the parameters varies with time, either harmoni-
cally or stochastically, we find that a stable limit cycle ap-
pears. When the spectrum of the forcing contains energy
at the frequency corresponding to half the imaginary part
of the eigenvalue(s) associated with the spiral node, coher-
ence resonance occurs. We analyze this resonance in detail
in the case of harmonic forcing. This analysis provides in-
sight into the behavior of the system when subjected to
stochastic forcing.
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CP6

Modeling Cerebral Hemodynamics in Traumatic
Brain Injury (tbi): Comparison of a Patient and
a Rodent Model

Mathematical models of cerebral hemodynamics, applica-
ble to humans and rats, including several arterial regula-
tory mechanisms were developed to gain mechanistic in-
sight into the pathophysiology of TBI. The bifurcation
analysis of the human model shows that a vasodilatory
stimulus and not an impairment in cerebrospinal fluid re-
absorption and in intracranial compliance is necessary to
initiate plateau waves in intracranial pressure (Pic). By
contrast, the rat model does not predict the existence of
periodic solutions with critical high Pic.
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CP6

Phase Dynamics of a Neocortical Neural Network
As a Possible Model for Epileptic Seizures

Epileptic seizures are generally considered to result from
excess and synchronized neural activity. We develop a
model of drug-induced seizures in the neocortex based on a
model suggested by Wilson (1999). Phase reduction anal-
ysis is used to study the stability of the phase difference
between two synaptically coupled neurons. We discuss the
implications of noise-induced transitions between multi-
stable states, observed in the two-neuron case, for models
of seizure-like behavior in a larger network of neurons.
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The Role of Glia in Seizures

Brain tissue is composed of neurons and glial cells whose
role is to regulate the extracellular environment especially
potassium concentration. We present an ionic current
model, composed of Hodgkin-Huxley type neurons and
glia, designed to investigate the role of potassium in the
generation and evolution of neuronal network instability
leading to seizures. We show that such networks repro-
duce seizure-like activity if glial cells fail to maintain the
proper extracellular potassium concentration.
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CP7

A Dominant Predator, a Predator, and a Prey

A two predator, one prey model in which one predator in-
terferes significantly with the other predator is analyzed.
The dominant predator is harvested and the other preda-
tor has an alternative food source. The Holling-like reponse
functions include the effects of interference and are preda-
tor dependent. The analysis of the dynamics centers on
bifurcation diagrams in which the level of interference, the
amount of harvesting of the dominant predator, and level
of alternative food are varied.
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Characterization of the Fractal Dimension in Dis-
sipative Chaotic Scattering

The effect of weak dissipation on chaotic scattering is a
relevant issue in situations of physical interest. We inves-
tigate how the fractal dimension of the set of singularities
in a scattering function varies as the system becomes pro-
gressively more dissipative. A crossover phenomenon is
uncovered where the dimension decreases relatively more
rapidly as a dissipation parameter is increased from zero
and then exhibits a much slower rate of decrease. We pro-

vide a heuristic theory and numerical support from both
discrete-time and continuous-time scattering systems to es-
tablish the generality of this phenomenon. Our result is
expected to be important for physical phenomena such as
the advection of inertial particles in open chaotic flows.
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A Chaotic Lock-in Amplifier

The “reference” signal of a conventional lock-in amplifier
is a periodic signal with a narrow power spectrum. In this
paper we describe the construction of a lock-in amplifier
that uses a chaotic reference signal. Since a “chaotic lock-
in amplifier” uses a broad-band reference signal it might
have some advantages in terms of signal capture time com-
pared with a conventional lock-in amplifier that typically
makes use of a swept-sine method to capture the response
signal over a wide-bandwidth. The key ingredient of a lock-
in amplifier is a phase-sensitive-detector, so in this paper
we address the related questions of how to “phase-lock”
the stimulus and response signals from the “chaotic” lock-
in amplifier, and how to modulate and demodulate the
stimulus and response signals making use of the chaotic
reference. Not surprisingly, the inspiration for this mea-
surement technique comes from recent discoveries show-
ing how to synchronize chaotic systems—the phenomenon
known as chaotic synchronization.
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The Brachistochrone Problem with Coulomb Fric-
tion and Aerodynamic Resistance

The brachistochrone problem that considers a body
traversing from the top of an inclined plane to an arbitrary
position at the bottom of the inclined plane in minimum-
time and its solution are well-known for various formula-
tions. Example formulations include the case of no friction,
speed-dependent friction, and Coulomb friction (recently).
Using a state-space formulation, this Zermelo problem with
2 types of friction was solved for the optimal control input
(yaw acceleration).
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Saari’s Conjecture for the Restricted Three-Body
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Problem

In 1970, Don Saari conjectured that every solution to the
Newtonian n-body problem that has a constant moment
of inertia (constant size) must be a relative equilibrium
(rigid rotation). This conjecture, adapted to the restricted
three-body problem, is proven analytically using Bernstein-
Khovanskii-Kushnirenko (BKK) theory. Specifically, we
show that it is not possible for a solution of the planar,
circular, restricted three-body problem to travel along a
level curve of the amended potential function unless it is
fixed at a critical point (one of the five libration points.)
Equivalently, the only solutions with constant velocity are
equilibria.
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A Map Approximation for the Restricted Three-
Body Problem

We derive a family of area-preserving maps to approxi-
mate a particle’s motion in the circular restricted three-
body problem. The maps capture well the dynamics of the
full equations of motion; the phase space contains a con-
nected chaotic zone where intersections between unstable
resonant orbit manifolds provide the template for lanes of
fast migration between orbits of different semimajor axes.
Particle motion in a planet-moon binary system is used as
a numerical example.
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The Effect of Fast Threshold Modulation on Gen-
eration and Synchronization of Map-Based Neuron
Bursts

The fast-slow dynamics and the bifurcation analysis have
been widely applied to neuron networks of ordinary dif-
ferential equations, but less attention has been paid on
map-based neuron networks. A system consisting of two
Rulkov’s map-based neurons coupled through electrical
junctions and a fast threshold modulation of reciprocal
excitatory or inhibitory chemical synapses is discussed.
The mechanism behind generation and synchronization of
bursts is explained by means of the asymmetric solutions
of the two-dimensional fast subsystem.
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Slow Modulation of Neuronal Activity Through
Potassium Dynamics

Intra- versus extracellular potassium partitioning modi-
fies neuronal network excitability. Elevated extracellular
potassium regulates seizure maintenance and generation.
Potassium dynamics consists of flux through neuronal and
glial membranes and diffusion through the extracellular
matrix. A reduced model, incorporating these mechanisms,
reveals a phase space where sustained activity ranges from
relatively short lived events to more persistent events linked
to potassium concentration. These dynamics play an im-
portant role in pathological behavior including bursting,
seizures and spreading depression.
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Existence and Stability of Limit Cycles in a Macro-
scopic Neuronal Population Model

We present rigorous results concerning the existence and
stability of limit cycles in a macroscopic model of neuronal
activity. Limit cycles have been demonstrated to be impor-
tant in the study of certain generalized epilepsies, notably
absence seizures. In particular we focus on a specific reduc-
tion of Freeman’s KII sets, denoted RKII sets. Developing
a theoretical understanding of the onset of limit cycles in
models of this type has important implications in clinical
neuroscience.
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Synchronization in Gradient Networks

The contradiction between the fact that many empirical
networks possess power-law degree distribution and the
finding that network of heterogeneous degree distribution
is difficult to synchronize has formed a paradox in the study
of network synchronization. Surprisingly, we find that this
paradox can be well solved when proper gradients are in-
troduced to the network links, i.e. heterogeneous degree
distribution is in favor of synchronization in gradient net-
works. We analyze the general properties of gradient net-
works and explore their functions in enhancing network
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sychronizability. Based on these understandings, we out-
line the basic principles for constructing efficient gradient
networks and propose a specific coupling scheme as a verifi-
cation. A detail comparison between the proposed coupling
scheme and the previous asymmetric coupling schemes is
conducted, where the new scheme is distinguished by using
less network information while achieve higher synchroniz-
ability. Moreover, under the framework of gradient net-
work, the factors which had been employed in former stud-
ies to improve synchronizability can be well unified and
their functions can be well identified. The validity of our
findings is verified by analytical estimates as well as di-
rected simulations of coupled nonidentical oscillators. Our
study therefore suggests that, in addition to the topology
advantage, scale-free networks also manifest their dynam-
ical advantage when proper gradients are considered.
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Percolation in Hierarchical Scale-Free Nets

In this work we study percolation on a family of determin-
istic scale-free networks, the (u, v)-flowers, of degree distri-
bution P (k) ∼ k−γ , γ = 1 + ln(u+ v)/ ln 2. Because these
networks are self-similar, they allow us to study the critical
exponents of percolation by means of exact renormalization
group techniques. Since (u, v)-flowers are small-world for
u = 1 and fractal for u > 1, we analyze how percolation is
affected by a change in scale.
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Chattering in Impact Oscillators

Impact oscillators are important examples of non-smooth
dynamical systems which have behavior quite different
from smooth systems. In an impact oscillator a solution
trajectory evolves smoothly until it intersects a surface
where it is instantaneously mapped to a new point. In a
chattering trajectory the solution intersects the surface an
infinite number of times in a finite time. We show that such
behavior is common and has a profound effect on the over-
all dynamics of the system, leading to intricate domains of
attraction.
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Towards a Qualitative Bifurcation Theory for
Piecewise Smooth Systems

In the past 20 years or so there has been a large research
literature on bifurcation behaviour of non-smooth systems
both continuous and discrete. Different terms are used;

border-collisions, impact, sticking, grazing, sliding, chat-
tering, zeno-ness, etc. These are all defined via different
analytic criteia given certain classes of nonsmoothness. In
this talk we shall attempt to propose a qualitative, or geo-
metric, theory just like that which exists for smooth flows.
First we shall need to define different classes of nonsmooth
system, by their degree of discontinuity as we cross dis-
continuity manifolds in phase space. Then we shall define
a new concept of a discontinuity induced bifurcation as a
loss of piecewise structural stability. Finally we need to
explain what we mean by an unfolding of such bifurcation
events. We show how various nonsmooeth bifurcations can
be brought into this framework and how it is useful for
describing dynamics observed in a wide classes of system.
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Discontinuity-induced Bifurcations and the Farey
Sequence in Discontinuous Maps

Nonsmooth dynamical systems arise quite naturally when
studying mechanical systems and modelling them often
leads to a discontinuous map. These piecewise-smooth
maps can display a rich bifurcation behaviour which I shall
discuss. For example varying a bifurcation parameter over
a finite interval can have the effect of passing through an
infinite number of periodic orbits. Assigning the orbits a
rotation number then produces the Farey sequence with
exact ordering.
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Thermocapillary Migration of a Droplet Trapped
at a Fluid-Fluid Interface

Employing the thermocapillary effect to manipulate a
droplet trapped at a fluid-fluid interface has been proposed
as a foundation for an optically controlled microfluidic de-
vice. We solve the Stokes equations for such a system,
subject to a constant temperature gradient at infinity. The
velocity and temperature fields are calculated numerically
using a boundary collocation scheme. We analyze the de-
pendence of the flow structure and the drop migration ve-
locity on the dimensionless parameters characterizing the
problem.
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Detection of Lagrangian Coherent Structures in 3D
Turbulence

Direct Lyapunov Exponents (DLE) are used to identify
Lagrangian coherent structures (LCS) in three-dimensional
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fluid flows. Compared with commonly used Eulerian meth-
ods, LCS are objective, provide greater detail, and do not
depend on arbitrary thresholds to define structure bound-
aries. Additionally, LCS do not require velocity deriva-
tives, which are often too noisy to be useful. We also show
that a loss of hyperbolicity along the LCS indicates a qual-
itative change in the fluid dynamic structures.
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Quenching of Unsteady Vortex Breakdown

Vortex breakdown is a phenomenon inherent to many prac-
tical problems, such as leading-edge vortices on aircrafts,
atmospheric tornadoes, and flame-holders in combustion
devises. There have been many attempts to control the
onset of vortex breakdown, but these have mostly concen-
trated on the steady regime, whereas the unsteady regime
is of prime interest. We shall present both numerical and
experimental results of an open-loop protocal in which un-
steady vortex breakdown is quenched.
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CP13

Variational Approach to the Speed of Fronts in the
Scalar Reaction Diffusion Equation with a Cutoff

We consider the effect of a cutoff on the speed of fronts
of scalar reaction diffusion equations of the form ut +
μφ(u)ux = [D(u)ux]x + f(u) where f(u) is a positive re-
action term with a cutoff. We study the effect of the cutoff
by means of an integral variational principle for the wave
speed. We make a comparison with recent asymptotic re-

sults obtained by other methods.
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Verification of a Group Pod-Galerkin Model for
Burgers Equation

An accurate and tractable reduced order model for real
fluid systems has the potential to play an integral part in
closed-loop flow control. In this work, a POD-Galerkin
type reduced order model of Burgers equation is developed
using group finite element techniques. The model is im-
plemented in Matlab and positively verified by comparing
computational results with mathematical expectations of
standard POD-Galerkin models.

Belinda A. Batten
Oregon State University
Dept. of Mechanical Eng.
bbatten@engr.orst.edu

Benjamin T. Dickinson
Mechanical Engineering Graduate Student
Oregon State University
dickinbe@engr.orst.edu

John Singler
Oregon State University
singlejo@engr.orst.edu

CP13

Extensive Chaos in Rayleigh-Benard Convection

Spatiotemporal chaos is studied using large-scale numerical
simulations of Rayleigh-Benard convection (a fluid layer
heated from below) for experimentally realistic conditions.
The Lyapunov spectra and fractal dimension are calculated
over a large range of system sizes to yield extensive chaos.
An analysis of the Lyapunov vectors show that the chaos is
extensive even though there is a transition from boundary
to bulk dominated dynamics as the system size is increased.

Mark Paul
Department of Mechanical Engineering
Virginia Tech
mrp@vt.edu

Magnus Einarsson
Virginia Tech
mie@vt.edu

CP14

Inverse Dynamical Analysis for Cell Biology

Given an ODE model of a gene regulatory network, re-
lating its dynamical properties to the network structure
is a challenging task. However, such problems commonly
arise in the study of biological systems: e.g., how is the
regulatory mechanism encoded in the interaction network?
We propose a method for computationally performing such
nonlinear inverse dynamical analyses. To infer the possible
causes of a given physiological property/condition, solution
behaviors or bifurcation diagrams are mapped to the pa-
rameter space via sparsity-promoting regularization func-
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tionals, allowing one to identify small sets of ”influential”
interactions. In combination with hierarchical strategies,
the function of network components can be elucidated.

James Lu
Johann Radon Institute
for Computational and Applied Mathematics
james.lu@oeaw.ac.at

CP14

Dynamics of Regulatory Pathways During Mono-
cyte Cells Differentiation

We present results of in vitro cellular differentiation of
stimulated monocyte cells. We use genome wide micro-
array data and a priori protein interactions to infer new
regulatory pathways and to study regulatory network dy-
namics. A probabilistic model of protein-protein interac-
tions is initially constructed from expression and a pri-
ori data. New regulatory pathways are inferred using a
stochastic gradient algorithm. Quality of pathway predic-
tion is evaluated on experimental results from several cell
differentiation processes.

Sherman Weissman
Yale U.
sherman.weissman@yale.edu

George V. Popescu
ACM
george.popescu@acm.org

CP14

Modelling Auxin Transport in Plant Leaves

Veins in plant leaves are specified by the flow of the hor-
mone auxin. Auxin flow is polar, relying on the asymmet-
ric localization of auxin transport proteins. The position-
ing of the transporters is itself mediated by auxin, leading
to a very dynamic and plastic developmental system. I
will present simulation results from a model based on the
known auxin transport and signalling interactions in the
model plant Arabidopsis thaliana.

Martin J. Slingerland
University of Lethbridge
marc.slingerland@gmail.com

CP15

Controling Wing Rock Via External Excitation

Wing rock is a self-excited roll motion of a delta-wing air-
craft during a high angle of attack maneuver. A proposed
method to control this dangerous motion by an external
excitation is presented. The excitation is introduced in the
form of a harmonic term in the roll-moment equation which
affects the equation of motion. The governing equation of
motion is nonlinear. The perturbation method of multi-
ple scales is used to obtain an approximate solution of this
equation subject to three roll-moment models which are be-
lieved to represent the wing rock phenomenon. The results
show the feasibility of controlling this undesired motion by
applying external excitation.

Khaled R. Asfar
JUST University-Irbid- Jordan
kasfar@just.edu.jo

Dhafar Ani
JUST University
rabadi96@yahoo.com

CP15

Task Encoding and Motion Planning for Metamor-
phic Robots

Metamorphic (or reconfigurable) robots represent a par-
ticularly interesting class of dynamical systems. We are
interested in the problem of task encoding and planning
the process of specifying the dynamical evolution of the
robot’s shape. Towards this end, we present two technical
contributions: (a) a technique for characterizing the geom-
etry of shape spaces of metamorphic robots that allows us
to design dynamical control strategies as vector fields in
this space and (b) techniques for optimally sampling such
spaces, which admit a manifold structure, enabling the ap-
plication of efficient approximation algorithms.

Lothar Wenzel
National Instruments Corp.
Austin, TX 78759
lothar.wenzel@ni.com

Subramanian Ramamoorthy
University of Texas at Austin
s.ramamoorthy@mail.utexas.edu

CP15

Automatic Two-Plane Balancing for Rigid Rotors

We present an analysis of a two-plane automatic balanc-
ing device for rigid rotors. Ball bearings, which are free to
travel around a race, are used to eliminate imbalance due
to shaft eccentricity or misalignment. The rotating frame
is used to derive autonomous equations of motion and the
symmetry breaking bifurcations of this system are investi-
gated. Stability diagrams in various parameter planes show
the coexistence of a stable balanced state with other less
desirable dynamics.

Alan Champneys
University of Bristol
Dept. of Engineering Maths
a.r.champneys@bristol.ac.uk

Eddie Wilson
University of Bristol, U.K.
re.wilson@bristol.ac.uk

David J. Rodrigues
Department of Engineering Mathematics
University of Bristol
David.Rodrigues@bristol.ac.uk

Michael Friswell
Department of Aerospace Engineering
University of Bristol
m.i.friswell@bristol.ac.uk

CP16

Synchrony of Systems Driven by Common Noise

We present miscellaneous results on synchrony of oscilla-
tors subject to common noisy driving (noise is assumed
to be white Gaussian). We study noise-induced synchro-
nization and desynchronization of (i) smooth limit-cycle
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oscillators with no inherent chaotic properties, (ii) neuron-
like systems, and (iii) bursting systems which, for vanishing
noise, possess an unstable chaotic set and a stable steady
state. In all of these cases, we compare analytical results
with numerical simulations.

Arkady Pikovsky
University of Potsdam
pikovsky@uni-potsdam.de

Denis S. Goldobin
Institute for Physics, University of Potsdam
Potsdam, Germany
Denis.Goldobin@gmail.com

CP16

Stationary Solutins for Random Boussinesq-Glover
Equation

We study the random Boussinesq-Glover equation in infi-
nite dimensional spaces, driven by a real noise and with
random initial condition. The noise is defined as station-
ary solution of a stochastic differential equation in finite-
dimensional spaces (or Hilbert spaces). Under suitable as-
sumptions, we prove the existence of stationary solution for
random Boussinesq-Glover equation. Similar results arise
in random reaction-diffusion equations.

Fejzi Kolaneci
University of New York, Tirana
fkolaneci@unyt.edu.al

CP16

Universal Description of Noisy Supercritical Bifur-
cations: Theory and Experiments

We propose a universal description of the supercritical bi-
furcations of 1-Dimensional transverse systems in presence
of noise that is also valid for temporal systems. More pre-
cisely, we give a unified expression for the most probable
amplitude describing the supercritical bifurcations in pres-
ence of noise, including the noise level and the bifurcation
point location. Comparison with experimental results ob-
tained in a Kerr-like slice subjected to 1D optical feedback
leads to an excellent agreement.

Marcel Clerc
Departamento de Fisica
Universidad de Chile - Santiago
marcel@galileo.dfi.uchile.cl

Gonzague Agez
Institut NonLinéaire de Nice
Nice - France
gonzague.agez@gmail.com

Eric Louvergneaux
Université de Lille 1 - France
Laboratoire de Physique des Lasers Atomes et Molécules
eric.louvergneaux@univ-lille1.fr

CP17

Model for the Joint Development of Ocular Domi-
nance Columns and Co Blobs in V1

We present an activity–dependent model for the joint de-
velopment of ocular dominance (OD) columns and cy-
tochrome oxidase (CO) blobs in primate V1. We show how

the formation of an OD map interacts with the formation
of the CO blob lattice, and ultimately results in the CO
blobs aligned with the centers of the OD columns.

Andrew M. Oster
Mathematical Biosciences Institute
The Ohio State University
aoster@mbi.osu.edu

Paul Bressloff
University of Utah
bresslof@math.utah.edu

CP17

Modeling of Axonal Pathfinding in the Olfactory
System: Sorting and Convergence

We propose models with attracting and repulsive interac-
tions which are able to reproduce the experimental find-
ings of sorting and convergence during axonal pathfinding
in the olfactory system. Many axon species, each repre-
sented by a huge number of axons, are spatially disordered
at the beginning of their growth at the receptor neurons
and converge by a self-organized process to a sorted state,
i.e. axons of the same receptor type converge to a common
position.

Jens Starke
Technical University of Denmark
Department of Mathematics
j.starke@mat.dtu.dk

Joerg Strotmann
University of Hohenheim
strotman@uni-hohenheim.de

Noemi Hummel
University of Heidelberg
noemi.hummel@iwr.uni-heidelberg.de

Simon Kokkendorff
Technical University of Denmark
silk@mat.dtu.dk

CP17

How to Analyse a Dynamical System Typical for
Brain Organization

We describe and simulate the visual correspondence prob-
lem with a system of differential equations. The system is
typical for pattern formation in general and brain organi-
zation in particular. We start from an analytical treatment
of a simple version with highly regular boundary conditions
in terms of normal modes and their non-linear interactions,
and will present semi-numerical methodology applicable to
more general situations.

Junmei Zhu
Frankfurt Institute for Advanced Studies
Johann Wolfgang Goethe University
jzhu@fias.uni-frankfurt.de

CP18

Where Is Chaotic the Lorenz System?

The Lorenz system is the most classical chaos problem and
it presents three parameters. Therefore, one interesting
question is: which is the behaviour of the system for any
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parametric value? This question has been partially an-
swered by several researchers but for fixed values of some
of the parameters. In this talk we analyse numerically the
chaotic behaviour in the three-parametric phase diagram
of the Lorenz system by the combined use of different nu-
merical techniques.

Roberto Barrio, Sergio Serrano, Fernando Blesa
University of Zaragoza, SPAIN
rbarrio@unizar.es, sserrano@unizar.es, fblesa@unizar.es

CP18

Shear-Induced Chaos

This talk is about a natural mechanism for producing
chaos. Periodic pulsatile forcing applied to dynamical sys-
tems with intrinsic shear produces sustained, observable
chaos in many settings. We will discuss this paradigm in
the context of Hopf bifurcations. Both the supercritical
Hopf bifurcation and the degenerate Hopf bifurcation will
be considered.

William R. Ott
Courant Institute of Mathematical Sciences
ott@cims.nyu.edu

Qiudong Wang
University of Arizona
dwang@math.arizona.edu

CP18

State-Dependent Delay in Regenerative Cutting
Models

Models with state-dependent delays are rarely used in en-
gineering since even their linearisation may cause prob-
lems. Still, the simplest 2 degree-of-freedom model of high-
performance turning includes a time delay that depends
on the tangential displacement of the cutting edge while
the delay itself causes the variation of the normal displace-
ments. The governing equation is a 4 dimensional system
of RFDEs in the form:

ẋ(t) = f(x(t), x(t− τ(xt))

where the state dependent time delay is given in the im-
plicit form

cτ = h + x1(t) − x1(t− τ) , c, h ∈ R+ ⇒ τ(xt) ,

xt(ϑ) = x(t + ϑ), ϑ ∈ (−∞, 0] .

Stability analysis is presented and the effect of the state
dependent delay is given.

Janos Turi
University of Texas at Dallas
turi@utdallas.edu

Tamas Insperger, Gabor Stepan
Budapest University of Technology and Economics
Department of Applied Mechanics
inspi@mm.bme.hu, stepan@mm.bme.hu

CP19

Non Integrability of Non Autonomous Hamiltoni-
ans Systems Via Morales-Ramis Theory

Morales-Ramis theory relate two differents kinds of inte-
grability: integrability of autonomous hamiltonian systems

in the sense of Liouville theorem and the integrability of
ordinary linear differential equations in the sense of Picard-
Vessiot theory. In this talk hamiltonian systems with 1+ 1

2
degrees of freedom will be analyzed adding a new conju-
gated variable that transforms this hamiltonian system in a
new hamiltonian system with 2 degrees of freedom. Partic-
ularly some examples will be analyzed such as the harmonic
oscillator with exponential waste and the second Painlevé
trascendent.

Primitivo B. Acosta-Humánez
Universitat Politècnica de Catalunya
primitivo.acosta@upc.edu

CP19

Dynamical Evolution of Spatiotemporal Patterns
in Mammalian Middle Cortex

The spatiotemporal structure of brain oscillations are im-
portant in understanding neural function. Oscillatory
episodes from isotropic preparations from middle layers of
mammalian cortex display irregular and chaotic spatiotem-
poral wave activity, within which spontaneously emerge
spiral and plane waves. The dimensionality of these dy-
namics decreases during the middle of these episodes, re-
gardless of the presence of simple spiral or plane waves. It
is important to define the relevant biological order param-
eters which govern these dynamical bifurcations.

Steven J. Schiff
Penn State University
sschiff@psu.edu

Jian-Young Wu
Georgetown University
Physiology and Biophysics
wuj@georgetown.edu

Xiaoying Huang
Georgetown University
xh4@georgetown.edu

CP19

Using Lyapunov Functions to Study the Stability
of Visual Cortex

Our laboratory has developed a large-scale, biologically re-
alistic model of turtle visual cortex consisting of approxi-
mately 12,000 differential equations. We have reduced the
dimensionality of the model by deriving a family of lin-
ear, non-autonomous ordinary differential equations that
describe the behavior of the large-scale model. This pre-
sentation develops a family of Lyapunov functions that can
be used to study the stability, persistence and permanence
of these equations. Supported by NSF grant 0218479.

Philip Ulinski
The University of Chicago, Chicago
Department of Organismal Biology and Anatomy
pulinski@midway.uchicago.edu

CP20

Selective Attention Model with Spiking Elements

A biologically plausible model of selective attention is pre-
sented. The model comprises a star-like architecture with
a Central Assembly (CA) and several Peripheral neural
Assemblies (PAs), all of which are constructed from inter-
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active Hodgkin-Huxley neurons. An adaptation current is
proposed which enables the CA to adjust its gamma fre-
quency and become partially synchronised with particular
PA. Synaptic homeostasis switches the attention sequen-
tially between different PAs. The developed model works
with both static and moving object.

Roman Borisyuk
Center of Theoretical and Computational Neuroscience,
University of Plymouth, UK.
r.borisyuk@plymouth.ac.uk

David Chik
Center of Theoretical and Computational Neuroscience
University of Plymouth, UK.
david.chik@plymouth.ac.uk

CP20

Dynamics of Synchronization in an Inhibitory Net-
work

We consider a biophysical model describing a network of
hippocampal basket cells (X. J. Wang and G. Buzski, J.
Neurosci. 16:6402, 1996) and attempt to determine con-
ditions under which certain specific modes of activity can
be observed. We use the fast/slow structure of the equa-
tions involved to derive a simpler neuronal model that cap-
tures the essential features of the Wang-Buzski model in-
terneuron and allows an analytical treatment. We then
consider a pair of such neurons coupled through GABA-A
type synapses and describe how the synaptic time scales
interact with the intrinsic dynamics to generate various
configurations (in-phase and out of phase synchrony, sup-
pression) depending on initial conditions and parameters.
We also discuss the implications of this analysis for larger
networks.

Abdoul Kane
The University of Toronto
kane.abdoul@gmail.com

Frances Skinner
Univ. of Toronto, Toronto, Canada
fskinner@uhnresearch.ca

Jonathan Dostrovsky
Department of Physiology
University of Toronto
j.dostrovsky@utoronto.ca

CP20

A Computational Approach to Dendritic Spine
Motility: By Immersed Boundary Method with
Advection-Electrodiffusion

Dendritic spines are small protrusions in dendritic branches
of neurons. Influenced by internal and external signals
and forces, even adult spines are not static but dynam-
ically move. The dorminant driving force for dendritic
spine motility is known to be actin-based polymeriza-
tion/depolymerization. Here, without the reactions of
actin fibers, actomyosin-based motility with calcium sig-
naling is investigated. The simulation begins with influx
of calcium ions through glutamate receptors. Calcium
Induced Calcium Release (CICR) with IP3(inositol-1,4,5-
trisphosphate) dynamics is also considered. The sensi-
tivity of elasticity of actomyosin networks is assumed to
follow a Hill-type function of Ca2+. On the computa-
tional framework of the immersed boundary method with

advection-electrodiffusion, diverse combinations in size of
spine head and neck, functioning of Endoplasmic Reticu-
lum, and distribution of receptor/channels/exchangers are
applied. Different functions of a spine as absorber, pumper
and/or diffuser are observed.

Charles Peskin
Courant Institute of Mathematical Sciences
New York University
peskin@courant.nyu.edu

Pilhwa Lee
Courant Institute of Mathematical Sciences
leep@cims.nyu.edu

CP21

Sustainment of Activity in Neuronal Networks
Coupled by Gap Junctions

We study the circumstances under which a network of ex-
citable cells coupled by gap junctions exhibits sustained ac-
tivity. We first investigate how network connectivity and
refractory length affect the sustainment of activity in an
abstract network. We then extend the analysis to spatially
dependent neurons to show how cable diameter affects sus-
tainment. We find that diameter regulation allows neurons
to selectively transmit action potentials in gap junctionally
connected networks.

Joon Ha
Department of mathematical sciences,
New Jersey Institute of Technology
jh62@njit.edu

Amitabha Bose
New Jersey Inst of Technology
Department of Mathematical Sciences
bose@njit.edu

CP21

Studying the Role of Glial Cells in Neural-Glial
Networks

In the brain, glial cells are known to affect neuron firing
patterns, however the mechanism(s) remain unknown. One
hypothesis is that the glia facilitate neuron communica-
tion in nearby neurons while suppressing communication
at more distant neurons via a reaction-diffusion process.
We consider this proposed mechanism using simple PDE
and ODE models. After studying parameter ranges over
which the observations are reproduced in the ODE model,
we apply these results to simulations of the PDE model.

Eric Monson
Duke University
Department of Physics
emonson@phy.duke.edu

Tom Witelski
Duke University
Department of Mathematics
witelski@math.duke.edu

David G. Schaeffer
Department of Mathematics
Duke University
dgs@math.duke.edu
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Anne J. Catlla
Duke University
acatlla@math.duke.edu

Anna L. Lin
Duke University
Department of Physics
alin@phy.duke.edu

CP21

Decorrelation of Odor Stimuli in Simple Network
Models of the Olfactory Bulb

The olfactory bulb is the first stage in the processing of
olfactory information in the brain. Experiments indicate
that one important function of the bulb is to aid distin-
guishing similar odors by transforming the excitation pat-
terns the bulb receives from the population of sensory neu-
rons into less correlated output patterns. Within a simple,
experimentally supported firing-rate model we study how
this decorrelation depends on the network connectivity and
interpret the results using a mean-field approach.

Martin Wiechert, Rainer Friedrich
MPI Medical Research,
Heidelberg, Germany
martin.wiechert@mpimf-heidelberg.mpg.de,
rainer.friedrich@mpimf-heidelberg.mpg.de

Hermann Riecke
Applied Mathematics
Northwestern University
h-riecke@northwestern.edu

CP22

Nonsmooth Bifurcations in a Zad-Strategy Lateral
Pulse Buck Converter

This paper shows some nonsmooth bifurcations (also
named discontinuity-induced bifurcations) appearing in a
Buck DC-DC electronic converter with a novel ZAD strat-
egy. The differential equations of the system are nons-
mooth due to a switching action. Depending on the values
of a bifurcation parameter, smooth and nonsmooth bifur-
cations of periodic cycles are found. Since the differential
equations are piecewise-linear, closed-form solutions are ef-
ficiently used for computing the stability and detecting the
bifurcations.

Jorge Eduardo Burgos, Fabiola Angulo, Gerard Olivar
Department of Electrical and Electronics Engineering
Universidad Nacional de Colombia, sede Manizales
jorgeb35@hotmail.com, fangulog@unal.edu.co,
golivart@unal.edu.co

CP22

Bifurcation Curves in Power Electronic Converters

We consider a DC/DC buck converter controlled by the
ZAD (zero-average dynamics) strategy with two parame-
ters: the reference voltage vr and a constant ks, controlling
approach to zero average. Using averaging methods for
non-smooth systems we compute exactly the duty cycle
for a periodic orbit. We calculate curves in (vr, ks) space
at which the periodic orbit undergoes period doubling and
corner collision bifurcations. A codimension two bifurca-
tion occurs when a corner collision and a saddle node bi-

furcation collide.

Tere M. Seara
Univ. Politecnica de Catalunya
Tere.M-Seara@upc.edu

John Hogan
Bristol Centre for Applied Nonlinear Mathematics
Department of Engineering Mathematics, University of
Bristol
s.j.hogan@bristol.ac.uk

Enric Fossas
Inst. Industrial & Control Engineering
Univ. Politecnica de Catalunya
enric.fossas@upc.edu

CP22

Instabilities of Travelling Waves in a Brake-Like
System

As a simple model of a disc-clutch we consider an elastic
tube, which is in frictional contact with a rigid cylinder,
rotating inside the tube about their common axis. Several
types of rotating slip-stick and also slip-stick-separation
travelling waves with different wave numbers can be ob-
served. We try to locate the stability boundaries in pa-
rameter space and determine the oscillatory motion in the
unstable regime.

Andreas Teufel, Alois Steindl
Vienna University of Technology
Institute of Mechanics and Mechatronics
andreas.teufel@tuwien.ac.at,
Alois.Steindl+e325@tuwien.ac.at

CP23

On the Chaotic Motion of Inertial Particles in Lam-
inar Flows: Analytical Investigation of the Com-
bined Effect of Inertia and Sedimentation

The chaotic motion of perfect tracers in laminar flows,
namely chaotic advection, has received a wide interest in
the last decades. In contrast, the chaotic advection of
non-ideal tracers is much less documented. Some numer-
ical analyses reveal complex and unexpected behaviours
which strongly depend on the particle characteristics. In
the present work the motion of a tiny solid sphere evolv-
ing under the effect of gravity and of a linear hydrodynamic
force is investigated by means of asymptotic methods. The
particle dynamics is re-written in the form of a perturbed
Hamiltonian system, taking advantage of the fact that the
response time is small. Two generic flow structures are
considered : (1) vertical streamline displaying a strict lo-
cal maximum, (2) horizontal elliptic point. It is observed
that the phase portrait of particle dynamics can display ho-
moclinic or heteroclinic trajectories, even though the phase
portrait of pure tracers is structurally stable in these cases.
Chaotic particle motion is therefore likely to occur, and
the occurence of this chaos is investigated by using clas-
sical tools of Dynamical Systems theory, like Melnikov’s
method. The combined effect of particle sedimentation and
inertia, as well as the contribution of the various terms of
the hydrodynamic force, are discussed.

Jean-Regis Angilella
University of Nancy
Jean-Regis.Angilella@ensem.inpl-nancy.fr
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CP23

Inertia-Induced Coherent Structures in a Time-
Periodic Viscous Flow

Three-dimensional advection of passive tracers in time-
periodic viscous flows serves as model problem for lami-
nar mixing in industrial processes. An important issue in
this context is the response of invariant surfaces (typically
tori or spheres) in the tracer-path topology that may oc-
cur in the non-inertial limit (Re = 0) of such flows to fluid
inertia (Re > 0). These surfaces form transport barriers
and their destruction (by e.g. inertia) is imperative for
efficient mixing. Flows with invariant tori have been stud-
ied extensively; flows with invariant surfaces other than
tori have not. Non-toroidal cases are likely in practice and
may behave differently from the toroidal case, however.
The presented study concerns a flow with spheroidal in-
variant surfaces for Re = 0 and investigates the changes in
topology during transition from the non-inertial state (inef-
ficient mixing) towards an inertial state devoid of transport
barriers (efficient mixing).

Michel Speetjens
Laboratory for Energy Technology, Dept. Mech. Eng.
Eindhoven University of Technology
m.f.m.speetjens@tue.nl

Herman Clercx, GertJan van Heijst
Fluid Dynamics Laboratory, Dept. Applied Physics
Eindhoven University of Technology
h.j.h.clercx@tue.nl, g.j.f.v.heijst@tue.nl

CP23

Reaction Enhancement of Point Sources from Vor-
tex Stirring

We investigate a class of reactive advection-diffusion prob-
lems motivated by ecological mixing. For two initially dis-
tinct scalar point masses stirred by a 2D vortex, the ag-
gregate second-order reaction rate in the low-concentration
limit is enhanced relative to that predicted by an equiva-
lent eddy diffusivity. The peak rate grows as P1/3, and the
time to reach the peak decreases as P−2/3, where P is the
Peclet number.

Jeffrey B. Weiss, Jillian Hartford, John Crimaldi
University of Colorado
jeffrey.weiss@colorado.edu, jillian.hartford@colorado.edu,
john.crimaldi@colorado.edu

CP24

Domain Relaxation in Langmuir Films

We report on an experimental, theoretical and computa-
tional study of molecularly thin polymer Langmuir layer
domain on the surface of a subfluid. When stretched (by
a transient stagnation flow), the Langmuir layer takes the
form of a bola consisting of two roughly circular reservoirs
connected by a thin tether. This shape relaxes to the cir-
cular minimum energy configuration. The tether is never
observed to rupture, even when it is more than a hundred
times as long as it is thin. We model these experiments
as a free boundary problem where motion is driven by the
line tension of the domain and damped by the viscosity
of the subfluid. The problem has a boundary integral for-
mulation that allows an efficient numerical simulation of
tether relaxation; comparison with our experiments allow

estimation of the driving line tension.

James Alexander
Department of Mathematics
Case Western Reserve University
james.alexander@case.edu

Elizabeth Mann
Department of Physics
Kent State University
emann@kent.edu

J. Adin Mann
Department of Chemical Engineering
Case Western Reserve University
j.mann@case.edu

Jacob Wintersmith
Department of Physics
Harvey Mudd College
jacob@wintershaven.net

Lu Zou
Department of Physics
Kent State University
lzou@kent.edu

Andrew J. Bernoff
Harvey Mudd College
Department of Mathematics
ajb@hmc.edu

CP24

Analysis and Simulation of Barchan Sand Dunes

Barchan sand dunes are distinctive landforms found on
Earth and Mars, in unidirectional wind and low sand sup-
ply environments. We attempt to understand the essential
features of barchan dune growth, morphology, and migra-
tion, using an idealized 2D BCRE-type model. Evolution-
ary equations describe transport (saltation, creep, repta-
tion), diffusion (avalanching), and exchange in moving sand
and static sand layers. We analyze our model using dy-
namical systems methods and numerical simulations, and
compare results with empirical data.

Karl Glasner
The University of Arizona
Department of Mathematics
kglasner@math.arizona.edu

Serina Diniega
University of Arizona
serina@math.arizona.edu

CP24

Mixing-Induced Instabilities in
Reaction-Advection-Diffusion Systems

We address new mixing-induced instabilities in reaction-
advection-diffusion systems in open and closed flows: a
competition of spatial mixing due to advection-diffusion
and chaotic in time reaction, a competition of convective
and absolute (birth of a global mode) instabilities in open
reactive flows, a chemical instability induced by a mixing
flow, where we prove that mixing can result in a desta-
bilization of a homogeneous state and lead to nontrivial
pattern formation. The effects found are generic: they ex-



DS07 Abstracts 89

ist in different geometries and at different scales and should
be relevant to biological applications.

Arthur V. Straube
Department of Physics
University of Potsdam
straube@stat.physik.uni-potsdam.de

Arkady Pikovsky
Department of Physics
University of Potsdam, Germany
pikovsky@stat.physik.uni-potsdam.de

CP25

A Hexapedal Jointed-Leg Model for Insect Loco-
motion

We develop an actuated hexapedal jointed-leg model for
insect locomotion. Actuation is by torsional joint springs
or by Hill-type muscles. We study the stability of peri-
odic gaits and response to impulsive force perturbations
and random foot placements. Incorporation of a CPG will
provide an integrated locomotion model, and allow study
of proprioceptive feedback pathways.

Philip Holmes
Princeton University
MAE Dept.
pholmes@math.princeton.edu

Raghavendra P. Kukillaya
Mechanical and Aerospace Engineering
Princeton University
rkukilla@princeton.edu

CP25

Human Biomechanical Modeling Using Maple Dy-
naFlexPro

Many researchers have developed rigid body models for hu-
man musculoskeletal dynamics and motor control. In this
research, we are using Maple 10 with toolbox DynaFlex-
Pro to develop the rigid body biomechanical models. This
scheme generates model in sagittal plane consist of foot
segments, lower limbs, upper limbs, a pelvic junction and
a head arm torso (HAT) link in a bipedal skeletal con-
figuration. The connections between links are treated as
revolute joints for generating input torques.

Asif M. Mughal
University of Arkansas at Little Rock
Dept. of Applied Sciences
ammughal@ualr.edu

CP25

Analysis of a Biosensor Model

We analyze a nonlinear biosensor model involving a
parabolic equation with Robin boundary condition and an
ODE. The existence and uniqueness of the solution is ob-
tained by topological methods. The long-time behavior
and system case are also discussed. A finite volume method
is applied and convergence, stability and error estimates,
and some numerical simulations are obtained for the ap-
proximate solution. The work is base on the earlier con-
sideration of S. JONES etc. Journal of Engineering Math,

1996.

Walter Allegretto
Math Department,
University of Alberta
walter.allegretto@ualberta.ca

Zhiyong Zhang
Math Dept., University of Alberta
zhiyongz@ualberta.ca

Yanping Lin
Math Department,
University of Alberta
ylin@math.ualberta.ca

CP26

Nanoparticle Dep Dynamical Focusing: Model and
Theory

Dynamic trapping of nanoparticles can be achieved by us-
ing the combined effect of diffusion, circular fluid flow and
dielectrophoresis. We derived a dynamical model that pre-
dicts the intensity of the focusing of particles which fits
our experimental measurements. We observe that the ex-
istence and location of the trapping regions depend not
only on the size of the particles but also on the physical
and design parameters.

Sophie Loire, Frederic Bottausci, Igor Mezic
University of California Santa Barbara
sloire@engr.ucsb.edu, freddy@engr.ucsb.edu,
mezic@engr.ucsb.edu

CP26

Coupled Cell Systems: A Paradigm for Developing
Advanced Magnetic Sensors

A large class of dynamic sensors exhibit nonlinear charac-
teristics. Examples include: magnetic field sensors and
mechanical sensors. As new technologies emerge, more
powerful and more efficient sensors are required. In re-
sponse, we use ideas and methods from nonlinear dynamics
and bifurcation theory, to demonstrate (theoretically and
experimentally) that higher sensitivity and lower power-
consumption can be achieved through an integrative ap-
proach that combines a novel coupled-sensor network ar-
chitecture with a new sensing mechanism.

Antonio Palacios, John L. Aven
San Diego State University
Department of Mathematics
palacios@euler.sdsu.edu, chaotic aven@yahoo.com

Visarath In, Patrick Longhini, Adi Bulsara, Andy Kho
SPAWAR Systems Center, San Diego
visarath@spawar.navy.mil, longhini@spawar.navy.mil, bul-
sara@spawar.navy.mil, kho@spawar.navy.mil

CP26

Equilibrium Solutions of Smoluchowski Equations
for Rigid Nematic Polymers

We study the equilibrium solutions of Smoluchowski equa-
tions for rigid rodlike nematic liquid crystalline polymers.

Hong Zhou
Department of Applied Mathematics
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Naval Postgraduate School, Monterey, CA
hzhou@nps.edu

CP27

Numerical Bifurcation Analysis of An Integro-
Differential Equation

Consider the integro-differential equation (IDE)

ut(x, t) = ε

∫
Ω

J(x− y) (u(y, t) − u(x, t)) dy + f(u),

with initial condition u(x, t0) = u0(x), x ∈ Ω, t > 0,
Ω ⊆ R, ε > 0, J(x) = J(−x) and f(u) is a bistable func-
tion (e.g. f(u) = u−u3). This type of initial value problem
(IVP) arises in the modelling of various physical and bio-
logical process such as phase transitions. We investigate
the long time dynamics of the IDE, and give a numerical
bifurcation analysis of the steady states of this IDE in a
periodic domain.

Gabriel J. Lord
Heriot-Watt University
g.j.lord@ma.hw.ac.uk

Samir K. Bhowmik
Heriot-Watt University
Edinburgh
S.K.Bhowmik@ma.hw.ac.uk

Dugald Duncan
Heriot-Watt University
d.b.duncan@ma.hw.ac.uk

CP27

Predictive Differential Equations

We study differential equations whose dynamics are gov-
erned by predictions of its future states. A general formal-
ism, a linear stability analysis, and concrete examples are
presented. We find that the dynamical characteristics and
the stability of fixed point depend on how to shape the pre-
dictions as well as on how far ahead in time to make them.
It is also found that noise can induce oscillatory behavior,
which we call ”predictive stochastic resonance”.

Toru Ohira
Sony Computer Sciences Laboratories, Inc.
Tokyo, Japan
ohira@csl.sony.co.jp

CP27

Chaotic Transport in Quasiperiodically Forced Sys-
tems

We consider transverse intersections of saddle-type torus
braids as an extension of our earlier work on quasiperi-
odically driven oscillators (J. Nonlinear Sci. 15(6):423-
452; Chaos 15, 033108; Physica D, 197(1-2):69-85). We
study especially quasiperiodic forcing of a nonlinear oscil-
lator by two incommensurate frequencies, which yields two
3D Poincaré sections in our construction. We consider the
3D cross-sections of the 4D lobes defined by the stable and
unstable manifolds, and the geometry of transport.

Andrew J. Szeri
University of California at Berkeley
Department of Mechanical Engineering
aszeri@me.berkeley.edu

Zachary Zibrat
University of California at Berkeley
Program in Applied Science & Technology
zak@berkeley.edu

Brian Spears
Lawrence Livermore National Laboratory
Inertial Confinement Fusion Program
bkspears@gmail.com

CP28

Dynamics of Plant Border Formation

We construct a model to investigate how different plant
species construct borders when competing for the same
spatial location. We show that the overlap in border be-
tween two native species is smaller than that of a native
and a non-native species pair. In particular, we propose
a novel hypothesis that border formation may be affected
by a form of self-inhibition allowing native species to min-
imize resources used to directly compete with other native
species.

Claus Holzapfel
Department of Biological Sciences
Rutgers University
holzapfe@andromeda.rutgers.edu

Amitabha Bose
New Jersey Inst of Technology
Department of Mathematical Sciences
bose@njit.edu

CP28

Aerial Displays of Thousands of Starlings: A Model
and Data

We apply methods of complexity science to improve our un-
derstanding of the extensive aerial displays that starlings
perform at a roosting place. We adapt common models of
swarming for the physical constraints of bird flight. The
patterns emerging in the model, both static and dynamic,
resemble those observed in real starlings in Rome. Thus,
we obtain an indication for which patterns local informa-
tion is sufficient and for which ones more global, auditory
information is needed.

Charlotte Hemelrijk
University of Groningen
c.k.hemelrijk@rug.nl

Hanno Hildenbrandt
Rijksuniveriteit Groningen
h.hildenbrandt@rug.nl

Claudio Carere
University of Rome
claudio.carere@iss.it

CP28

Particle Tracking Algorithm for Ecological Net-
work Analysis

We present a novel algorithm for analyzing ecological net-
works. We label each mass (biomass or C, N, P) or energy
packet in the system, and track their locations as they flow
through the network. This method enables us to investi-
gate system wide properties of ecological networks; such
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as cycling index, residence time, and dominance of indi-
rect effects. Unlike agent based models (IBM, ABM), this
stochastic method is compatible with the ODE representa-
tion and master equation.

Caner Kazanci
Department of Mathematics and Faculty of Engineering
University of Georgia
caner@uga.edu

CP29

Mixed-Mode Oscillation in the Olsen Model for
Peroxidase Reaction

Olsen (Phys. Lett. A94, 454 (1983)) proposed a four-
variable model for the dynamics of the oxydase-peroxydase
reaction. The system exhibits mixed-mode oscillations
which has previously been linked to the presence of ho-
moclinic trajectories. In the present paper we consider a
singular perturbation view of the equations, and obtain an
understanding of the dynamics based on recent progress in
the theory of mixed-mode oscillations based on canards.

Morten Brons
Tech University of Denmark
Department of Mathematics
M.Brons@mat.dtu.dk

Martin Krupa
New Mexico State University
mkrupa@nmsu.edu

CP29

Relaxation Oscillations with Symmetry

Systems with disparate timescales may exhibit relaxation
oscillations—recurrent periods of slow O(ε) drift separated
by rapid switching events. One scenario, relevant to certain
reflection-symmetric fluid systems, e.g., relies on “delayed
loss of stability”; trajectories drift past a Hopf bifurca-
tion (in the slow variable) before jumping to an attracting
(symmetry-related) slow manifold. Additional symmetry,
such as D2 or D4, increases possibilities. We examine such
systems using three-dimensional models and find that the
multiplicity of solutions is organized by the phase space
structure of the reduced (fast) system and a simple scaling
law deriving from the ε → 0 limit.

Jeff Porter
Universidad Politecnica de Madrid
jeff.porter@upm.es

Edgar Knobloch
University of California at Berkeley
Dept of Physics
knobloch@physics.berkeley.edu

Maria Higuera
E. T. S. I. Aeronauticos
Univ. Politecnica de Madrid
maria@fmetsia.upm.es

CP29

Ghost Manifolds in Slow-fast Systems, with Appli-
cations to Fluid Flow Separation

We describe a peculiar type of dynamics near a non-
hyperbolic invariant slow manifold of a two dimensional

time-dependent slow-fast dynamical system. The peculiar
dynamics results from presence of an attracting invariant
manifold (ghost manifold) that lies off the slow manifold
yet influences the boundary-layer dynamics near the slow
manifold. Such ghost manifolds turn out to have a foot-
print on the underlying slow manifold that can be studied
via a combination of an averaging technique and a wavelet
decomposition. We show how ghost manifolds arise in the
study of moving unsteady separation in fluid flows with
no-slip boundaries.

Amit Surana
Department of Mechanical Engineering
Massachusetts Institute of Technology
surana@mit.edu

George Haller
Massachusetts Institute of Technology
Department of Mechanical Engineering
ghaller@mit.edu

CP30

A Massera Type Theorem for Linear Impulsive De-
lay Differential Equations

In this paper, we consider linear impulsive delay differential
equation which involves delay not only through the state
variable but also through the indices of the jumps. This
is naturally possible since at any discontinuity point the
solution value will be also determined by its history. We
construct an appropriate adjoint equation that enables us
to obtain the representation of solutions. A Massera type
theorem for the existence of periodic solution in case it
admits bounded solution is proved.

Jehad O. Alzabut
Department of Mathematics and Computer Science,
ankaya University, 06530 Ankara, TURKEY
jehad@cankaya.edu.tr

CP30

Approximating the Fundamental Solution for a De-
lay Differential Equation by Pseudospectral Collo-
cation

When approximating periodic solutions for a nonlinear de-
lay differential equation, the need to solve a variational
equation about the periodic solution leads to a variation
of parameters formula. However, the formula requires the
determination of the fundamental solution for a variational
equation with periodic coefficients. This talk describes an
algorithm, based upon pseudospectral collocation methods,
for approximating the fundamental solution. An example,
based on a Van der Pol equation with delay, will be given.

David E. Gilsinn
Mathematical and Computational Sciences Division
National Institute of Standards and Technology
dgilsinn@nist.gov

CP30

Computation of Invariant Manifolds in Delayed
Systems

We consider two different approaches for approximating
higher-dimensional manifolds of delay-differential equa-
tions (DDEs). In case of small delays, we use a locally
accurate ODE-approximation whose invariant manifolds
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can be then computed by standard methods. For arbi-
trary delays, we extend prior methods by Krauskopf and
Osinga for computing higher-dimensional manifolds of vec-
tor fields. Both approaches are illustrated by approximat-
ing two-dimensional unstable manifolds of hyperbolic equi-
libria for DDEs with a single delay in R3.

Tuhin Sahai
Cornell University
ts269@cornell.edu

Alexander Vladimirsky
Dept. of Mathematics
Cornell University
vlad@math.cornell.edu

CP31

Patterns on Growing Square Domains Via Mode
Interactions

In this talk, I will consider reaction-diffusion systems on
growing square domains with Neumann boundary condi-
tions (NBC). As suggested by numerical simulations, I
will study a relevant mode interactions in steady-state bi-
furcation problems with both translational symmetry and
square symmetry, combined with the symmetry constraint
imposed by NBC. I will show that the transition between
different types of squares can be generically continuous.
Also, I will show that transitions between squares and
stripes can occur generically only via steady-states and
time-periodic states. I will point out the differences be-
tween the transitions from squares to stripes in the NBC
problem and in the periodic boundary conditions problem.

Adela Comanici
Rice University
adelanc@math.vt.edu

Martin Golubitsky
University of Houston
Department of Mathematics
mg@uh.edu

CP31

Turing Patterns in a Linear Reaction System with
Nonlinear Cross Diffusion Coefficients

To date most postulated models for Turing patterns have
used nonlinear chemical reactions coupled with a fickian
diffusion model. We have found a system that creates Tur-
ing patterns with a linear chemical reaction system with
equal diffusion coefficients. Pattern formation is driven by
the use of nonlinear concentration dependent cross diffu-
sion. Both mathematical analysis and numerical simula-
tion results are presented.

Marc R. Roussel
University of Lethbridge, Canada
Department of Chemistry
roussel@uleth.ca

David Franz
University of Lethbridge
david.franz@uleth.ca

CP31

Quasipattern Selection Mechanisms

We examine two mechanisms that have been proposed
to explain quasipattern selection in single and multi-
frequency forced Faraday wave experiments. Both mech-
anisms can be used to generate stable quasipatterns in a
model partial differential equation with parametric forc-
ing. One mechanism, which is robust and works with
single-frequency forcing, does not select a specific quasi-
pattern. The second mechanism, which requires more deli-
cate tuning, can be used to select particular angles between
wavevectors in the quasipattern.

Alastair M. Rucklidge
Department of Applied Mathematics
University of Leeds
A.M.Rucklidge@leeds.ac.uk

Mary C. Silber
Northwestern University
Dept. of Engineering Sciences and Applied Mathematics
m-silber@northwestern.edu

CP32

Identifying Direct Interactions and Their Direc-
tions in Networks of Neurons

Understanding the dynamics of neural networks is of par-
ticular interest in neuroscience. We present an approach
to infer the network structure from measured time series.
The method disentangles direct and indirect interactions
and allows for the determination of the direction of the
interactions. The performance will be demonstrated by
means of a tremor application.

Jens Timmer
University of Freiburg
Department of Physics
jeti@fdm.uni-freiburg.de

Kathrin Henschel
Freiburg Center for Data Analysis and Modeling (FDM)
University of Freiburg
kathrinh@fdm.uni-freiburg.de

Florian Amtage, Brigitte Guschlbauer, Jan Vesper,
Bernhard Hellwig, Carl Lücking
University Hospital Freiburg
amtage@nz11.ukl.uni-freiburg.de,
guschl@nz11.ukl.uni-freiburg.de,
jan.vesper@uniklinik-freiburg.de, hellwig@npi-freiburg.de,
luecking@nz11.ukl.uni-freiburg.de

Björn Schelter
Freiburg Center for Data Analysis and Modeling
University of Freiburg
schelter@fdm.uni-freiburg.de

CP32

Activity Patterns in Inhibitory Networks of Neu-
rons

We study the dynamics of medium-size networks of in-
hibitory bursting neurons (typical of central pattern gener-
ators) coupled through fast threshold modulation. Linear
analysis allows us to understand how the patterns of burst-
ing are determined by network topology and the strength
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of synaptic connections. We also discuss the properties of
the neuron model that underlie the described phenomena,
comment on the limitations of the technique of analysis,
and point to some ways to overcome them.

Borja Ibarz
Nonlinear Dynamics and Chaos Group
Universidad Rey Juan Carlos, Madrid (Spain)
borja.ibarz@urjc.es

Jose Manuel Casado
Theoretical Physics Department
Universidad de Sevilla (Spain)
casado@us.es

Miguel Sanjuan
Nonlinear Dynamics and Chaos Group
Universidad Rey Juan Carlos - Madrid (Spain)
miguel.sanjuan@urjc.es

CP32

Specificity of Synaptic Connections Formed During
Development of a Functioning Neuronal Network

We want to understand how accurate synaptic connections
have to be between different classes of neuron in the spinal
network controlling swimming of the young frog tadpole.
Using dynamical systems, we build models for the differ-
ent neurons and synapses in this network. We construct
networks, where the connection probabilities follow simple
rules based on anatomically determined contact probabili-
ties of axons and dendrites of different neurons. These net-
works produce ”swimming” more reliably than randomly
connected networks.

Wen-Chang Li, Stephen Soffe, Alan Roberts
University of Bristol
United Kingdom
wenchang.li@bristol.ac.uk, s.r.soffe@bristol.ac.uk,
a.roberts@bristol.ac.uk

Bart Sautois
Ghent University, Belgium
bart.sautois@ugent.be

CP33

Computing the Inertial Manifold of a Genetic Reg-
ulatory Model

Genetic regulatory models often take the form of a set of
delay-differential equations in which delays model time-
consuming processes like transcription and translation. As
in ordinary biochemical models, the governing equations
are often stiff, resulting in the appearance of an inertial
manifold which attracts solutions in the state space. The
construction of such a manifold reduces the model to a
small set of ordinary differential equations. Using a small-
delay expansion and an iterative solution method, the iner-
tial manifold of a genetic regulatory model is constructed.
The error in the approximation is studied numerically.

Marc R. Roussel
University of Lethbridge, Canada
Department of Chemistry
roussel@uleth.ca

CP33

Dynamical Equivalence of Chemical Reaction Net-

works

A chemical reaction network can be described by a system
of nonlinear ODEs with rate functions given by the prin-
ciple of mass-action kinetics. Classical theorems of Horn,
Jackson and Feinberg relate the existence, uniqueness, and
stability of equilibria of certain reaction networks to their
topology. It will be shown that considerations of dynami-
cal equivalence of reaction networks can be used to enlarge
substantially the class of reaction networks to which the
theorems can be applied.

David Swigon
Department of Mathematics
University of Pittsburgh
swigon@pitt.edu

CP33

The Dynamics of Schelling-Like Population Models

We study the dynamics and geometry of Schelling-like pop-
ulation models. Thomas Schelling won the 2005 Nobel
Prize in Economics. The Schelling model is one of a small
number of “agent based” population models, where indi-
vidual members of the population (agents) interact directly
with other agents and move in space and time. This model
serves as a paradigm for modeling population movement
via non-local aggregation. We will present several results
on the prevalence and structure of the limit sets in one and
two dimensional models.

Howard Weiss
Georgia Tech
weiss@math.gatech.edu

CP34

Bifurcation Diagrams of Network Dynamics –
Coarse Graining by Automated Moment Closure

We propose an approach that allows us to use standard
numerical tools to study the emergent-level, long term dy-
namics of complex networks. The approach circumvents
the derivation of closed models. We combine a moment
expansion of the network with a numerical algorithm that
uses short bursts of individual based simulation to gen-
erate appropriate closure terms on-the-fly. We illustrate
the approach by considering an epidemiological example,
which combines dynamics on the network with topological
evolution.

Thilo Gross
Department of Chemical Engineering
Princeton University
thilo.gross@physics.org

Yannis Kevrekidis
Princeton
yannis@princeton.edu

CP34

Equation-Free Modelling of Inelastic Collapse

A hard sphere gas whose particles collide inelastically lacks
a straightforward hydrodynamic limit and its evolution is
poorly described by PDEs. Such gasses undergo “inelastic
collapse”, after which most particles are restricted to slow-
moving, high-density clusters. Here we apply the recent,
equation-free methods of Kevrekides and collaborators—
which combine stochastic simulation with time stepping—
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to a prototypical example of inelastic collapse, a one-
dimensional gas originally studied by Du, Li and Kadanoff.

Mark Muldoon
The University of Manchester
m.muldoon@manchester.ac.uk

CP34

Using Newton-Krylov Methods in the Lifting Step
of the Equation-Free Approach

Equation-free computing allows us to extract the macro-
scopic dynamics from a microscopic model when a macro-
scopic description is unavailable. An essential component
is the lifting (initialization) step in which macroscopic fields
are mapped to an appropriate microscopic initial state. De-
pending on the microscopic model parameters, the earlier
proposed constrained runs iteration may converge slowly
or even diverge. We show that these issues are resolved
when using an alternative implementation based on a pre-
conditioned Newton-Krylov method.

Christophe Vandekerckhove, Dirk Roose
Dept of Computer Science
Katholieke Universiteit Leuven
christophe.vandekerckhove@cs.kuleuven.be,
dirk.roose@cs.kuleuven.be

CP35

Stability of Blowup Solutions of the Ginzburg-
Landau Equation

In this talk we study, the stability of radially symmetric
blowup solutions of the Ginzburg-Landau equation. Upon
writing the Ginzburg-Landau equation as a small pertur-
bation of the nonlinear Schrödinger equation, the existence
of multi-bump blowup solutions, especially of ring-like so-
lutions, has already been established. So far, the stability
of these blowup solutions had only been examined numer-
ically. We use Evans function techniques developed for
perturbations of Hamiltonian systems to study the stabil-
ity of the ring-type solutions depending on the parameters
in the system.

Martin Van Der Schans
Leiden University
martinvanderschans@gmail.com

Vivi Rottschafer
Leiden University
Dept of Mathematics
vivi@math.leidenuniv.nl

CP35

Time Delay Effects on the Dynamics of the Nonlo-
cally Coupled Complex Ginzburg-Landau Equation

The influence of time delay on the dynamical evolution
of nonlinear “hole” solutions of the nonlocal complex
Ginzburg-Landau equation is investigated by incorporating
a distance dependent propagation delay term in the cou-
pling kernel. Time-space plots show spatial patterns with
clustering behaviour and modulations in phase. A para-
metric study in the state space of time delay and coupling
strength is presented and the nature of phase turbulence
in different regimes is delineated.

Abhijit Sen, Gautam C. Sethia
Institute for Plasma Research

abhijit@ipr.res.in, gautam.sethia@gmail.com

CP36

A Bifurcation Analysis of Pattern Formation in the
Developing Inner Ear

Predecessor cells in the developing inner ear have the po-
tential to differentiate into either hair cells or support-
ing cells. As development proceeds, through an unknown
mechanism, the hair cells position themselves on a hexag-
onal lattice surrounded by supporting cells. A bifurcation
analysis of a model for signaling between predecessor cells
arranged on both regular and slightly perturbed hexago-
nal and square lattices provides insight into the mechanism
driving the formation of the hexagonal patterns.

Kim Montgomery
Mathematics Department
University of Utah
K.Montgomery@utah.edu

CP36

Nonlinear Dynamics of a Double Bilipid Membrane

The nonlinear dynamics of a double biological membrane
that consists of two coupled lipid bilayers, typical of some
intra-cellular organelles such as mitochondria, is studied.
A phenomenological free-energy functional is formulated
in which the curvatures of the two parts of the double
membrane are coupled to the lipid densities. The derived
nonlinear evolution equations for the double membrane dy-
namics are studied analytically and numerically. The linear
stability analysis is performed and the domain of parame-
ters is found in which the double membrane is stable. For
the parameter values corresponding to an unstable mem-
brane we perform weakly nonlinear analysis and numerical
simulations that reveal various types of complex dynamics.

Alexander A. Golovin
Department of Engineering Sciences and Applied
Mathematics
Northwestern University
a-golovin@northwestern.edu

Christine Sample
Northwestern University
c-sample@northwestern.edu

CP37

Optimal Deployment of Carbon Capture and Stor-
age Sites

A production-inventory optimal control framework is cou-
pled with a network optimization model for the deployment
of carbon capture and storage infrastructure. This engi-
neered system couples industrial organization with geologic
organization for the long-term storage of anthropogenic
carbon dioxide. The model includes the relevant engineer-
ing, geophysical, thermodynamic, and economic parame-
ters, and the dynamics (including deployment bifurcations
and path dependencies) of how much carbon dioxide can
be stored at what cost by what time are investigated.

Jeffrey M. Bielicki
Research Fellow, Energy Technology Innovation Project
Belfer Center for Science and International Affairs
jeffrey bielicki@ksgphd.harvard.edu
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CP37

Shape Control of Particles

This paper demonstrates a technique for configuration con-
trol of N agents with collision avoidance. The control law
for the individual agent consists of three parts correspond-
ing to (a) attraction towards a target subset, (b) collision
avoidance with other agents and (c) dissipation terms lead-
ing to two kinds of asymptotic behaviour. The controls
are chosen such that the closed loop system is Hamiltonian
and the corresponding Hamiltonian is used as a Lyapunov
function for stability analysis.

Sujit Nair
California Institute of Technology
nair@cds.caltech.edu

Eva Kanso
University of Southern California
kanso@usc.edu

CP37

Coarsening Dynamics of Evolving Faceted Surfaces

When a large anisotropy of surface energy is added to stan-
dard models of surface evolution, faceting can result which,
counterintuitively, allows the evolution to be reduced to a
simple dynamical system. We examine this phenomenon
for the problem of directional solidification of a dilute bi-
nary alloy, where evolution follows a simple geometric law
associated with facet height. In the supercooled regime,
this law leads to coarsening – the gradual increase in sys-
tem lengthscales as small facets shrink and vanish. Sim-
ulations in one and two dimesions are performed using a
novel computational geometry tool, which reveals a rich
variety of topological events. Although observed behavior
is complex, the surface quickly settles into a scale-invariant
state, where statistical distributions of scaled geometric
quantities exhibit constant shape even as lengthscales con-
tinuously increase. After showing some surface evolution
movies and examples of scale-invariant data, we conclude
with a brief mean-field theory which qualitatively describes
the scaling state.

Stephen Watson
University of Glasgow
s.watson@maths.gla.ac.uk

Scott Norris
Engineering Sciences and Applied Mathematics
Northwestern University
s-norris2@northwestern.edu

Stephen H. Davis
Dept. of Engineering Sciences and Applied Math
Northwestern University
sdavis@northwestern.edu

CP38

The Effect of Discretisation on Cellular Buckling

The strut on a non-linear foundation is an example of a
mechanical system that exhibits cellular buckling and is
described by a fourth order Hamiltonian differential equa-
tion. This continuous mechanical system can be viewed as
the continuum limit of a similar discrete mechanical sys-
tem. I will talk about our use of numerical discretisation
and continuation to understand the effect that this dis-

creteness has on the original strut model.

Steven C. Green
Department of Mathematical Sciences
University of Bath, UK
sg257@maths.bath.ac.uk
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Dept. of Mathematical Sciences
University of Bath, UK
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Giles Hunt
Dept. of Mechanical Engineering
University of Bath, UK
g.w.hunt@bath.ac.uk

CP38

The Newton-Picard Method for Navier-Stokes
Flows

We will describe two applications of numerical bifurcation
analysis with the Newton-Picard method on Navier-Stokes
flows using velocity and pressure variables. In this variable
set, the Navier-Stokes equations are a differential-algebraic
equation, so we needed to be careful when applying the
Newton-Picard method, designed for large systems of ordi-
nary differential equations. We considered 2D flow behind
a cilinder and axisymmetric flow in a combustor and used
existing simulation codes with minimal changes.

Kurt Lust
University of Groningen
Institute of Mathematics and Computing Science
k.w.a.lust@math.rug.nl

CP38

Development of Variational Lie-Poisson Integrators

We introduce three categories of variational integrators for
finite dimensional Lie-Poisson Hamiltonian systems. These
integrators are different discrete versions of the Lie-Poisson
variational principle [Cendra et al. 2003], or a modified
Lie-Poisson variational principle given here. One category
of the integrators is Lie-Poisson, and certain schemes of
the other two categories are symplectic. Two applications,
on free rigid body rotation and the dynamics of N point
vortices on a sphere, are also discussed.

Zhanhua Ma
Department of Mechanical and Aerospace Engineering
Princeton University
zma@princeton.edu

Clarence Rowley
Princeton University
Department of Mechanical and Aerospace Engineering
cwrowley@princeton.edu

CP39

Network Mechanisms of Contrast Adaptation in
Visual Cortex

The response firing rate of visual cortical neurons is usually
reduced after exposure to high-contrast stimuli. This ”con-
trast adaption” has been attributed to adaptation in the
thalamocortical input, to the intrinsic adaptation proper-
ties of visual cortical neurons, or to network mechanisms.
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Here we show that many of the features of extant data
can be explained by bifurcations in a large-scale network
model.

Louis Tao
Department of Mathematical Sciences
New Jersey Institute of Technology
tao@njit.edu

CP39

Isochronal Synchrony and Bidirectional Communi-
cation with Delay-Coupled Nonlinear Oscillators

We achieve isochronal synchrony between two mutually
delay-coupled Ikeda ring oscillators (IROs) by injecting
into each the signal from a third IRO. This isochronal
synchrony, unstable for the two oscillators alone, now en-
ables simultaneous, bidirectional communication of chaos-
masked messages. We generalize our results to larger sys-
tems of coupled oscillators and for dynamically varied drive
signals. Our Ikeda systems, models of fiber ring lasers, have
potential extension to experimental realization of bidirec-
tional communication with optical chaos.

Brian B. Zhou
California Institute of Technology
bzhou@caltech.edu

Rajarshi Roy
University of Maryland
Institute for Research in Electronics and Applied Physics
rroy@glue.umd.edu

CP40

Chaotic Behavior for An Electrostatically Actuated
Microelectromechanical Oscillator

A variety of microelectromechanical (MEM) oscillators are
governed by a version of the Mathieu equation that har-
bors both linear and cubic nonlinear time varying stiffness
terms, which typically arise from electrostatic or magnetic
excitation. We predict that chaotic behavior will occur for
such oscillators by using Melnikov’s method. Numerical
simulations and experimental results for an electrostati-
cally actuated MEM oscillator verify that chaos occurs in
certain regions of parameter space, which are consistent
with our predictions.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

Kimberly Turner, Holly Butterfield, Barry Demartini
Dept. of Mechanical Engineering
University of California-Santa Barbara
turner@engr.ucsb.edu, holly.butterfield@gmail.com, bare-
dog@umail.ucsb.edu

CP40

Quantifying the Dynamics of Tapping Mode
Atomic Force Microscopy

The nonlinear dynamics of the oscillating cantilever used
in tapping mode atomic force microscopy are studied us-
ing available lumped-mass models including adhesive, re-
pulsive, and hysteretic capillary force interactions. Using
numerical continuation techniques specialized for discon-

tinuous systems and forward time simulations we calcu-
late the bifurcation diagram and quantify the possible so-
lutions. We focus on the role of capillary forces and seek
solutions with minimal contact velocities to minimize tip-
sample interactions.

Mark Paul
Department of Mechanical Engineering
Virginia Tech
mrp@vt.edu

Nastaran Hashemi
Virginia Tech
nastaran@vt.edu

Harry Dankowicz
University of Illinois at Urbana-Champaign
danko@uiuc.edu

CP40

Complex Nonlinear Oscillations in Microelec-
tromechanical Systems

We study nonlinear dynamic properties of an electrostatis-
tically actuated micron scale beam under superharmonic
excitations using numerical simulations. Application of a
large dc bias signal can bring the beam to a nonlinear state.
Once a steady nonlinear state is reached, application of an
ac signal with specific frequency and amplitude around ac-
symmetric breaking gives rise to rich dynamical behaviors
of the beam including chaotic motion. We present several
interesting beam dynamic phenomena and their possible
applications.

Ying-Cheng Lai
Arizona State University
Department of Electrical Engineering
Ying-Cheng.Lai@asu.edu

Kwangho Park
Department of Electrical Engineering
Arizona State Univeristy
kpark@chaos21.eas.asu.edu

CP42

Counter-propagating Solitons in the Fermi-Pasta-
Ulam Lattice

It is known that the completely integrable dispersive wave
equation ut = uxxx + 6uux (KdV) resolves arbitrary ini-
tial data into multi-soliton solutions plus linear radiative
waves. It is widely conjectured that this behavior holds
for many non-integrable dispersive wave equations as well.
An important intermediate aim of this program is to under-
stand the interaction between pairs of soliton solutions for
particular non-integrable dispersive wave equations. Us-
ing recent work of Pego and Friesecke on the existence and
stability of single solitary waves in the Fermi-Pasta-Ulam
(FPU) lattice, we examine the interaction between counter-
propagating pulses in the FPU model

C. E. Wayne
Boston University
cew@math.bu.edu

Aaron Hoffman
Boston University
Department of Mathematics and Statistics
ah1@math.bu.edu
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CP42

Persistence of Travelling Waves in Nonlinear
Schrödinger Lattices

The existence of truly localised travelling solitary waves
in generalised discrete nonlinear Schrödinger lattices is in-
vestigated. Persistence from a singular translationary in-
variant limit is investigated rigorously using a Melnikov-
like method, as nonlinear terms are varied. The results
show good agreement with numerical computation using
pseudospectral methods that resolve the vanishing of the
radiation tail carefully. The results are reinforced by com-
putation of the Stokes constant in a singular limit.

Alan Champneys
University of Bristol
Dept. of Engineering Maths
a.r.champneys@bristol.ac.uk

Thomas Melvin
University of Bristol
thomas.melvin@bris.ac.uk

Dmitry Pelinovsky
McMaster University, Canada
dmpeli@math.mcmaster.ca

CP42

Non Local Effects for Trapping Dissipative Local-
ized Structures

Optical parametric oscillators are sources aimed to produce
coherent and frequency tunable light beam by nonlinear
three-wave interaction in a crystal. We demonstrate that
the combined effect of spatial inhomogeneties in the inci-
dent pump beam and convection (walk-off of the beams)
leads to the formation of trapped localized structures. An-
alytical expressions of the trapping position and the char-
acteristics of the localized structures are given. The pre-
dictions are in excellent agreement with numerical simula-
tions.

Saliya Coulibaly
Université de Lille
saliya.coulibaly@phlam.univ-lille1.fr

Majid Taki
PHLAM - Universite de Lille, France
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Eric Louvergneaux
Laboratoire PHLAM, CERLA
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CP45

Mixing And Transport In The Kelvin-Stuart Cat
Eyes Driven Flow

Transport rates for the Kelvin-Stuart Cat Eyes driven
flow are calculated using the Topological Approximation
Method (TAM) developed by Rom-Kedar. Transport rates
per iteration, and cumulative transport per iteration, are
calculated for 100 iterations for frequencies ω = 1.21971 to
ω = 3.27532 and structure indices L = 2 to L = 10. The
transport rates exhibit strong frequency dependence in the
frequency range investigated, decreasing rapidly with in-

crease in frequency.

Stephen M. Rodrigue
Xavier University of Louisiana
smrodrig@xula.edu

Elia Eschenazi
University of Sciences in Philadelphia
e.eschen@usip.edu

CP45

Topological Chaos and Fluid Mixing in Cavities
and Channels

Moving three or more stirrers around in a 2D fluid do-
main can generate chaos that cannot be removed by con-
tinuously deforming the fluid while holding the boundaries
fixed. The motions that generate this topological chaos are
determined using the Thurston–Nielsen classification the-
orem. We explore the application of topological chaos to
mixing in time-dependent 2D lid-driven cavity flow, and
we examine how these results can be extended to steady
3D channel flow.

Mark A. Stremler
Virginia Polytechnic Institute and State University
Department Engineering Science and Mechanics
mark.stremler@vt.edu

Jie Chen
Virginia Polytechnic Institute and State University
Department of Engineering Science and Mechanics
chen06@vt.edu

CP45

Resonance Induced Mixing in Microdroplets

We consider microdroplets suspended at the free surface
of a liquid substrate and mixed through chaotic advection
induced by the thermocapillary effect. We illustrate that
the mixing properties of the flow inside the droplet can
vary dramatically as a function of the physical properties
of the fluids and the imposed temperature profile. We show
that to properly characterize the mixing requires the in-
troduction of two different measures. The first measure
determines the relative volumes of the domains of chaotic
and regular streamlines. The second measure describes the
time for homogenization inside the chaotic domain. Both
measures are computed using pertubation theory in the
limit of weak temperature dependence of the surface ten-
sion coefficient at the free surface of the substrate.

Roman Grigoriev
Georgia Institute of Technology
Center for Nonlinear Science & School of Physics
roman.grigoriev@physics.gatech.edu

John Widloski, Dmitri Vainchtein
Georgia Institute of Technology
gtg709q@mail.gatech.edu, dmitri@gatech.edu

CP46

Cell’s Chaos-Like Dynamic System: The Dna-Rna-
Protein Cycle and Its Uncertainty

Author is primary developer of the first useful and usable
systems model for a cell’s DNA-RNA-Protein Cycle plus its
position in a very-preliminary systems model for Nature’s
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”Dance of Life”, and he introduced uncertainty as a factor
in cell behavior (The Scientist 19(12): 20-21). Democritus
first said, Everything existing in the universe is the fruit of
chance and necessity, and Leibniz prompted Bernoulli to
discover the ”Law of Large Numbers” by a silmilar quote.
Far too much biology, chemistry and physics must all suc-
ceed for cell behavior to be determined. Uncertainty is
due to cells nonlinear dynamic complexity with the chang-
ing initial conditions, and it interacts with its own com-
plexity. Major cell variables are random, their equations
are random, and probability and statistics are required to
handle such randomness. Systems models, the inclusion of
uncertainty in them, and serious collaboration across cul-
tures are essential components of the bridge, which is now
needed between cell biology’s diametrical cultures of clas-
sical biology (that analyzes the parts of cell behavior) and
systems biology (that synthesizes collections of cell behav-
ior’s parts).

Arnold Goodman
Collaborative Data Solutions
thegoodman@dslextreme.com

CP46

Development of a Time-Delay Model of Protein
Translation Starting from First Principles

Incorporating time delays in reduced models of gene net-
works is often essential to capture the whole range of be-
havior. From a mechanistic model for protein translation
in the form of a large system of ODE’s, we systematically
derive a reduced time-delay model by approximating the
ODE system by a linear PDE with a nonlinear, integral
boundary condition. We find quantitative agreement in
protein synthesis rates between models. Applications to
modeling synthetic gene networks are discussed.

Luis Mier-Y-Teran R
Physics & Astronomy Department
Northwestern University
l-mieryt@northwestern.edu

Vassily Hatzimanikatis
Institute of Chemical Sciences and Engineering
Ecole Polythecnique Federal de Lausanne
vassily.hatzimanikatis@epfl.ch

Mary C. Silber
Northwestern University
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CP46

Oscillations in a Self-Regulated Gene Induced by
Transcriptional Dynamics

When modeling genetic circuits, it is generally assumed
that transcription rates adapt instantaneously to the con-
centration of regulatory proteins. However, recent exper-
iments have shown the existence of transcriptional bursts
on relatively slow time scales. Revisiting the dynamics of
the gene repressed by its own protein, we find that when
gene activity is a dynamical variable, oscillations may re-
quire degradation mechanisms much less nonlinear than is
usually assumed.
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UGSF/Université de Lille 1
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CP46

Modelling of mRNA Translocation in the Nucleus

We study a model for mRNA translocation in the nucleus
from the site of synthesis to a nuclear pore where it is
exported to the cytoplasm. The free diffusion model which
has been the dominant hypothesis for quite some time is
compared to one in which non-specific binding of RNA to
the nuclear matrix is considered. The biological basis and
implications of the second model are also discussed.

Terry Tang
University of Lethbridge
terry.tang@uleth.ca

CP47

Dielectro-Kinetic Concentration of Quantum Dots

We report experimental results on dielectrokinetic concen-
tration of 10 nanometers particles performed in planar elec-
trodes titanium based micro-device. With optimized sig-
nal, we show the concentration of nanometer particles onto
the middle of the electrodes despite strong Brownian mo-
tion. The concentration process takes place in few hun-
dreds of milliseconds. This experiment is the first step for
control of nanometers particles. We discuss the advantage
of nano-concentration, present quantitative results and ex-
plain the mechanism involved.

Igor Mezic, Frederic Bottausci
University of California, Santa Barbara
mezic@engineering.ucsb.edu, freddy@engineering.ucsb.edu

Sophie Loire, Yanting Zhang
University of California Santa Barbara
sloire@engr.ucsb.edu, zhyt@engineering.ucsb.edu

CP47

Silnikov Chaos in the Semiconductor Laser Equa-
tions

The behavior of a free-running semiconductor laser is de-
scribed by a system of two first-order ODEs, while a laser
subject to injection is governed by three. The extra di-
mension accounts for the Silnikov chaos which arises as
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the device is made to lase in a neighborhood of a Silnikov
trajectory. I will present an analytical method for detect-
ing the presence of these Silnikov homoclinic orbits. This
is joint work with C. K. R. T. Jones.

Jean-Michelet Jean-Michel
The College of New Jersey
jmichel@tcnj.edu

CP47

Statistics of Polarization-Induced Outages in In-
stalled Optical Fiber Communication Systems

Recent measurements of installed fiber transmission links
show that these systems often consist of stable long fiber
sections joined by short sections, called hinges, subject to
environmental conditions. The statistics of polarization-
induced transmission penalties in such kinds of systems,
however, differ from those of traditional models, and are
not well-understood. Here we propose a hybrid analytical-
computational model to overcome this difficulty and we
use it in importance-sampled simulations to characterize
the outage statistics of multi-channel systems.

Gino Biondini
State University of New York at Buffalo
Department of Mathematics
biondini@buffalo.edu

Jinglai Li
SUNY Buffalo Math Dept
jli9@buffalo.edu

CP47

Rare Events in Dispersion-Managed Nonlinear
Lightwave Systems

The dispersion-managed nonlinear Schrödinger equation
(DMNLS) is an averaged version of NLS which models
the dynamics of light in dispersion-managed communica-
tion systems and mode-locked lasers. In both systems
performance demands require that errors be extremely
rare events (P (error) < 10−10). One can utilize the lin-
ear modes associated with DMNLS to guide importance-
sampled Monte-Carlo simulations of rare events in DM
lightwave systems, and generate pdfs accurate to very small
probabilities.

Gino Biondini
State University of New York at Buffalo
Department of Mathematics
biondini@buffalo.edu
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SAMSI
Duke University
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Jinglai Li
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CP48

Topological Permutation Entropy and Applications

Order patterns, the patterns of relations of smaller or larger
among consecutive orbit points, produce a symbolic de-
scription of a time-series or orbit which is different from

conventional symbolic dynamics, which requires an exter-
nally specified partition. Similar to entropies of symbolic
systems, permutation entropy quantifies the diversity of
order patterns a system can generate. We discuss recent
results of our investigation of topological aspects of per-
mutations, such as topological permutation entropy and
forbidden patterns. The orbits of one-dimensional deter-
ministic maps have always forbidden patterns, i.e., order
patterns that cannot occur, in contrast with random time
series, in which any order pattern eventually appears with
probability one. Interestingly enough, the existence of an
anchor forbidden pattern of a given length triggers a cas-
cading chain of ever longer forbidden patterns, the set of
which grows superexponentially with the length. Conse-
quently scaling laws of allowable order patterns is different
between deterministic and noisy systems. Also, forbidden
patterns are robust against noise, which makes possible to
see them even with high levels of noise. We will address the
possible application of order patterns to the discrimination
of deterministic and random time series, as well as other
more theoretical aspects.

Miguel Sanjuán
Universidad Rey Juan Carlos
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CP48

Online Parameter Identification in Odes and Pdes

Online parameter identification in time-dependent systems
of differential equations plays a central role in adaptive con-
trol and means to identify model parameters at the same
time as the data are collected. We present an online pa-
rameter identification method that works both for finite
and infinite-dimensional dynamical systems, e.g., both for
ODEs and PDEs. It allows for partial state observations
and does neither require a linear parameterization of the
underlying model nor data differentiation or filtering.

Philipp Kuegler
Johannes Kepler Universitaet, Linz
Austria
philipp.kuegler@jku.at

CP48

A New Method for Rigorous Numerics of Topolog-
ical Invariants of Dynamical Systems

We show how direct transporting of homology generators
in rigorous numerics of dynamical systems may be used to
substantially speed up the computation of topological in-
variants of Poincaré maps in dynamical systems such as the
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Lefschetz number and the Conley index. This is in contrast
to standard methods, wich require expensive enclosures of
long trajectories. An example of an application to the ex-
istence of chaotic dynamics in a time periodic ODE will be
presented.

Roman Srzednicki
Jagiellonian University
Department of Mathematics
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CP48

Application of Isomap in Dynamical Systems, De-
spite Non-Uniform Invariant Measure

When the attracting set is embedded in a lower dimen-
sional manifold, we will show how ISOMAP [Tenenbaum]
can be applied to reduce the dimensionality of useful mod-
els of the system. We will also show how experimental
data can be handled to meet the major convergence theo-
rem of ISOMAP. Our proofs will be for dynamical systems
with hyperbolic invariant sets, which we believe give some
insight into how the same methods can be applied more
widely.
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CP49

Resynchronization Transients in Ensemble of Phase
Oscillators

We study the transient dynamics between two ensembles
of synchronized phase oscillators after phase reseting them
in anti-phase. We study how this transient states depend
on the natural frequencies of these oscillators and their
coupling intensities. To understand the possible dynamical
mechanisims for these different transients we propose a low
dimensional reduction of the ensemble of oscillators to only
a few oscillators. This reduction also suggest other possible
dynamical phenomenon such as stochastic resonance in the
original model.

Peter A. Tass
Institute of Medicine (MEG)
Research Centre Juelich
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CP49

On Synchronization Via Dynamical Relaying

In a recent publication, Fisher et al. [Phys. Rev. Lett,
vol. 97, 123902 (2006)] described a new phenomenon in
which two distant lasers are able to synchronize with zero-
lag if a third one is added between them as a relaying
element. We have studied such a phenomenon in coupled
limit cycle oscillators, that is the Kuramoto system, and
in coupled chaotic Rossler oscillators. We have found that
the phenomenon of synchronization via dynamical relaying
can be explained by the fact that the addition of a third
element increases the number of attractors in the system,
making synchronization possible where it was not possible
in a smaller system. We have found the same phenomenon
in other types of coupling and verified that the Liapunov
exponents determine the boundary where synchronzation
is possible.

Maria De Sousa Vieira
Universidade Federal do Rio Grande do Norte
Natal, Brazil
mariav us@yahoo.com

CP49

Optimal Synchronization in Complex Clustered
Networks

Recent research has revealed that complex networks with
smaller average distance and more homogeneous degree dis-
tribution are more synchronizable. However, a complex
clustered networks is most synchronizable when the num-
ber of inter-cluster and intra-cluster links match each other
approximately. Mismatch, for instance caused by an in-
crease in the number of intra-cluster links, can suppress or
even destroy synchronization. We provide numerical evi-
dence and an analytic theory to establish the generality of
this phenomenon.

Ying-Cheng Lai
Arizona State University
Department of Electrical Engineering
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CP49

Producing Robust Synchronization by Reducing
Symmetry

It is well established that synchronous behavior in a dy-
namical system is related to its underlying symmetries.
But can symmetry considerations tell us anything about
stability or perhaps even robustness of a synchronous solu-
tion? Recent studies of fiber laser arrays and vibrations in
jet engines suggest that significant progress can be made
in this direction. We investigate these problems further
and propose a more systematic approach to produce ro-
bust output by changing system’s symmetry.

Slaven Peles
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CP50

The Dynamics and Control of Internet Attacks

The internet’s design did not anticipate malicious behavior;
as a result, it is vulnerable to the effects of “malware” like
viruses. Viewing the internet as a complex, distributed,
nonlinear adaptive system is an effective way to under-
stand the dynamics of these kinds of attacks and develop
viable defenses against them. Our strategy uses a nonlin-
ear adaptive model-reference controller to help a resource
survive attacks gracefully, and with mathematically guar-
anteed performance. It is currently deployed in commercial
webserver hardware.

James Garnett
University of Colorado
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CP50

Feedback Control of Pattern Formation

A global feedback control of pattern formation in a wide
class of systems described by the Swift-Hohenberg (SH)
equation is investigated theoretically, by means of stability
analysis and numerical simulations. Two cases are con-
sidered: (i) feedback control of the competition between
hexagon and roll patterns described by a supercritical SH
equation, and (ii) the use of feedback control to suppress
the blow-up in a system described by a subcritical SH equa-
tion. In case (i), it is shown that feedback control can
change the hexagon and roll stability regions in the param-
eter space as well as cause a transition from up- to down-
hexagons and stabilize a skewed (mixed mode) hexagonal
pattern. In case (ii), it is demonstrated that feedback con-
trol can suppress blow-up and lead to the formation of
spatially-localized patterns in the weakly nonlinear regime.
The effects of a delayed feedback are also investigated for
both cases, and it is shown that delay can induce temporal
oscillations as well as blow-up.

Liam Stanton
Northwestern University
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Department of Engineering Sciences and Applied
Mathematics
Northwestern University
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CP50

Using Safe Sets to Control Transient Chaos

We propose a method to keep the trajectories of a system
with a chaotic saddle close to this set and far from the
attractor. The method is based on the stabilization of the
trajectories on a particular set of points, the safe set. The
main advantage of this method is that trajectories remain
close to the chaotic saddle even if the control applied is
smaller than noise intensity. We show that this technique

can be applied in a variety of situations.
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CP51

Inductive Games As Influenza Models

We propose an inductive reasoning game of voluntary
yearly vaccination to establish whether or not a population
of selfish individuals could prevent influenza epidemics. We
find that epidemics are rarely prevented and discuss mar-
ket incentives that may ameliorate epidemics. Vaccinating
families increases the frequency of severe epidemics. How-
ever, a public health program requesting prepayment of
vaccinations may ameliorate influenza epidemics by chang-
ing the epidemiological dynamics through border-collision
bifurcations.

Romulus Breban, Raffaele Vardavas
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CP51

Stability Regions of Delay Systems Modeling Im-
mune Dynamics in Leukemia

We developed a model for the dynamics of T cells and
leukemia cells in patients undergoing bone marrow trans-
plant. Delay differential equations are used to account
for the delays associated with cell interactions. We ex-
amined the initial conditions leading to cures. With a sim-
plified version of the model, we analyzed the dependence of
asymptotic stability on the delays and characterized the re-
gions in delay-space that correspond to stable and unstable
solutions of the linearized system.

Doron Levy
Stanford University
dlevy@math.stanford.edu

Keqin Gu
Dept. Mechanical & Ind. Eng.
Southern Illinois Univ. Edwardsville, USA
kgu@siue.edu

Silviu Niculescu
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CP51

Improving Outbreak Predictability Of Multistrain
Diseases using Dimension Reduction

Multistrain diseases have multiple distinct coexisting
serotypes. Serotypes may interact by antibody-dependent
enhancement (ADE), in which infection with a single
serotype is asymptomatic, but contact with a second
serotype leads to greater infectivity. Using a nonlinear
model for multiple serotypes exhibiting ADE, we show the
dynamics collapses to a lower dimensional system. We ex-
plain previously observed synchrony between certain pri-
mary and secondary infectives. Deterministic and stochas-
tic versions of the analysis enable prediction of asymp-
tomatic individuals.

Ira B. Schwartz
Naval Research Laboratory
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CP51

Modeling the Granuloma Formation As An Im-
mune Response to M. Tuberculosis

Tuberculosis is a disease that is caused by the Mycobac-
terium tuberculosis (Mtb), an aerobic bacterium that in-
fects mainly alveolar macrophages. The specific immune
response to the Mtb results in the granuloma formation,
a structure built by immune cells at the site of infec-
tion. The granuloma inhibits the spread of the bacteria
in the lungs by controlling its replication. Despite all the
efforts made up to now to understand the dynamics of
the granuloma formation, the mechanisms underlying its
growth and maintenance are still unknown. Here we intro-
duce a discrete mathematical model to describe the granu-
loma formation in mice taking into account the main cells
(macrophages and T cells) involved in the immune response
to the Mtb [1], as well as the influence of the chemokines
and cytokines on the process. This model is able to re-
produce the three distinct dynamics observed in nature:
elimination, containment and dissemination of the bacte-
ria. It is also able to reproduce qualitative and quantitative
experimental results, concerning the growth of bacteria[2]
and the increase of the number of immune cells during the
process[3], obtained from experiments with mice.
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CP52

Coupling and Noise Induced Patterns in O(2) Sym-
metric Domains

The Kuramoto-Sivashinsky equation is an example of a
pattern-forming dynamical system with O(2) symmetric
domain. Integration of the pure KS equation leads to pre-
dominantly static cellular patterns. The introduction of
noise greatly increases the propensity of dynamic states,
which partially explains the generic behavior observed in
laboratory experiments. Coupling to the heat equation
induces additional dynamics. We report on simulations
and analysis of recently found dynamic patterns, including
modulated rotations, hopping, and homoclinic intermittent
states.
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CP52

Superlattice Patterns in Oscillatory Systems with
Resonant Three-Frequency Forcing

Superlattice patterns, while well-studied in Faraday waves
in viscous fluids, have found little attention in forced oscil-
latory systems. We find stable subharmonic supersquares
in the near-resonantly forced complex Ginzburg-Landau
equation. Using Floquet theory and weakly nonlinear anal-
ysis we obtain the amplitude equations for patterns com-
prised of 2, 3, or 4 modes of different orientation. Employ-
ing three forcing frequencies, we stabilize superlattices via
spatiotemporal resonances. Numerical simulations in small
and large systems confirm our analysis.
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Northwestern University
h-riecke@northwestern.edu

CP52

Late Stage Dynamics of Unstable Thin Films

Liquid films may be destabilized by either van der Waals
or gravitational forces. The late stage of the instability is
characterized by a complex interaction of droplets. Asymp-
totic and variational arguments lead to a reduced dynami-
cal system, which can exhibit behaviors ranging from coars-
ening to pattern formation. Connections to experiments
and Ostwald ripening in solids will be drawn.

Karl Glasner
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CP52

Modeling of Spatio-Temporally Driven Patterns on
Surfaces of Growing Solid Films

Spatial organization of structures takes place on growing
surfaces of thin solid films irradiated by weak, pulsed laser
beams that are made to interfere on a substrate. The pro-
posed model for morphology evolution in the presence of
weak spatio-temporal nonuniformity of the surface heating
is formulated in terms of regularized, unstable evolution-
ary PDE. The interference heating is factored in through
established dependences of the adatom diffusivity and the
surface energy anisotropy on temperature, and manifests
in space-dependent coefficients. The evolutionary PDE can
be reduced to high-order, convective Cahn-Hilliard equa-
tion in the special case of constant temperature and after
long wave length approximation and, subsequently, to the
Mullins surface diffusion equation (when growth is absent).
The proposed model allows morphological evolution studies
of faceting of two- and three-dimensional, thermodynam-
ically unstable surfaces as a function of external parame-
ters, such as the separation distance of interference fringes,
strength of interference, power intensity of radiation and
absorptivity of the surface. The model is aimed to help
understanding of the fundamental crystal growth mecha-
nisms and kinetics in the presence of spatio-temporal exter-
nal “forcing” and of the conditions impeding reproducible
growth of high quality lattices of nanostructures.

Mikhail V. Khenner
University at Buffalo, SUNY
Department of Mathematics
mkhenner@nsm.buffalo.edu

CP53

Boundary Layer Dynamics: Low-Dimensional De-
scription of Klebanoff Modes

The spanwise evolution of a generic Klebanoff mode in a
three-dimensional boundary layer attached to a flat plate
is examined. These modes are known to be induced by free
stream turbulence and correspond to three-dimensional
perturbations of the (two-dimesional) steady Blasius solu-
tion, and exhibit low-frequency and long-wavelength per-
turbations in the streamwise direction, but oscillate rapidly
in the spanwise direction. We present a low-dimensional
Galerkin description of the Klebanoff modes. The compar-
ison with results obtained through an optimization proce-
dure applied to the adjoint problem (Luchini, JFM 2000),
seems to indicate that the development of the instability
may be understood on the basis of amplitude equations
associated with the relevant Galerkin modes.

Maria Higuera
E. T. S. I. Aeronauticos
Univ. Politecnica de Madrid
maria@fmetsia.upm.es

Jose Manuel Vega
Universidad Politecnica de Madrid
vega@fmetsia.upm.es

CP53

Effective Ode Zones in a Multi-Agent System

Simulations which contain a large number of agents with
rules for agent-agent interactions may grow to a level of
complexity where it is cumbersome to extract useful in-
formation, difficult to split or agregate parts, and taxing
on computational resources. We present here an example
where a coarse graining of the system, and replacement
of individual interactions with ODEs describing dynamical
processes between effective zones, leads to a fast and useful
alternate model of the original complex system.

Poul G. Hjorth
Technical Univ of Denmark
Department of Mathematics
p.g.hjorth@mat.dtu.dk

Timothy Gould
Department of Physics, Lancaster University
t.gould@lancaster.ac.uk

Maxim Zyskin
Department of Math.,University of Bristol
m.zyskin@bristol.ac.uk

CP53

Analysis of Bifurcation and Stability of Equlibria
in Energy Conserving Low-Order Models: Volterra
Gyrostat

Starting with the pioneering work of Lorenz in 1963 great
strides have been made in the analysis of complex fluid
dynamical system. The basic idea behind this approach
is to apply Galerkin-type projection technique to a sys-
tem of partial differential equations to obtain a system of
ordinary differential equations (ODE) describing the time
evolution of a set of n Fourier amplitudes. The resulting
class of ODE has come to be known as the low-order mod-
els, LOM(n). Despite the wide spread popularity of this
approach, apparently there is no guide lines for the choice
of the order n in LOM(n) that would guarantee conserva-
tion of energy in the system. It has been observed that
lack conservation often leads to non-physical solution for
LOM(n). Gluhovsky et. al. have also shown through sev-
eral examples that energy conserving LOM(n) arising in
convection can be rewritten as a system of coupled gy-
rostats. Following this lead the present authors have de-
rived a set of sufficient conditions of LOM(n) to conserve
energy and have derived a simple algorithm to show that
every LOM satisfying these conditions can be rewritten as
a system of coupled gyrostats. Motivated by the impor-
tance and the central role played by the Volterra gyrostat,
in this paper we provided a complete picture of the stabil-
ity of equilibria of the energy conserving Volterra gyrostats
and nine of its special cases.

S. Lakshmivarahan
University of Oklahoma
varahan@ou.edu

Yunheng Wang
School of Computer Science
University of Oklahoma
ywang@gcn.ou.edu
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CP53

Equation-Free Calculation of a Phase Diagram

In this presentation we propose an equation-free method
for reproducing the phase diagram for the adsorption of
helium on graphite. We perform a dimension reduction
through our choice of a coarse variable (an order parame-
ter), which is then used to map the the effective free-energy
landscape for the solid/gaseous transition via a coarse
molecular dynamics approach. We then sketch how dynam-
ical systems techniques can be used to compute branches
of the phase diagram.

Troy R. Smith, Andrzej Banaszuk
United Technologies Research Center
smithtr@utrc.utc.com, banasza@utrc.utc.com

Yannis Kevrekidis
Princeton
yannis@princeton.edu

CP54

Generalized Quasi-Geostrophy
for Spatially Anisotropic Rotationally Constrained
Flows: Non-Hydrostatic Flows

Large-scale geophysical flows often exhibit balanced mo-
tions that reflect an underlying reduced dynamic contained
within the primitive equations. The identification of re-
duced equations that accurately capture these balanced
motions can offer dramatic theoretical and computational
advantages over the primitive equations and a greater un-
derstanding in probing large-scale flows. A classic exam-
ple is provided by the quasigeostrophic equations for ro-
tationally constrained flows where high-frequency, spatio-
temporal, inertial-gravity waves are filtered. In this talk
closed reduced equations analogous to the QGE are de-
rived in the extratropics for small Rossby numbers and
vertical scales comparable to or much larger than hori-
zontal scales. On these scales significant vertical motions
are permitted an found to couple to balanced geostrophic
dynamics. These equations are located by a systematic
exploration of different aspect ratio, Froude numbers and
bouyancy numbers. Results from numerical simulations
will also be presented.

Joseph Werne
Colorado Research Associates Division/
NorthWest Research Associates
werne@cora.nwra.com

Ralph Milliff
Colorado Research Associates Division/
NorthWest Research Associates.
milliff@cora.nwra.com
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knobloch@px1.Berkeley.EDU

CP54

Bifurcations in An Air-Filled Differentially Heated

Rotating Annulus

We discuss the bifurcations from axisymmetric to wave so-
lutions in a mathematical model of an air-filled differen-
tially heated rotating annulus. In particular, normal form
coefficients for Double Hopf and generalized Hopf (Bautin)
bifurcations are computed. We use the Navier-Stokes equa-
tions in the Boussinesq approximation to model the flow of
the air. The axisymmetric solutions and the correspond-
ing eigenvalues and eigenvectors are approximated numer-
ically from the large sparse systems that result from the
discretization of the partial differential model equations.
These results, obtained using this O(1) Prandtl number
fluid, are compared to previous studies which used fluids
with large Prandtl number.

Greg Lewis
University of Ontario IT
greg.lewis@uoit.ca

CP54

Traveling Waves in Modulated Rotating Convec-
tion

Recent experiments in rotating convection have shown that
the spatio-temporal bulk convective state with Küppers-
Lortz dynamics can be suppressed by small amplitude
modulations of the rotation rate. The resultant axisym-
metric target patterns develop into axisymmetric travel-
ing wave states as the modulation amplitude and Rayleigh
number are increased. Using fully 3D time-dependent
Navier-Stokes Boussinesq equations with physical bound-
ary conditions, we are able to numerically reproduce the
experimental results and gain physical insight into the re-
sponsible mechanism, and relate the traveling wave state
to a saddle-node-on-an-invariant-circle bifurcation.

Antonio M. Rubio
Arizona State University
antonio.rubio@asu.edu

Juan Lopez
Arizona State University
Department of Mathematics and Statistics
lopez@math.asu.edu

Francisco Marques
Univ. Polit
‘ecnica de Catalunya
Applied Physics
marques@fa.upc.edu

CP54

Motion of the N-Vortex Points in Ring Formation
on a Rotating Sphere

We study numerically the evolution of ring configuration
of the N -point vortices when it is embedded in a back-
ground flow field that initially corresponds to solid-body
rotation on a sphere. We describe how the coupling cre-
ates a mechanism by which energy is exchanged between
the ring and the background. The evolution of the ring
strongly depends on whether it rotates the same direction
or the opposite direction to that of the background solid
body rotation.

Takashi Sakajo
Hokkaido University
Department of mathematics
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MS1

Multicould Models for Tropical Convections and
Convectively Coupled Waves

Organized cloud systems in the tropics are believed to ef-
fect many tropical and extratropical weather and climate
patterns. Despite today’s super-computers, the numeri-
cal models (GCMs) used for long term weather and cli-
mate predictions poorly represent these important tropi-
cal waves. The interactions across scales between convec-
tion and large scale circulation are sub-grid effects unre-
solved on the GCM grid box, whose typical size is 100-200
km, which are poorly understood. Idealized models with a
crude vertical resolution are commonly used for both the-
oretical and numerical studies. In this talk, we present a
new generation of simplified convective parametrizations
using all the three cloud-types observed to play an impor-
tant role in tropical convection: deep convective, strati-
form, and congestus clouds.

Boualem Khouider
University of Victoria
Department of Mathematics
khouider@math.uvic.ca

Andrew J. Majda
NYU
jonjon@cims.nyu.edu

MS1

Spectra of Passive and Reactive Tracers in Ocean
Turbulent Flows

Zooplankton concentration at the ocean surface shows
more patchiness than phytoplankton concentration. This
difference is traditionally explained in terms of a longer re-
action time scale for zooplankton, that allows for a cascade
of power to very small spatial scales. Following this rea-
soning, temperature field, which varies on even longer time
scales, would be expected to have a relatively flat spec-
trum, contrary to what it is observed. The incongruence is
explained, discussing the role of diffusion.

Annalisa Bracco
WHOI. Phys. Ocean. Dept.
WHOI. Woods Hole Ocean. Inst.
abracco@whoi.edu

Claudia Pasquero
University of California, Irvine
claudia.pasquero@uci.edu
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School of Ocean Sciences, University of Wales, Bangor
osu008@bangor.ac.uk

MS1

The Multicloud Parameterization in a Next Gen-
eration GCM

We report early results concerning the multicloud param-

eterization scheme of Khouider-Majda and its coupling to
a next generation atmospheric GCM based on the spectral
element method (HOMME: High-Order Method Modeling
Environment). The latter is ran in aquaplanet mode to ex-
amine the organization of coherent convection in the sim-
plest possible setting. Hopefully, this will help understand
the role of bimodal heating in the upscale organization of
equatorial wave modes and the Madden Julian Oscillation
(MJO).

Andrew Majda
Courant Institute NYU
jonjon@cims.nyu.edu

Amik St-Cyr, Joseph Tribbia
National Center for Atmospheric Research
amik@ucar.edu, tribbia@ucar.edu

Boualem Khouider
University of Victoria
Department of Mathematics and Statistics
khouider@math.uvic.ca

MS1

An MJO Analog and Intraseasonal Variability in a
Multi-cloud Model above the Equator

In the Tropics, changes in clouds and rain on intraseasonal
timescales are dominated by the Madden-Julian Oscillation
(MJO). However, despite its extreme importance, success-
ful numerical simulation of the MJO and a theory explain-
ing its structure are still major challenges. Here, using the
recent multi-cloud model of Khouider and Majda, an MJO
analog is shown that agrees with the observational record,
captures multiscale features of the MJO, and should be
useful for predictability studies.

Andrew Majda
Courant Institute NYU
jonjon@cims.nyu.edu

Samuel Stechmann
Courant Institute of Mathematical Sciences
New York University
stechman@cims.nyu.edu

Boualem Khouider
University of Victoria
Department of Mathematics and Statistics
khouider@math.uvic.ca

MS2

Structural Inference and Hierarchical Clustering in
Complex Networks

One property of networks that has received comparatively
little attention is hierarchy, i.e., the property of having ver-
tices that cluster together into groups, which then join to
form groups of groups, and so forth, up through all lev-
els of organization in the network. Here, we give a precise
definition of hierarchical structure, give a generic model
for generating arbitrary hierarchical structure in a random
graph, and describe a statistically principled way to learn
the set of hierarchical features that most plausibly explain
a particular real-world network. By applying this approach
to two example networks, we demonstrate its advantages
for the interpretation of network data, the annotation of
graphs with edge, vertex and community properties, and
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the generation of generic null models for further hypothe-
sis testing. This is joint work with Cristopher Moore and
Mark Newman.

Aaron Clauset
Santa Fe Institute
aaronc@santafe.edu

MS2

Community Structure in Social Networks

Important questions about communities and groupings in
networks have led to a number of competing techniques for
identifying communities, structures and hierarchies. We
present here community detection results for a number
of social networks of political and economic interest, in-
cluding (time permitting) Facebook, NCAA Division I-A
college football matchups, connections in the NBA, and
Supreme Court citations. We also identify the importance
of such structures: for instance the underlying structure of
the college football network strongly influences the com-
puter rankings that contribute to the Bowl Championship
Series standings. While many structural elements in each
case are seemingly robust, we include attention to varia-
tions across identification algorithms as we investigate the
roles of such structures.

Peter J. Mucha
University of North Carolina
mucha@unc.edu

MS2

Community Structure in the United States House
of Representatives

Network theory provides a powerful tool for the repre-
sentation and analysis of complex systems of interacting
agents. In this talk, we discuss the community structure in
the United States Congress using both committee assign-
ments and legislation cosponsorship. We focus on com-
mittee assignment networks in the House of Representa-
tives (covering the years 1989–2004), in which a Represen-
tative is linked to the committees and subcommittees on
which he/she sits. Using several community-detection al-
gorithms, we reveal strong links between different commit-
tees as well as the intrinsic hierarchical structure within the
House as a whole. We show that structural changes, includ-
ing a tighter community structure, resulted from the 1994
elections, in which the Republican party earned majority
status in the House for the first time in more than forty
years. We confirm these findings using networks in the
House and Senate defined according to legislation cospon-
sorship, indicating also that the increased polarization in
Congress arose gradually rather than abruptly.

Mason A. Porter
California Institute of Technology
Department of Physics
mason@caltech.edu

MS2

Modularity: An Information-theoretic Approach

By representing a graph in terms of modules, we seek a
simplified description which preserves information about
the overall topology of the graph. This balance between
simplicity and fidelity can be formalized in the language
of coding theory, in which the task of revealing modules is
re-expressed as minimizing an information-theoretic func-

tional over all possible assignments of nodes into modules.
A benefit of this approach is that it allows us define an
order parameter — a dimensionless number between 0 and
1 — which quantifies a graph’s modularity over all scales
and over all possible numbers of modules. We apply this
to quantify the modularity of a number of social, techno-
logical, and biological origin to quantify graph modular-
ity without reference to a particular chosen partitioning or
scale.

Chris Wiggins
Dept. Applied Physics and Mathematics
Columbia University
chris.wiggins@columbia.edu

MS3

Stochasticity-induced Switching Between Collec-
tive Motion States

We study a model of self-organizing group formation which
exhibits noise induced transitions between two collective
states. This demonstrates that changes to behavioral rules
are not necessary for groups to transition between dif-
ferent collective states. We characterize the transitions
with an effective potential which is a function of a single
coarse observable. Short bursts of appropriately initialized
simulations are used to efficiently estimate the necessary
population-level quantities for this characterization.

Allison Kolpas
Department of Mathematics
University of California, Santa Barbara
allie@math.ucsb.edu

Ioannis Kevrekidis
Princeton Univeristy
yannis@arnold.princeton.edu

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

MS3

Eukaryotic Chemotaxis: How Cells Use Nonlinear
PDEs to Decide Where to Go

Eukaryotic cells are often able to detect chemical gradi-
ents and move accordingly. Unlike the case for bacteria,
these cells are large enough for the gradient detection to
rely on differential receptor binding probabilities on the
cell membrane. It is not yet understood how this input
data is processed by the cell to make the motion decision;
thus we cannot a priori predict the detection threshold,
the response kinetics and the plasticity to changing stim-
uli. This talk will focus on some recent nonlinear models
of this cellular information processing system and on ex-
periments in progress on Dictyostelium to test some of the
resulting expectations..

Herbert Levine
Department of Physics
UCSD
hlevine@ucsd.edu
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MS3

Equilibrium Configurations for a Territorial Model

We show that distinct stable equilibrium configurations co-
exist for a territorial model based on Voronoi tessellations
in a square domain, including equilibria not related by sym-
metry. The configuration that the population settles to,
the cell in which each individual ends up, and the area
that each individual controls is determined entirely by ini-
tial conditions. This suggests that an individual can obtain
a competitive advantage or disadvantage despite having
identical characteristics to other individuals.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

Ronald Votel
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Stanford University
rvotel@stanford.edu

MS3

Optimal Foraging by the Zooplankton Daphnia and
Natural Stochastic Resonance

Experiments with several species of Daphnia foraging for
food are described. They move in repeated hop-pause-turn-
hop sequences. With the experiment we observe exponen-
tial distributions of turning angles with a narrow range of
noise widths across species including adults and juveniles.
A stochastic theory and two simulations indicate that opti-
mal noise widths maximize food gathering, a process called
natural stochastic resonance. We hypothesize that the ex-
ponential distributions were selected for survival over evo-
lutionary time scales.

Frank E. Moss
Center for Neurodynamics
Univ. of Missouri - St Louis
mossf@umsl.edu

MS4

Inducing Chaos by Resonant Perturbations: The-
ory and Experiment

We propose a scheme to induce chaos in nonlinear oscilla-
tors that either are by themselves incapable of exhibiting
chaos, or are far away from parameter regions of chaotic
behaviors. Our idea is to make use of small, judiciously
chosen perturbations in the form of weak periodic signals
with time-varying frequency and phase, to drive the system
into a hierarchy of nonlinear resonant states and eventually
into chaos. We demonstrate this method by using numer-
ical examples and laboratory experiment with a Duffing-
type of electronic circuit driven by a phase-locked loop.
The phase-locked loop can track the natural frequency of
the Duffing circuit and deliver resonant perturbations to
generate robust chaos. This is joint work with A. Kandan-
gath, S. Krishnamoorthy, J. A. Gaudet, and A. P. S. de
Moura.

Ying-Cheng Lai
Arizona State University
Department of Electrical Engineering
yclai@chaos1.la.asu.edu

MS4

Efficient Chaotic Based Satellite Power Supply
Subsystem

We investigate the use of the nonlinear dynamics theory
to increase the efficiency of the power supply subsystems.
The core of a satellite power subsystem relies on its DC/DC
converter. This is a very nonlinear system that presents a
multitude of phenomena ranging from bifurcations, quasi-
periodicity, chaos, coexistence of attractors, among others.
The traditional power subsystem design techniques try to
avoid these nonlinear phenomena so that it is possible to
use linear system theory in small regions about the equi-
librium points. Here, we show that more efficiency can be
drawn from a power supply subsystem if the DC/DC con-
verter operates in regions of high nonlinearity. In special,
if it operates in a chaotic regime, we have an intrinsic sen-
sitivity that can be exploited to efficiently drive the power
subsystem over high ranges of power requests by using con-
trol of chaos techniques.

Luiz Felipe Ramos Turci
Instituto Tecnologico de Aeronautica - ITA
Brazil
felipeturci@yahoo.com.br

Elbert E. Macau
INPE - Brazilian National Institute for Space Research
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Mathematics
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MS4

Fully Connected DPLL Networks: Modeling, Sim-
ulation and Optimization

Clock-distribution is an essential feature in many engi-
neering applications as, for example, telecommunications
networks and digital integrated circuits. In the last few
decades this problem was predominantly addressed using
master-slave strategies. In this type of strategy there are
precise reference oscillators in the network called masters
and their signals are distributed in the network, other os-
cillators called slaves (PLLs) extract the time basis from
the line signals. Recently the development of wireless com-
munication networks and the increasing size of digital inte-
grated circuits and their rising operation frequencies indi-
cate the need for the use of mutually-connected networks
for the issue of clock-distribution. In this work mutually-
connected networks of PLLs are studied in order to obtain
conditions for the acquisition of a synchronous state for
the network concerning the node parameters and the con-
nection pattern of the network. Furthermore, numerical
experiments were conducted to validate analytic results.
Finally, a method is proposed, based on evolutionary al-
gorithms, for the optimization of the network parameters
considering the robustness and the ability to reject noise
in the network as objectives.

Jose Roberto Piqueira
Escola Politecnica
USP
piqueira@lac.usp.br

MS4

Recurrences to Characterise the Dynamics of Me-
chanical Systems from Short Time Series

Recurrences can be an efficient tool to characterise the dy-
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namics of mechanical systems from short time series. Small
changes can be detected and taken into consideration for
the control of the dynamics. We will show how quantifi-
cations of a simple visual representation of recurrences in
phase space give highly sentitive measures and can be very
convenient for the analysis and construction of mechanical
devices.

Marco Thiel
Department of Physics - King’s College
University of Aberdeen, UK
m.thiel@abdn.ac.uk
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MS5

Breakup of Non-symmetric Shearless Circles

We will describe the breakup of shearless circles of nontwist
maps without symmetry. We will present the application of
the renormalization group framework to this breakup sce-
nario and discuss the differences and similarities between
the breakup of symmetric and non-symmetric circles.

Philip Morrison
Physics Department
University of Texas at Austin
morrison@physics.utexas.edu

Amit Apte
Department of Mathematics
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Alex Wurm
Western New England College
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MS5

Transport in Tokamaks with Reversed Magnetic
Shear

The magnetic field line configuration in tokamaks with re-
versed magnetic shear is described by a nontwist map.The
resonant perturbations are created by a chaotic magnetic
limiter. The field line transport is much affected by the cre-
ation of invariant surfaces. Very strong perturbations are
required to destroy these barriers, and even after breaking
the transport turns out to be diffusive.

Philip Morrison
Physics Department
University of Texas at Austin
morrison@physics.utexas.edu
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MS5

Bifurcations and Twist in Volume-Preserving Map-
pings

Volume-preserving mappings are appropriate models for
the study of mixing in incompressible fluids as well as the
configurations of magnetic field lines. We study the normal
forms for such maps near their codimension-one and -two
bifurcations. The normal form near the triple-one multi-
plier is shown to be the quadratic diffeomorphism previ-
ously introduced by Lomeĺi and myself. The saddle-node-
center bifurcation gives rise to families of invariant tori
that undergo subsequent bifurcations at resonances. The
frequency map of a one-action, volume-preserving map de-
fines a curve Ω(J) in the two-dimensional frequency space.
A version of KAM theory can be applied to this system pro-
viding the curvature of Ω is nonzero. Thus one analogue
of twist in these systems in this curvature. We investi-
gate the dynamical consequences of vanishing curvature,
and explore the genericity of this phenomena in resonant
bifurcations.

James D. Meiss
University of Colorado
Dept of Applied Mathematics
jdm@boulder.colorado.edu

MS5

Renormalization and Breakup of Shearless Invari-
ant Tori - Recent Results

Area-preserving nontwist maps have been used as mod-
els for many physical systems. Of particular interest in
these maps are the so-called shearless invariant tori. At the
breakup point, shearless tori exhibit nontrivial scale invari-
ance, which has led to the development of a renormaliza-
tion group picture for nontwist maps. I will discuss recent
results of breakup studies that investigate how the choice
of winding number changes the details of the breakup.

Alexander Wurm
Department of Physical & Biological Sciences
Western New England College
awurm@wnec.edu

MS6

Transitions Between Irregular and Rhythmic Fir-
ing Patterns in a Model

Numerous experiments demonstrate increased correlations
in activity within the subthalamic nucleus and globus pal-
lidus in Parkinson’s disease. We apply dynamical systems
methods to understand transitions between irregular and
rhythmic, correlated firing in a model for the subthalam-
opallidal network of the basal ganglia. Geometric singular
perturbation theory and one-dimensional maps are used
to understand how an excitatory-inhibitory network with
fixed architecture can generate both activity patterns for
possibly different values of the intrinsic and synaptic pa-
rameters.

Choongseok Park
Department of Mathematics
The Ohio State University
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MS6

Phase Reduction Methods and Application to
Feedback-controlled Deep Brain Stimulation

We present an overview of phase reduction methods as ap-
plied to populations of neurons modeled using the typical
conductance-based formalism. We show, by numerical sim-
ulation, that the phase-reduced models compare well with
the full-dimensional models at the population level for sev-
eral types of stimulus. We also illustrate how the phase re-
sponse curve can be used to design a feedback-based desyn-
chronizing control system, a potential improvement over
current open-loop EDBS technology.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu
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MS6

Breaking the Synchrony in an Ensemble of Burst-
ing Neurons by Multisite Stimulation

We study a network of neurons including the subthalamic
nucleus (STN) and the external segment of the globus pal-
lidus (GPe). Each STN neuron excites a subset of GPe
and receives inhibition from different GPe neurons. The
inhibition for each GPe is from two nearby cells or half of
the ensemble. STN neurons form synchronized bursting
clusters. We apply various type of multi-site stimulation
to break the synchrony within a cluster.

Yixin Guo
Drexel University
Department of Mathematics
yixin@math.drexel.edu

Jonathan E. Rubin
University of Pittsburgh
Department of Mathematics
rubin@math.pitt.edu

MS6

Novel Techniques for Therapeutic Deep Brain
Stimulation: Modeling and Experimental Ap-
proaches

We study possible anti-kindling effects of the standard
high-frequency deep brain stimulation (HFDBS) and of
desynchronizing stimulation techniques like the multisite
coordinated reset stimulation (MCRS) theoretically in a
mathematical model of the subthalamic nucleus (STN).

The latter is an effective target for deep brain stimula-
tion (DBS) in patients suffering from Parkinsons disease
(PD). Depending on the structures being activated, elec-
trical pulses may have excitatory and/or inhibitory im-
pact. According to our simulation results MCRS may
achieve robust long-term anti-kindling (i.e. curative) ef-
fects, irrespectively of the ratio between excitatory and in-
hibitory impact. This means, that during MCRS the STN
unlearns its pathologic synaptic connections and reestab-
lishes a physiological level of connectivity. In contrast,
HFDBS has anti-kindling effects only if its impact is pre-
dominantly excitatory. Our results are relevant for select-
ing appropriate locations for DBS electrodes. In fact, even
with HFDBS we may expect anti-kindling effects, provided
the target is properly chosen. Our theoretical results are
discussed in the context to a recent case report on an
unusual clinical benefit in a patient with strong postu-
ral tremor due to spinocerebellar ataxia type 2 (SCA2)
(Freund, Barnikol, Nolte, Treuer, Auburger, Tass, Samii,
Sturm (2006) Subthalamic-thalamic DBS in a case with
spinocerebellar ataxia type 2 (SCA2) and severe tremor
- unusual clinical benefit, Movement Disorders, in press).
Freund and coworkers were targeting on the excitatory
cerebello-thalamic projection near the cerebellar pedun-
cles. Their choice of the target made it possible that
HFDBS activated an excitatory projection to the affected
target area. This stimulation resulted in an unusual clini-
cal benefit in terms of a pronounced restitution of function.
According to our theoretical results, this unusual clinical
benefit might be caused by an anti-kindling achieved by
excitatory HFDBS Furthermore, we show that robust long-
term changes of synaptic connectivity can be achieved even
by short-term weak desynchronizing stimuli. Intriguingly,
even short-term, weak desynchronizing stimuli, i.e. desyn-
chronizing stimuli which are not able to cause a desynchro-
nization during stimulation, may induce a robust unlearn-
ing of the mean synaptic weight, a so-called anti-kindling.
Therapeutically rewiring stimuli of that kind shift the pop-
ulation into the basin of attraction of the stable desychro-
nized state. At stimulus offset, we observe a transient re-
bound of synchrony. Our results might contribute to a
novel therapeutic stimulation strategy for the therapy of
neurological and psychiatric diseases characterized by ab-
normal synchrony and are discussed in the context of re-
cent experimental results obtained with our desynchroniz-
ing deep brain stimulation techniques.

Christian Hauptmann
Research Center Juelich
Institute of Medicine
c.hauptmann@fz-juelich.de

Peter A. Tass
Institute of Medicine (MEG)
Research Centre Juelich
p.tass@fz-juelich.de

MS7

Bifurcation Phenomena in the Flow Through a
Sudden Expansion in a Pipe

Flows through a pipe with a sudden expansion are of both
fundamental and practical interest. At low Reynolds num-
bers the flows are axisymmetric, but at higher Reynolds
numbers the axisymmetry can be broken giving rise to non-
axisymmtric flows. The talk will report progress in under-
standing this phenomena using methods from numerical
bifurcation theory combined with a posteriori error esti-
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mation and adaptive meshing techniques.

K. Andrew Cliffe
School of Mathematical Sciences
University of Nottingham
andrew.cliffe@nottingham.ac.uk

MS7

General-Purpose Algorithms for Large-Scale Time-
Periodic Flow Problems

A general-purpose periodic orbit tracking capability is be-
ing developed in Sandia’s Trilinos framework. We use fi-
nite difference discretizations of the time domain and use
a Newton’s method to solve the entire space-time prob-
lem. Parallelism over the space and time domains is im-
plemented, and different preconditioning strategies are in-
vestigated. For 3D Navier-Stokes applications, this for-
mulation is for a ”steady” problem in four dimensions, so
existing continuation and stability analysis capabilities can
be used.

Andrew Salinger
Applied Computational Methods Dept, Sandia National
Labs
agsalin@sandia.gov

MS7

Newton-Krylov Continuation of Periodic Orbits in
Large-scale Dissipative Systems

We present numerical algorithms for the continuation of
periodic orbits of high-dimensional dissipative dynamical
systems, and for analyzing their stability. They are based
on shooting, Newton-Krylov and Arnoldi methods. Two
non-trivial fluid dynamics problems, which after discretiza-
tion give rise to systems of dimension O(104), have been
used as tests. The efficiency of the algorithms, which allow
the unfolding of complex bifurcation diagrams of periodic
orbits, makes them suitable for large-scale nonlinear dis-
sipative partial differential equations. (With Marta Net,
Bosco Garca-Archilla, Carles Sim)

Juan Sanchez Umbria, Marta Net
Departament Fsica Aplicada
Universitat Politècnica de Catalunya
sanchez@fa.upc.edu, marta@fa.upc.edu

MS7

Matrix-free Bifurcation Analysis of the Navier-
Stokes Equations

The spatially discretized 3D Navier-Stokes equation can
have millions of degrees of freedom. The stumbling block
for bifurcation analysis is linear algebra: algorithms require
inversion and/or diagonalization of the Jacobian. The im-
plicit inversion of the diffusive operators already in time-
stepping codes provides a powerful preconditioner for iter-
ative matrix-free methods. Thus, time-stepping codes can
be easily modifed to calculate steady states via Newton’s
method and leading eigenvalues via Arnoldi’s method.

Laurette S. Tuckerman
PMMH-ESPCI
laurette@pmmh.espci.fr

MS8

Variational Assimilation of Lagrangian Data in

Oceanography

Within the framework of the Global Ocean Data Assimila-
tion Experiment, an increasing amount of data is available.
A crucial issue for oceanographers is to exploit at best these
observations, in order to improve models, climatology, fore-
casts, etc. A new type of data is now available: positions
of floats drifting at depth in the ocean. Unlike other data,
mainly Eulerian, these ones are Lagrangian. I will present
methods and results about variational assimilation of La-
grangian data.

Malle Nodet
Université Joseph Fourier - CNRS
Laboratoire de Modélisation et de Calcul
Maelle.Nodet@imag.fr

MS8

Sampling the Posterior for Partially Observed Dy-
namics

We study data assimilation from the Bayesian statistical
perspective. The posterior distribution for the state of the
system contains all the information that can be extracted
from a given realization of observations and the model dy-
namics. We discuss the structure of the posterior for an
application in Lagrangian data assimilation, and compare
the performance of various methods designed to sample
from it. This is a joint work with Amit Apte and Chris
Jones.

Andrew M. Stuart
University of Warwick
stuart@maths.warwick.ac.uk

MS8

Assessing Predictability of the Atmospheric Global
Circulation

Unlike for a low-dimensional system, the initial conditions
for an atmospheric model cannot be determined by direct
measurements. Instead, the initial conditions are obtained
through combining a short term forecast and the latest ob-
servations. Thus model dynamics is (1) partly responsible
for the uncertainties in the initial conditions and (2) fully
responsible for determining the later evolution of the initial
uncertainties. We investigate this dual role of the model
dynamics in atmospheric predictability.

Istvan Szunyogh
University of Maryland
szunyogh@ipst.umd.edu

MS8

Hierarchical Physical/Statistical Models for Retro-
spective

The Bayesian paradigm has long been recognized as a co-
herent probabilistic approach for combining information,
and thus is an appropriate framework for data assimilation.
Relatively recent computational advancements in Bayesian
statistics have led to increased use of hierarchical models
for complicated problems. Such models are ideal for retro-
spective analysis where there is significant uncertainty in
the data, process and parameters that control the model.
We illustrate this approach on ecological data related to
the spread of an invasive species.

Chris Wikle
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University of Missouri
Department of Statistics
wiklec@missouri.edu

MS9

Propagation and Quenching in Porous Media Com-
bustion

Gaseous detonation is a phenomenon with very compli-
cated dynamics which has been studied extensively by
physicists, mathematicians and engineers for many years.
Despite many efforts the problem is far from complete res-
olution. Recently Sivshinsky and his collaborators pro-
posed the theory of subsonic detonation that occurs in hy-
draulically resistant porous media. This theory provides a
model which is realistic, rich and suitable for a mathemati-
cal study. In particular, the model is capable of describing
the transition from a slowly propagating deflagration wave
to the fast detonation wave. This phenomena is known as a
deflagration to detonation transition and is one of the most
challenging issues in combustion theory. I will present some
recent mathematical results concerning traveling front so-
lutions arising in the context of the model. In particular,
it will be shown that under very general assumptions the
model admits traveling wave solutions. Moreover, these so-
lutions unique in a presence of small but finite thermal dif-
fusivity. This result strongly suggests that transition from
deflagration to detonation is unavoidable unless quench-
ing occurs. Some results on quenching, propagation limits
of the combustion fronts and initiation of detonation in
porous media will also be discussed. In particular, it will
be shown that initiation of detonation can be formulated
as a blow up problem.

Peter Gordon
New Jersey Institute of Technology
peterg@oak.njit.edu

MS9

Traveling Waves in Boussinesq Systems of Reactive
Flow

We consider the Navier-Stokes-Boussinesq system for a re-
active flow, in a slanted (that is, not aligned with gravity’s
direction) cylinder of any dimension. We study the exis-
tence of a non-planar traveling wave solution, propagating
with constant speed and satisfyinh the Dirichlet boundary
condition in the velocity and the Neumann condition in the
temperature.

Marta Lewicka
University of Minnesota
lewicka@math.umn.edu

MS9

Collision Dynamics in Heterogeneous Dissipative
Media

Particle-like (spatially localized) dissipative patterns arise
in many fields such as chemical reaction, gas-discharge sys-
tem, liquid crystal, binary convection, and morphogen-
esis. We discuss about the dynamics of moving parti-
cles in heterogeneous media, especially for the three types
of heterogeneities: jump, bump, and periodic media re-
spectively. Model systems include the Gray-Soctt model
and a three-component reaction diffusion system of one-
activator-two-inhibitor type. We focus on the following
issues:(a) heterogeneity-induced defect-structure created

around the jump point, (b) collision dynamics between par-
ticles and defects, (c) unstable objects called scattors which
sort out the destinations of orbits after collision. When
traveling objects like pulses or spots encounter defects cre-
ated by heterogeneities, a variety of outputs are produced
such as annihilation, rebound, splitting, and relaxing to
an ordered pattern. It turns out that there is a class of
unstable patterns called scattors which play a role of sep-
arator whose unstable manifolds guide the orbits to their
destinations.

Yasumasa Nishiura
RIES, Hokkaido University
Japan
nishiura@aurora.es.hokudai.ac.jp

MS9

Boundary Layers and KPP Fronts in a Cellular
Flow

The objective of this talk is to describe how fluid cellu-
lar flows with large intensity affect front propagation. We
consider propagation of premixed flames with unit Lewis
number in incompressible flows with asymptotically large
intensity. The speed-up of flame-fronts and their structure
will be determined.

Alexei Novikov
Penn State University
Mathematics
anovikov@math.psu.edu

MS10

Nonsmooth Systems: Challenges and Unsolved
Problems

This talk will summarise the results of a Workshop on Non-
smooth Complex Systems held at the Centre de Recerca
Matematica, Barcelona, Spain from January to March
2007. The Workshop brought together the key active work-
ers to focus on quite specific challenges in a series of linked
themes that cover the field. The 5 thematic areas were The-
oretical Analysis, Bifurcations, Numerical Analysis, Con-
trol and Applications to Biology and Electronics

John Hogan
Bristol Centre for Applied Nonlinear Mathematics
Department of Engineering Mathematics, University of
Bristol
s.j.hogan@bristol.ac.uk

MS10

Local and Global Issues in Continuous Piecewise
Linear Systems

The stability of semi-homogeneous systems (the simplest
structure formed by matching continuously two linear sys-
tems through a hyperplane containing the origin) is com-
pletely solved only for the planar case. Also, the problem of
unfolding degeneracies is still a challenge for the analogue
to the Bogdanov-Takens bifurcation: similar bi-parametric
bifurcation sets are predicted but no explicit local infor-
mation about the non-trivial emanating curves has been
obtained yet.

Enrique Ponce
Departamento de Matemática Aplicada
Escuela Técnica Superior de Ingenieros, Seville, Spain
eponcem@us.es
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MS10

Co-dimension 2 and 3 Discontinuity Induced Bifur-
cations Revisited

We investigate scalar piecewise-linear maps with a discon-
tinuous system function, originating from the field of power
electronics. The parameter space of these systems is orga-
nized by a few discontinuity induced bifurcations of co-
dimension two and three, where an infinite number of dif-
ferent periodic dynamics emerge (big bang bifurcations).
Depending on the stability of these periodic orbits the big
bang bifurcations generate different bifurcation structures
in the areas of periodic and chaotic dynamics. Unfold-
ing these bifurcations, several one- and two- parametric
bifurcation phenomena, observed in experiments and sim-
ulations are explained.

Michael Schanz
Institute of Parallel and Distributed Systems (IPVS)
University of Stuttgart
Michael.Schanz@informatik.uni-stuttgart.de

MS10

Structural Stability of Piecewise Smooth Systems

Filippov has developed a theory of dynamical systems that
are governed by piecewise smooth vector fields. In this talk,
I focus on some of its global and generic aspects. I will
discuss a generic structural stability theorem for Filippov
systems on surfaces, which is a natural generalization of
the classical result of Peixoto. I will show that the generic
Filippov system can be obtained from a smooth system by
a process called pinching.

Slobodan Simic
Department of Mathematics
San José State University, USA
simic@math.sjsu.edu

MS11

Discovering Dominant Dynamical Structures in
Hyperbolic Systems and Ocean Circulation

Eigenfunctions of the Perron-Frobenius operator corre-
sponding to large subunit eigenvalues have been shown to
describe “almost-invariant” dynamics for expanding maps.
We extend these ideas to hyperbolic maps: a new procedure
called “unwrapping” clearly reveals the geometric struc-
tures associated with almost-invariant and almost-periodic
dynamics. We also describe recent work (with Kathrin
Padberg) to locate coherent structures in the Southern
Ocean via transfer operator methods. Experiments on
state-of-the-art ocean model output demonstrate a signifi-
cant improvement over existing methods.

Gary Froyland
University of New South Wales
g.froyland@unsw.edu.au

MS11

Meshfree Numerics for Transfer Operators

We propose a new approach to the discretization of trans-
fer operators. In contrast to classical methods which are
based on choosing a fixed finite dimensional subspace of the
underlying function space, this approach uses ideas from
meshfree methods for partial differential equations in or-
der to approximate the action of the operator. We show
how to compute eigenvalues and eigenfunctions of inter-

est and compare our approach to the classical ”method of
Ulam” on the basis of several numerical examples.

Oliver Junge, Péter Koltai
Center for Mathematics
Munich University of Technology, Germany
junge@ma.tum.de, koltai@ma.tum.de

MS11

Transfer Operator Methods in Control of Commu-
nication Networks

This talk is concerned with transfer operator based meth-
ods for analysis and control of non-equilibirum dynam-
ics in communication networks such as Internet. Using
finite-dimensional representation of transfer operators, we
discuss identification, bifurcation analysis, optimal control
synthesis and its implementation in a realistic network sim-
ulator environment ns2. The results provide first such the-
oretical justification for certain control algorithms used in
communication networks. The network simulations exhibit
satisfactory performance under controlled but persistently
non-equilibrium and chaotic behavior.

Prashant G. Mehta
Department of Mechanical and Industrial Engineering
University of Illinois at Urbana Champaign
mehtapg@uiuc.edu

Tansu Alpcan
Deutsche Telekom Laboratories
tansu.alpcan@telekom.de

MS11

Approximation of Coherent Structures with Appli-
cations in Nonautonomous Dynamical Systems

Understanding transport processes plays an important role
in the analysis of dynamical models of natural phenomena.
We will introduce a transfer operator approach for the ap-
proximation of coherent structures in nonautonomous dy-
namical systems and illustrate our techniques by several
relevant applications; in particular, we analyse transport in
the Southern Ocean. In addition we compare our approach
to other concepts such as finite-time Lyapunov exponents.
This is joint work with Gary Froyland.

Kathrin Padberg
University of Paderborn, Germany
padberg@math.uni-paderborn.de

MS12

Finite Time Characteristics of Organized Struc-
tures in Wall-bounded Turbulence: Robust Stabil-
ity and Control

An overview of the ongoing work in our group to under-
stand, predict and feedback control of wall-bounded tur-
bulent flows will be presented. It will be shown that flow
stability is more of a question of robust stability than that
of nominal stability. A framework of robust flow stability
theory will be formulated with a particular focus on time-
varying disturbances and transient flow behavior. This new
theory provides systematic answers to the ubiquity of or-
ganized structures in transition to turbulence, among oth-
ers. Numerical computations done on Couette flow using
spectral methods and global optical DPIV measurements
in boundary layer transition will be presented. Illustra-
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tive examples, involving chaotic attractors and solitons, of
active control of complex flows will be presented.

Kumar M. Bobba
University of Massachusetts
Mechanical and Industrial Engineering
bobba@ecs.umass.edu

MS12

Locating Periodic and Relative Periodic Orbits in
High Dimensional Flows

In this talk I will present a comparative study of various
methods for locating periodic and relative periodic orbits in
high-dimensional systems representing discretised PDE’s.

Ruslan L. Davidchack
University of Leicester
rld8@mcs.le.ac.uk

MS12

An Experimental Study of the Dynamical Organi-
zation of Turbulence in Pipe Flow

We here present results of an experimental investigation
into the role of travelling wave transients in turbulent pipe
flow. Turbulent flows in the range of 2000¡Re¡4500 are in-
vestigated and different criteria are employed to identify
travelling wave transients. We investigate azimuthal sym-
metries as well as axial periodicty and the dynamics of low
speed streaks. Furhermore we provide evidence that tur-
bulence has a finite lifetime and that the dynamics evolve
around a chaotic saddle in phase space.

Wilco Tax, Jerry Westerweel
Delft University of Technology
w.c.tax@tudelft.nl, jerry@dutw1479.wbmt.tudelft.nl

Bjorn Hof
University of Manchester
bjorn@reynolds.ph.man.ac.uk

MS12

Approach by Unstable Periodic Orbits to the Prob-
lem of Turbulence

In this talk, recently found unstable time-periodic solu-
tions to the incompressible Navier-Stokes equation are re-
viewed to discuss their relevance to near-wall turbulence
and isotropic turbulence. Spatio-temporal structures of
the periodic solutions in plane Couette and high-symmetric
flow are investigated to characterize the dynamics of co-
herent structures observed in the regeneration process of
buffer-layer turbulence and in the energy cascade.

Genta Kawahara
Department of Mechanical Science and Bioengineering
Osaka University
kawahara@me.es.osaka-u.ac.jp

MS12

Laminar, Turbulent and Coherent Flows

Almost everyone knows that fluid flows come in two kinds:
laminar and turbulent. Turbulence is typically viewed as
a disordered state of matter that requires a statistical de-
scription of the ‘small scales’ and their effect on the ‘large
scales’. But observations show that turbulent flows are

full of multi-scale coherent structures. An effort to de-
velop a mathematical theory of these structures in shear
flows has led to the discovery of a multitude of exact co-
herent states – steady states, traveling waves, periodic and
relative-periodic solutions of the Navier-Stokes equations–
in addition to the laminar and turbulent states. All of these
coherent states are three-dimensional and unstable. They
come in pairs, upper and lower branches, through saddle-
node bifurcations at relatively low Reynolds numbers. The
upper branch states are directly connected with turbulent
flows, indeed they appear to form the ‘skeleton’ of turbu-
lent flows. The lower branch states are closer to the lami-
nar flow but they never bifurcate from the laminar flow, not
even at infinity. The lower branch states form the back-
bone of the phase space boundary between laminar and
turbulent flows and are therefore directly connected with
the question of transition to turbulence. The lower branch
solutions have a relatively simple but non-trivial singular
asymptotic structure and they may be ideal targets for the
control of turbulence.

Fabian Waleffe
Mathematics
University of Wisconsin
waleffe@math.wisc.edu

MS13

Dynamics of Coupled Qualitatively Different Oscil-
lators: Aging and Clustering

Any real coupled-oscillator system, whether organic or in-
organic, cannot be free from deterioration due to various
causes such as accidental events and aging, whereby some
elements of the system should get inactivated to lose their
self-oscillatory nature. Motivated by this, we discuss the
effect of increasing the ratio of inactive elements for some
mathematical models of coupled oscillators. This prob-
lem may be important, for example, in understanding the
robustness of diverse rhythmic activities of biological sys-
tems.

Hiroaki Daido
Department of Mathematical Sciences
Osaka Prefecture University
daido@ms.osakafu-u.ac.jp

MS13

Sequential Desynchronization of Clusters in Neural
Networks with Partial Post-Spike Response

The response of a biological neuron to incoming signals
strongly depends on whether or not it has just emitted a
spike. Here we propose an analytically tractable network
model of coupled neurons with partial post-spike response,
that bridges between total charge conservation and total
charge loss considered in previous models. For convex rise
functions we find a sequence of desynchronization transi-
tions between sets of admissable cluster states that is con-
trolled by the strength of the post-spike response.

Theo Geisel
Max-Planck-Institute for Dynamics and Self-Organization
University of Goettingen
geisel@nld.ds.mpg.de

Christoph Kirst, Marc Timme
Max-Planck-Institute for Dynamics and Self-Organization
christoph@ds.mpg.de, timme@ds.mpg.de
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MS13

Chaos in Populations of Phase Oscillators

The dynamics of weakly interacting periodic self-sustained
oscillators is successfully captured considering only the
phases (and neglecting the amplitudes). The degrees of
freedom associated to the phase coordinates may sustain
(phase) chaos. In this contribution we study phase chaos
in, both globally and locally coupled, phase oscillators.
The disposition of the natural frequencies (say symmetry-
related or random), determines the statistics of the Lya-
punov exponents and the dissipation.

Diego Pazo

Instituto de Fisica de Cantabria, IFCA (CSIC-UC)
pazo@ifca.unican.es

Antonio Politi
Instutute of complex systems
antonio.politi@isc.cnr.it

MS13

An Exact Analysis of the Stability Properties of
Pulse Coupled Oscillators

Stability of splay states is often analyzed through a mean
field approach. We develop a method that allows analysing
globally coupled rotators (including LIF neurons). The
stability depends nontrivially on excitatory/inhibitory cou-
pling properties. We also find that the thermodynamic and
zero-pulsewith limits do not commute. This means that the
ratio between pulsewidth and interspike interval is a cru-
cial parameter. We can predict when and why the mean
field approach fails.

Antonio Politi
Instutute of complex systems
antonio.politi@isc.cnr.it

Alessandro Torcini
CNR - Istituto dei Sistemi Complessi
alessandro.torcini@isc.cnr.it

Ruediger Zillmer
Istituto Nazinale di Fisica Nucleare
zillmer@fi.infn.it

MS13

Self-organized Quasiperiodicity in Oscillator En-
sembles with Global Nonlinear Coupling

We describe analytically and numerically a transition from
fully synchronous periodic oscillations to partially syn-
chronous quasiperiodic dynamics in ensembles of identical
oscillators with all-to-all coupling that nonlinearly depends
on generalized order parameters. We present a solvable
model that predicts a regime where mean field does not
entrain individual oscillators, but has a frequency incom-
mensurate to theirs. The onset of quasiperiodicity arises
in a self-organized manner and is illustrated with Landau-
Stuart oscillators and a Josephson junctions.

Arkady Pikovsky
Department of Physics
University of Potsdam, Germany
pikovsky@stat.physik.uni-potsdam.de

Michael Rosenblum

Potsdam University
Department of Physics
mros@uni-potsdam.de

MS13

Synchronization Regimes in a Large-scale Model of
Cortical Network

Genesis of oscillations and synchronization mechanisms
leading to formation of complex patterns of spatio-
temporal activity in cortical networks are studied using
large scale network models implemented with map-based
models of neurons. The network models consist of two
layers of cells representing regular-spiking pyramidal neu-
rons and fast spiking inhibitory interneurons. For different
connectivity patterns among the neurons, we explore the
behavior of the network as a function of synaptic coupling
strength and intrinsic excitability.

Nikolai Rulkov
Univ of California / San Diego
Inst for Nonlinear Science
nrulkov@ucsd.edu

Maxim Bazhenov
Salk Institute for Biological Studies
bazhenov@salk.edu

MS14

Inferring Effective Connectivity from Spiking Neu-
rons Recorded from 512 Electrodes

The anatomy of the neocortex indicates that each pyra-
midal neuron makes and receives 1,000 to 10,000 synaptic
connections. This suggests that information flows ”demo-
cratically” in roughly equal proportions through each neu-
ron. We use cortical slice cultures and a 512 electrode array
to probe the effective connectivity of cortical networks. We
show that information flow is distributed in a highly uneven
manner, with some neurons acting as hubs, in contrast to
the picture provided by anatomy.

John M. Beggs
Indiana University
Dept. of Physics
jmbeggs@indiana.edu

MS14

Cortical Dynamics in the Computation of Self-
referenced Position in the Rat Vibrissa System

We recorded the spiking output of neurons in primary so-
matosensory cortex of rats as they performed an active
touch task with their vibrissa. Our results demonstrate
that spike rates are contingent on both vibrissa position
and touch. These data reveal a cortical representation of
object location in self-referenced coordinates. Mechanisms
for this representation and the subsequent involvement of
sensorimotor feedback will be discussed. Sponsored by
HFSP, NINDS,& NSF/IGERT.

David Kleinfeld
Physics
University of California at San Diego
dk@physics.ucsd.edu

Daniel Hill, John Curtis
University of California at San Diego
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hill@ucsd.edu, jcurtis@ucsd.edu

MS14

Modulating Cortical Network Activity

Modulatory neurotransmitters activate second messenger
signaling cascades which can operate on time scales or-
ders of magnitude slower than traditional ionotropic neu-
rostransmitters. Modulatory neurotransmitters may there-
fore play a role in allowing cortical neuronal ensembles
to maintain patterns or transition between activity states.
We show how we can combine network imaging with elec-
trophysiology using the cortical brain slice preparation to
probe how different neuromodulatory environments affect
network and single cell behavior.

Chris Fall
Department of Anatomy and Cell Biology
University of Illinois at Chicago
fall@uic.edu

MS14

Combining Stimulus and Spike-history Models to
Estimate Neuronal Network Connectivity

We demonstrate that one can estimate the connectivity
within neuronal networks using models that capture two
classes of influences on a neuron’s spiking probability: ex-
ternal stimuli and a neuron’s own spiking history. By mod-
eling one or both influences, one can detect the presence of
causal connections among neurons by analyzing the spike
time measurements of simultaneously recorded neurons.
This analysis is designed specifically to control for effects
from neurons that remain unmeasured (such as common
input from unmeasured neurons). We contrast the advan-
tages and limitations of both classes of models.

Duane Nykamp
University of Minnesota
School of Mathematics
nykamp@math.umn.edu

MS14

Coding and Causality in Cortex

The locust olfactory cortex responds to different stimuli
in different ways – namely, distinct odors generate repro-
ducibly distinct activity profiles within the insect’s olfac-
tory bulb. I will present a new way to examine the coding
properties of such a system. I will illustrate several features
of this new method and their implications for synchrony,
oscillation and ensemble coding.

Aaditya Rangan
Courant Institute of Mathematical Sciences
New York University
rangan@cims.nyu.edu

MS14

Low-dimensional Characterization of Neural Activ-
ity in Large Simulations

Obtaining dynamical information from simulations of thou-
sands of coupled neurons is a challenging task. The huge
amount of data generated by such simulations can easily
overwhelm the investigator’s ability to recognize consistent
behavior in the network. In this talk, we present methods
for the multivariate analysis of large simulated datasets

that provide a low-dimensional characterization of network
activity. We discuss results from the application of our
methods to extract low-dimensional dynamics of orienta-
tion tuning in a large network model of mammalian visual
cortex.

Andrew Sornborger
University of Georgia
Dept. of Mathematics
ats@math.uga.edu

Louis Tao
New Jersey Institute of Technology
tao@oak.njit.edu

MS15

Identifying a Transmitter by its Output

In many military applications, it is necessary to uniquely
identify the origin of a signal (such as a radar signal) based
only on the characteristics of the signal. Traditionally, lin-
ear signal analysis methods have been used. Considering
the power amplifier in the radar transmitter as a driven
nonlinear system, I am able to apply concepts from non-
linear dynamics to identify the transmitter. This emitter
identification may be expanded to other types of signals,
such as communications signals.

Thomas L. Carroll
Naval Reseach Laboratory
carroll@anvil.nrl.navy.mil

MS15

Conventional and Unconventional Uses of Chaotic
Signals in Radar and Sonar

The use of chaotic signals in radar and active as direct re-
placements for conventional types will be examined using
standard models. Target, medium and hardware behaviour
all play a part. Next the scope for performance improve-
ment using the properties of non-linear dynamical systems
will be assessed. Results on resonance detection will be
referred to and the relevance of the positive findings in the
use of chaotic excitation in structural health monitoring
will be covered.

Alan Fenwick
QinetiQ
UPS
ajfenwick@qinetiq.com

MS15

Epileptic Seizure Analysis with Synchronization
and Recurrence Statistics

Epileptic seizures often contain stereotypic electrical ac-
tivity consisting of patterns that are repeated in a quasi-
periodic manner. Common examples include spike trains,
repetitive spike-slow-wave patterns, or intervals during
which the signal appears to be filtered to a very narrow
band. We introduce a simple model that displays this type
of activity and suggest signal processing strategies based
on synchronization and recurrence statistics in order to
detect and quantify this type of behavior. To evaluate
our methods, we develop a set of test segments that in-
corporate the identified rhythmicity features, and present
results of applying our measures to these test segments.
We then analyze segments of intercranial brain wave data
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containing seizures, and present typical examples. Finally,
we discuss the relationship between our methods and ex-
isting techniques for analyzing deterministic signals, and
discuss the limitations of extrapolating our results to the
issue of whether chaos is present in brain signals.

Ivan Osorio
University of Kansas
Flint Hills Scientific, L.L.C.
iosorio@kumc.edu

Mark Frei
Flint Hills Scientific
frei@fhs.lawrence.ks.us

Ying-Cheng Lai
Arizona State University
Department of Electrical Engineering
yclai@chaos1.la.asu.edu

Mary Ann F. Harrison
WVHTC Foundation
mharrison@wvhtf.org

MS15

Application of Information Theory Methods to
Food Web Reconstruction

In this work we use information theory and nonlinear sig-
nal processing techniques on time series of abundances to
determine the topology of an unknown (at the time of the
analysis) food web. We show the nonlinear techniques iden-
tify the food web interactions as well as or better than a
conventional parametric analysis. The results using nonlin-
ear techniques are robust to time series lengths of 300-400
points. This approaches time series lengths of ecological
data available from real systems.

Linda Moniz
Trinity College
Washington DC
lindamo@comcast.net

James Nichols
U.S. Geological Survey
jim nichols@usgs.gov

Evan Cooch
Cornell University
Department of Natural Resources
evan.cooch@cornell.edu

Stephen P. Ellner
Cornell University
Dept. of Ecology and evolutionary Biology
spe2@cornell.edu

Jonathan Nichols
Naval Research Lab
Code 5673
pele@ccs.nrl.navy.mil

MS15

Detecting Damage in a Composite Beam - Steel
Lap Joint Structure using Chaotic Forcing and
Time Series Attractor Statistics

We examined strain time series from a composite beam vi-

brated using broad-band chaotic signals. The system was
damaged by de-torque the bolts in the beam’s joint. Data
was analyzed by reconstructing the attractor of the sys-
tem using an ”undamaged” baseline. We calculated various
statistics between the baseline and the de-torqued attrac-
tors of the various damage levels. We show what functional
relationships exist between the attractors and how those
are related to damage levels.

Jon Nichols
Naval Research Lab
Washington, DC, USA
pele@ccs.nrl.navy.mil

Louis M. Pecora, Steve Trickey
Naval Research Lab
pecora@anvil.nrl.navy.mil, trickey@nrl.navy.mil

MS15

Chaotic Signal Detection and Estimation Based on
Attractor Sets: Applications to Secure Communi-
cations

We consider the problem of detection and estimation of
chaotic signals in the presence of noise. We demonstrate a
method for signal detection and estimation using a chaotic
systems phase-space attractor, which, in the lack of closed
form representations, can be approximated using sampled
data. The method does not depend on knowledge of the
systems initial conditions, nor on the synchronization of
two separate systems. An application to physical layer se-
cure digital communications is demonstrated.

Gustavo K. Rohde, Jonathan Nichols, Frank Bucholtz
Naval Research Laboratory
gustavo.rohde@gmail.com, jonathan.nichols@nrl.navy.mil,
frank.bucholtz@nrl.navy.mil

MS16

Invariant Manifolds of Spikes

Many singularly perturbed nonlinear elliptic equations
have spike-like stationary solutions. These can be found
through various methods, including Lyapunov-Schmidt
schemes that, in the neighborhood of a proposed spike so-
lution, decompose the operator equation into one that is
restricted to a ”normal subspace” and one in a ”tangen-
tial subspace”. Here, these subspaces correspond to eigen-
states of the operator, linearized at an approximate spike
solution, and where ”tangential” means ”corresponding to
eigenvalues near zero”, and ”normal” means ”complemen-
tary”. In this talk I will describe a more global decom-
position in which the ”tangential subspace” is replaced by
a finite-dimensional manifold of spike-like states and this
manifold is invariant with respect to the corresponding
nonlinear parabolic equation and also normally hyperbolic.
The stationary spike-like states lie on this manifold.

Peter Bates
Michigan State University
Department of Mathematics
bates@math.msu.edu

MS16

Front Propagation in Compressible Fluids

We discuss our most recent results in the stability of viscous
compressible fronts in 1-D fluid dynamical models such as
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those from gas dynamics, combustion, and phase propaga-
tion. We specifically examine the isentropic Navier-Stokes
equations, Majda’s model for a reactive gas, and Slemrod’s
model for gas dynamics with capillarity.

Jeff Humpherys
Department of Mathematics
Brigham Young University
jeffh@math.byu.edu

MS16

Stability of Steady States in Multi-dimensions and
the Maslov Index

For scalar reaction-diffusion equations in one space dimen-
sion, the stability of equilibria, and traveling waves can be
determined by Sturm-Liouville theory. The Morse Index
Theorem for geodesics on a Riemannian manifold can be
viewed as a generalization of Sturm-Liouville theory to sys-
tems of equations, but still in one space dimension. This
can also be applied to systems of PDEs that arise in appli-
cations if they have a certain gradient structure. The ques-
tion addressed will concern how to extend these dynamical
systems based ideas to multi-dimensional domains.

Christopher Jones
University of North Carolina
Department of Mathematics
ckrtj@email.unc.edu

MS16

Discussion

Discussion period.

Kening Lu
Brigham Young University
klu@math.byu.edu

Peter Bates
Michigan State University
Department of Mathematics
bates@math.msu.edu

MS16

Strange Attractors for PDE’s

In this talk, I will report a recent joint work with Don Wang
and Lai-Sang Young on the existence of strange attractors
for evolutionary partial differential equations under peri-
odic. The general theory will be applied to the Brusselator
equations.

Kening Lu
Brigham Young University
klu@math.byu.edu

MS16

Pathwise Stationary Solutions of SPDEs and Weak
Solutions of Infinite Horizon Backwards Doubly
Stochastic Differential Equations

In this paper we study the existence of stationary solutions
for stochastic partial differential equations. We establish a
new connection between weak solutions of backward dou-
bly stochastic differential equations (BDSDEs) on infinite
horizon and the stationary solutions of the SPDEs. More-
over, we prove the existence and uniqueness of the weak

solutions of BDSDEs on both finite and infinite horizons,
so obtain the the solutions of initial value problems and
the stationary solutions (independent of any initial value)
of SPDEs. The connection of the weak solutions of SPDEs
and BDSDEs has independent interests in both the areas
of SPDEs and SPDEs.

Huaizhong Zhao
Department of Mathematical Sciences
Loughborough University
H.Zhao@lboro.ac.uk

MS17

Dimension for Poincare Recurrences and its Appli-
cations

A new characteristic of fractal behavior of orbits in dy-
namical systems, the spectrum of fractal dimensions for
Poincare recurrences, is supposed to be described. Possi-
ble application to the synchronization phenomenon will be
discussed. Main results of the talk are published in the
book: V.Afraimovich, E.Ugalde and J.Urias ”Fractal Di-
mensions for Poincare Recurrences”, Elsevier, 2006.

Valentin Afraimovich
IICO-UASLP
San Luis Potosi, Mexico
valentin@cactus.iico.uaslp.mx

MS17

Reconstructing a Recurrence Plot of Deterministic
Driving Force from a Group of Driven Systems

In nature, many systems are driven by a common force.
Since a driving force is sometimes not observed, recovering
its information is important to understand the systems.
We reproduce a recurrence plot for a driving force from
observations of driven systems. Recurrence plots for driven
systems, obtained using delay coordinates, are subsets of
recurrence plot for a driving force. Thus if we take their
union, we can approximate the recurrence plot for a driving
force.

Kazuyuki Aihara, Shunsuke Horai
JST/University of Tokyo, Japan
Dept of Mathematical Sciences
aihara@sat.t.u-tokyo.ac.jp, horai@sat.t.u-tokyo.ac.jp

Yoshito Hirata
Aihara Complexity Modelling Project, ERATO, JST
Institute of Industrial Science, The University of Tokyo
yoshito@sat.t.u-tokyo.ac.jp

MS17

Analysis of the Interaction of Systems by Means of
Recurrences

We show how to detect and quantify the interaction be-
tween systems by means of recurrences. First, we present
different measures based on recurrence to detect different
types of synchronization and , second, measures to detect
the direction of the coupling. We then compare the recur-
rence based measures with other existing techniques and
discuss the advantages of our method. We apply the mea-
sures together with an hypothesis test to study the direc-
tion of coupling between heartbeats of mother and foetus.

Carmen Romano
University of Aberdeen
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UK
mamen romano@yahoo.com

MS17

Spatial Recurrence Plots and Applications

We propose an extension of the recurrence plot concept to
perform quantitative investigations of roughness and disor-
der of spatial patterns at a fixed time by means of spatial
recurrence plots, or graphical representation of the point-
wise correlation matrix for a two-dimensional spatial return
plot. This technique is applied to the study of complex
patterns generated by coupled map lattices, providing a
systematic way of investigating the distribution of spatially
coherent structures, such as synchronization domains. This
approach has potential for many more applications, e.g., in
surface roughness studies.

Ricardo L. Viana
Departmento de Fisica
Federal University of Parana
viana@fisica.ufpr.br

Juergen Kurths
Universität Potsdam, Germany
juergen@agnld.uni-potsdam.de

Diogenes Vasconcelos
Universidade Tecnologica Federal do Parana
Brazil
borges@fisica.ufpr.br

MS17

Recurrence Plots of Quasiperiodic Systems

We propose a procedure to distinguish quasiperiodic from
chaotic orbits in short time series, which is based on the
recurrence properties in phase space. The histogram of
the return times in a recurrence plot is introduced to dis-
close the recurrence property consisting of only three peaks
imposed by Slater’s theorem. An analytic description of
noise effects on the statistics is carried out. Our approach
demonstrates to be efficient recognizing regular and chaotic
regions of a Hamiltonian system with mixed phase space.

Yong Zou
University of Potsdam
Germany
yong@agnld.uni-potsdam.de

Marco Thiel
University of Aberdeen
Scotland
m.thiel@abdn.ac.uk

Diego Pazo
Instituto de Fsica de Cantabria (IFCA)
Spain
pazo@ifca.unican.es

Mamen Romano
University of Aberdeen
Scotland
m.romano@abdn.ac.uk

Juergen Kurths
Universität Potsdam, Germany
juergen@agnld.uni-potsdam.de

MS18

Invariant Manifolds and the Stability of Traveling
Waves in Scalar, Viscous Conservation Laws

Invariant manifolds are constructed in the phase space of
perturbations to the traveling wave solutions of scalar, vis-
cous conservation laws and used to determine the asymp-
totic rate of convergence to these waves. This provides
a geometric explanation of existing results demonstrating
that the decay rate of perturbations can be increased by
requiring that initial data lie in appropriate algebraically
weighted spaces.

C. Eugene Wayne
Boston University
Department of Mathematics
cew@math.bu.edu

Margaret Beck
University of Surrey
Department of Mathematics
m.beck@surrey.ac.uk

MS18

A Variational Approach to Global Stability of Trav-
elling Waves

We present a purely variational method which allows to
prove global convergence to travelling waves in a class of
semilinear partial differential equations, including reaction-
diffusion systems and damped hyperbolic equations. Our
approach does not use any form of the maximum principle,
but it only applies to systems which have (at least formally)
a gradient structure. This is a joint work with E. Risler
(Nice).

Thierry Gallay
Institut Fourier
Université de Grenoble I
thierry.gallay@ujf-grenoble.fr

MS18

Asymptotic Behavior Near Planar Transition
Fronts for the Cahn-Hilliard Equation

I will consider the asymptotic behavior of perturbations of
planar wave solutions arising in evolutionary PDE of Cahn-
Hilliard type in space dimensions d ≥ 2. After briefly re-
viewing results for the case of one space dimension, I will
focus on the spectrum of the operator that arises upon
linearization of the Cahn-Hilliard equation about a planar
wave solution, and also on the step from spectral to nonlin-
ear stability. I will also briefly discuss several open prob-
lems involving the stability analysis of genuinely nonlinear
structures such as saddle and doubly periodic solutions.

Peter Howard
Department of Mathematics
Texas A&M University
phoward@math.tamu.edu

MS18

Diffusive Mixing of Periodic Wave Trains in Reac-
tion Diffusion Equations

We consider reaction diffusion systems on the infinite line
which exhibit a continuous family of spectrally stable spa-
tially periodic wave trains u0(kx − ωt; k) parameterized
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with the wave number k. We prove a stable diffusive mix-
ing of the asymptotic states u0(kx + φ±; k) as x → ±∞
with different phases φ− 	= φ+ at infinity for solutions ini-
tially converging to these states as x → ±∞. The proof
is based on Bloch wave analysis, renormalization theory
and on a rigorous decomposition of the perturbations of
these wave solutions into a phase mode, showing diffusive
behavior and into a remainder, which is linearly exponen-
tially damped. Depending on the dispersion relation the
asymptotic states mix linearly with a Gaussian profile in
lowest order or with a non symmetric non Gaussian pro-
file coming from Burgers equation which is the amplitude
equation of the diffusive modes in case of a nontrivial dis-
persion relation.

Hannes Uecker
IADM Universität Stuttgart
hannes.uecker@mathematik.uni-stuttgart.de

MS18

The Shooting Manifold for Strong Pulse Interac-
tion in a FitzHugh-Nagumo Equation

We study multi-pulse solutions in excitable media. Un-
der the assumption a single pulse is asymptotically stable,
we show that there is a well-defined ”shooting manifold”,
consisting of two pulses traveling towards each other. In
the phase space, the two-dimensional manifold is a graph
over the manifold of linear superposition of two pulses lo-
cated at x1 and x2, with x1 − x2 >> 1. It is locally in-
variant under the dynamics of the reaction-diffusion sys-
tem and uniformly asymptotically attracting with asymp-
totic phase. The main difficulty in the proof is the fact
that the linearization at the leading order approximation is
strongly non-autonomous since pulses approach each other
with speed of order one.

Doug Wright
University of Minnesota
School of Mathematics
jdoug@umn.edu

MS18

Averaging Effects in Dispersion Managed NLS in
”Quasilinear” Regime

The so-called quasilinear transmission regime in optical
communication is described by the nonlinear Schroedinger
equation with initial data consisting of a sequence of nar-
row Gaussian pulses. Unlike the dispersion managed soli-
ton regime these pulses strongly overlap during the evolu-
tion. Nevertheless, the evolution turns out to be ”nearly
linear”. We explain this phenomenon by using a model
problem for NLS with periodic boundary conditions and
highly localized initial pulse.

Vadim Zharnitsky
Department of Mathematics
University of Illinois
vz@math.uiuc.edu

MS19

How the Fractal Structure of Chaotic Invariant
Sets Shows up in Scattering Cross Sections

The rainbow singularities in scattering cross sections for
chaotic systems form a fractal pattern which reflects the
fractal structure of the chaotic invariant set. Therefore the
asymptotic observer who measures the cross section can

follow the development scenario of the chaotic set under
parameter changes of the system. In addition from the
extraction of the scaling factors the measures of chaos are
obtained. This possibility is an interesting contribution to
the inverse scattering problem for chaotic systems.

Christof Jung
Instituto de Ciencias Fisicas
Universidad Nacional Autonoma de Mexico
jung@ce.fis.unam.mx

MS19

Topological Implications of Determinism: Non In-
tersection of Trajectories vs. Orientation Preser-
vation

Because determinism precludes that unstable periodic or-
bits embedded in a three-dimensional chaotic attractor in-
tersect, the knots and links they form are well-defined, and
provide signatures of the geometrical mechanisms organiz-
ing the dynamics. Unfortunately, knots fall apart in higher
dimensions. We have recently proposed that preservation
of phase-space volume orientation is a more general crite-
rion than non intersection of trajectories, and have found
that a formalism based on it predicts correct topological
entropies for horseshoe orbits.

Michel Nizette
Université Libre de Bruxelles
Theoretical Nonlinear Optics Department
mnizette@ulb.ac.be

Pierre-Emmanuel Morant
PhLAM/Université Lille 1
France
morant@phlam.univ-lille1.fr

Marc Lefranc
PhLAM/Université Lille I,
France
marc.lefranc@univ-lille1.fr

MS19

Topological Methods for Low Dimensional Chaotic
Systems – An Overview

In the opening talk of the minisymposium, we give a brief
introduction of topological methods for low dimensional
chaotic systems. We first consider the computation of sym-
bolic dynamics from periodic orbits of surface diffeomor-
phisms, giving brief descriptions of the Bestvina-Handel
algorithm and a new algorithm of Moussafir. We then con-
sider the problem for homoclinic tangles using methods
developed by the authors. We finally outline some areas of
physics where these techniques have been used.

Pieter Collins
Centrum voor Wiskunde
en Informatica
Pieter.Collins@cwi.nl

Kevin A. Mitchell
Univ of California, Merced
School of Natural Sciences
kmitchell@ucmerced.edu
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MS19

Estimating Topological Entropy on Surfaces

The topological entropy is a basic invariant measuring orbit
complexity. We survey various methods for estimating the
topological entropy of surface diffeomorphisms. Theorems
of Gromov and Yomdin permit weak upper bounds, and
theorems of Pieter Collins allow one to obtain lower bounds
once one has accurate methods to calculate long pieces of
stable and unstable manifolds. Summaring current joint
work with M. Berz, K. Makino, and J. Grote, we consider
various ways of computing stable and unstable manifolds,
and use these to estimate the entropy of some Henon maps

Sheldon Newhouse
Michigan State University
sen@math.msu.edu

Martin Berz
Michigan State University
Dept. of Physics and Astronomy
berz@msu.edu

MS19

From Time Series to Knots and Braids: The Pro-
gram in the Physical Sciences

In the first step, the relation between linking and knot
properties of periodic orbits in 3D-flows was propposed as
a possible “fingerprint” for chaotic attractors. The second
step added the idea that the flow (and its topology) could
be reconstructed from experimental time series and imbed-
dings. After more than 20 years, we will discuss our present
understanding of the relation among: template, orbits ex-
perimentally found, holes, imbeddings, braids and knots.

Hernan G. Solari
Departamento de Fsica
Universidad de Buenos Aires
solari@df.uba.ar

Mario A. Natiello
Center for Mathematical Sciences
Lund University
mario.natiello@math.lth.se

MS20

Spectral Gap Results for Partially Dissipative Dy-
namics

We give a survey of several techniques allowing to obtain
spectral gap results for infinite-dimensional evolution equa-
tions. The talk will focus on highlighting several spectral
gap results obtained for a class of stochastic partial differ-
ential equations, as well as on applications of these results.

Martin Hairer
Warwick University, United Kingdom
hairer@maths.warwick.ac.uk

Jonathan C. Mattingly
Duke University
jonm@math.duke.edu

MS20

Degenerately Forced SPDEs: The spread of Ran-

domness

I will discuss how randomness spreads from scale to scale
in degenerately forced stochastic partial differential equa-
tion. In particular, I will hive criteria guaranteeing the a
specific class of SPDEs is ergodic and converging to equi-
librium exponentially quickly. The specific examples of the
stochastic Navier-Stokes and stochastic reaction difussion
equations will be considered.

Jonathan C. Mattingly
Duke University
jonm@math.duke.edu

Martin Harier
Warwick University, UK
hairer@maths.warwick.ac.uk

Etienne Pardoux
Marseilles, France
etienne.pardoux@cmi.univ-mrs.fr

Yuri Bakhtin
GaTech
bakhtin@math.gatech.edu

MS20

Multiscale Analysis for SPDEs with Quadratic
Nonlinearities

We derive rigorously amplitude equations for stochastic
PDEs with quadratic nonlinearities, under the assumption
that the noise acts only on the stable modes and for an
appropriate scaling between the distance from bifurcation
and the strength of the noise. We show that, due to the
presence of two distinct timescales in our system, the noise
(which acts only on the fast modes) gets transmitted to
the slow modes and, as a result, the amplitude equation
contains both additive and multiplicative noise. As an ap-
plication we study the case of the one dimensional Burgers
equation forced by additive noise in the orthogonal sub-
space to its dominant modes.

Martin Hairer
Warwick University, United Kingdom
hairer@maths.warwick.ac.uk

Greg Pavliotis
Imperial College London
g.pavliotis@imperial.ac.uk

Dirk Blömker
Universitat Augsburg
Germany
dirk.bloemker@math.uni-augsburg.de

MS20

Phase Transformation in Stochastic Reaction-
diffusion Equations: Limits of Small Noise and
Large System Size

We discuss stochastically-driven phase transformation in
reaction-diffusion equations. Large deviation theory pro-
vides a way to analyze the probability of and most-likely
pathway for transformation. We discuss issues related to
the limit of vanishing noise and infinite system size. This
includes joint work with R.V. Kohn, F. Otto, Y. Tonegawa,
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and E. Vanden-Eijnden.

Maria G. Reznikoff
Georgia Institute of Technology
maria@math.gatech.edu

MS20

Rare Events in Spatially Extended Media

The dynamical behavior of many systems arising in
physics, chemistry, biology, etc. is dominated by rare but
important transition events between long lived states. Im-
portant examples include nucleation events during phase
transition, conformational changes of macromolecules, and
chemical reactions. Understanding the mechanism and
computing the rate of these transitions is a topic that has
attracted a lot of attention for many years. In this talk,
I will discuss some recent theoretical developments for the
description of rare events, as well as several computational
techniques which allow to determine their pathways and
rate. I will illustrate this concepts on the specific exam-
ple of some reaction- diffusion equations driven by white-
noise arising e.g. in the context of population dynamics,
in micromagnetism, and in the description of the kinetics
of phase transitions.

Eric Vanden Eijnden
Courant Institute
New York University
eve2@cims.nyu.edu

MS21

Envelope Dynamics of Simulated and Experimental
Nematic Electroconvection Patterns

A video displaying electroconvection of the nematic I52
is analyzed. Spatial Fourier transforms reveal that the
dynamics is driven by four oblique modes corresponding
to two pairs of travelling waves, consistent with a sta-
bility analysis of the underlying PDEs. Weakly nonlin-
ear analysis predicts that the pattern is governed by four
slowly varying envelopes. The envelopes are extracted us-
ing Fourier analysis, diagnosed with pattern analysis tools,
and compared to simulations of globally coupled Ginzburg
Landau equations.

Iuliana Oprea
Department of Mathematics
Colorado State University
juliana@math.colostate.edu

Gerhard Dangelmayr
Colorado State University
Department of Mathematics
gerhard@math.colostate.edu

Joshua Ladd
Colorado State University
ladd@math.colostate.edu

Jim Gleeson
Kent State University
jgleeson@kent.edu

Gyanu Acharya
Department of Physics
Kent State University
gacharya@kent.edu

MS21

Experimental Studies of Spatio-Temporal Dynam-
ics of Electroconvection

We present experimental results on the spatiotemporal
structure of a nematic liquid crystal undergoing electri-
cally induced convective flow. The observed patterns at
the threshold indicate that the electroconvection is best
described within the context of the weak electrolyte model
for charge transport. We use Fourier analysis and demod-
ulation of the convective structures to clasify spatiotempo-
ral complex states and to verify the existence of low-order
chaos at the onset.

Iuliana Oprea
Department of Mathematics
Colorado State University
juliana@math.colostate.edu

James Gleeson
Department of Physics
Kent State University
jgleeson@kent.edu

Gerhard Dangelmayr
Colorado State University
Department of Mathematics
gerhard@math.colostate.edu

Gyanu Acharya
Department of Physics
Kent State University
gacharya@kent.edu

MS21

A Producer Grazer Model: Dynamics and Spatial
Structure

The interaction between a forest pest and the tree cover
is moderated by the availability and recycling of nutrients
in the soil. A seasonal model presents the dynamics of
this interaction as a function of the available nutrients and
the nutrient uptake rate. The most interesting phenom-
ena observed involve bistability between chaotic and sta-
tionary dynamics. Spatial models in the form of reaction-
diffusion networks or integrodifferential equations are dis-
cussed. Front propagation and spatiotemporal chaos are
studied.

Dieter Armbruster, Yang Kuang
Arizona State University
Department of Mathematics
armbruster@asu.edu, kuang@asu.edu

Yun Kang
Mathematics and Statistics
Arizona State University
ykang@mathpost.la.asu.edu

MS21

The Weak Electrolyte Model for Nematic Electro-
convection: a Ginzburg Landau Approach

The electrohydrodynamic instability of certain nematic liq-
uid crystals is a Hopf bifurcation with four critical wave
numbers. To describe this instability in a weakly nonlin-
ear analysis, a system of four globally coupled complex
Ginzburg Landau equations is introduced, with coefficients
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computed from the equations of motion. Some aspects of
the complex spatiotemporal dynamics are discussed and
related to recent experiments at Kent State University for
the nematic I52.

Iuliana Oprea
Department of Mathematics
Colorado State University
juliana@math.colostate.edu

Gerhard Dangelmayr
Colorado State University
Department of Mathematics
gerhard@math.colostate.edu

MS21

Modeling
Self-organized Behavior in Time-dependent Envi-
ronments

We present numerical methods for multi-agent systems of
autonomous vehicles, that accomplish common tasks in a
time-dependent environment. The algorithms are based on
simple, local interaction rules that create prescribed over-
all, complex patterns in which control, sensing, and com-
munication are key elements. We address leader-follower
interactions, obstacle avoidance, boundary tracking and
the extention of the algorithms to 3D.

Ioana A. Triandaf
Naval Research Laboratory
Plasma Physics Division
triandaf@russel.nrl.navy.mil

Ira Schwartz
Naval Research Laboratory
Washington DC
ira.schwartz@nrl.navy.mil

MS22

Dynamics Near Robust Heteroclinic Phenomena

Consider a persistent heteroclinic network for a symmet-
ric vector field on a three-dimensional manifold, with one-
dimensional connections arising either through symmetry
or through the transverse intersection of two-dimensional
invariant manifolds. Under some general hypotheses, we
prove switching and suspended horseshoes near the net-
work. This dynamics is robust under symmetry-preserving
perturbations. We also discuss switching for heteroclinic
networks that arise naturally in the context of game the-
ory.

Sofia Castro, Manuela A. Aguiar
Faculdade de Economia
Universidade do Porto
sdcastro@fep.up.pt, maguiar@fep.up.pt

Isabel Labouriau
Universidade do Porto
islabour@fc.up.pt

MS22

Discussion

Discussion.

Alastair M. Rucklidge

Department of Applied Mathematics
University of Leeds
A.M.Rucklidge@leeds.ac.uk

Jonathan Dawes
DAMTP, University of Cambridge
J.H.P.Dawes@damtp.cam.ac.uk

MS22

Heteroclinic Cycles in Coupled Cell Systems

We describe some of the variety of heteroclinic cycles that
can occur robustly in asymmetric coupled cell systems with
as few as three cells. We also indicate some of the associ-
ated dynamics and bifurcation. (Some of this work is joint
with Peter Ashwin, Exeter, UK).

Michael Field
University of Houston
Department of Mathematics
mike@math.uh.edu

MS22

An Overview of Robust Heteroclinic Cycling

Robust heteroclinic cycles arise in important classes of
dynamical system, in particular, systems with symmetry.
The simplest examples involve trajectories that repeatedly
visit saddle-type equilibria. I will review developments that
go beyond this simple case, for example, where the equi-
libria are replaced by periodic orbits or chaotic sets, and
where the manifold between the components of the cycle is
higher than one-dimensional. I will also review the effect
of breaking the symmetry that guarantees the robustness
of the cycle.

Alastair M. Rucklidge
Department of Applied Mathematics
University of Leeds
A.M.Rucklidge@leeds.ac.uk

MS22

Heteroclinic Cycles in N-person Game Dynamics

Game dynamics with cyclic interactions often exhibit rich
dynamical behavior based on underlying heteroclinic cy-
cles. In this talk, I will introduce spatial and Markovian
extension of the standard game dynamics and its transi-
tory behavior to complex heteroclinic cycles. Construction
of heteroclinic cycles is also discussed based on game the-
oretic consideration.

Yuzuru Sato
RIES, Hokkaido University
ysato@math.sci.hokudai.ac.jp

MS22

Frequency Locking and Complex Dynamics Near a
Periodically Forced Robust Heteroclinic Cycle

We consider the Guckenheimer–Holmes robust heteroclinic
cycle subjected to time-periodic forcing with frequency ω.
Through analytic calculations and numerical simulation
we explain the origin of the resulting complex dynamics.
When the ratio of attracting and repelling eigenvalues of
the heteroclinic cycle, c/e, is near 1, alternating intervals
in ω of frequency-locking and chaotic dynamics are found,
related to Arnol’d tongues for periodically-forced periodic
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orbits. When c/e 
 1 the dynamics remains chaotic for
all ω.

T.L. Tsai
DAMTP
University of Cambridge
T.Tsai@damtp.cam.ac.uk

Jonathan Dawes
DAMTP, University of Cambridge
J.H.P.Dawes@damtp.cam.ac.uk

MS23

A Multi-Scale Model of Tropical Intraseasonal Os-
cillations

We extend the multi-scale models of Majda/Klein for the
tropical atmosphere and of Biello/Majda for the Madden-
Julian Oscillation to include active moisture as in the work
of Khouider/Majda. The Madden-Julian oscillation arises
as an eastward propagating wave of precipitation on both
the smaller, synoptic scale and the larger, planetary scales.
The novel multi-scale organization of the forcing due to
latent heat release (preciptation) makes for novel asymp-
totics and multi-scale non-linear waves.

Joseph A. Biello
University of California, Davis
Department of Mathematics
biello@math.ucdavis.edu

Andrew Majda
Courant Institute NYU
jonjon@cims.nyu.edu

MS23

Gravity-wave Mean-flow Interactions in Simula-
tions of the Quasi-biennial Oscillation

Interactions between atmospheric gravity waves and the
background mean wind give rise to momentum deposition,
mean-wind acceleration and descending shear zones, and
hence play a role in driving the quasi-biennial oscillation
(QBO) in the equatorial stratosphere. Gravity waves, be-
cause of their small scale, are generally unresolved in gen-
eral circulation models, and their effects must be accounted
for by means of parameterizations. I will discuss repre-
sentations of gravity-wave effects in simple models of the
QBO.

Lucy Campbell
Carleton University
campbell@math.carleton.ca

MS23

A Hidden Markov Model Perspective on Regimes
and Metastability in Atmospheric Flows

By using Hidden Markov Models, a new perspective is de-
veloped on the existence of atmospheric flow regimes. To
identify regimes, we search for the presence of metastable
states in model data, and we do so by fitting Hidden
Markov Models to the data. If the resulting Markov chain
possesses metastable states, we identify these as regimes.
In this perspective, regimes can be present even though the
observed data has a nearly Gaussian probability distribu-

tion.

Daan Crommelin
Centrum voor Wiskunde en Informatica
(CWI)
Daan.Crommelin@cwi.nl

Andrew Majda
Courant Institute NYU
jonjon@cims.nyu.edu

Christian Franzke
NCAR
franzke@ucar.edu

Alexander Fischer
Courant Institute, NYU
fischer@cims.nyu.edu

MS23

Spinning Down the Solar Core with Internal Grav-
ity Waves

In this talk, I will briefly review the problem of the evo-
lution of the Sun’s angular momentum and explain how
internal gravity waves generated at the base of the convec-
tion zone can lead to angular momentum extraction from
the deep radiative interior through the effect of differential
filtering. I will present results for the evolution of the inter-
nal rotation profile when waves are included and show that
the concomitant surface lithium burning is also consistent
with observations.

Suzanne Talon
Département de physique
Université de Montréal
talon@ASTRO.UMontreal.CA

MS24

Designing Threshold Networks with Given Struc-
tural and Dynamical Properties

Threshold networks contain a highly-compressible layered
structure and allow fast computation of many network
properties such as degree distribution, clustering, and de-
gree correlation. We show how to construct arbitrar-
ily large, sparse, threshold networks with (approximately)
any prescribed degree distribution or Laplacian spectrum.
Control of the spectrum allows careful study of synchro-
nization properties of threshold networks including the re-
lationship between heterogeneous degrees and resistance to
synchrony.

Aric Hagberg
Los Alamos National Laboratory
hagberg@lanl.gov

MS24

The Impact of Rate and Correlation Covariation
on Network Information Transmission

There is strong evidence that the spike responses of distinct
cortical neurons are correlated during sensory processing. I
will address the question of how neurons transform correla-
tions in their inputs into correlations between their outputs
(spike trains). In particular, I will present experimental
and numerical evidence that suggests that the suscepti-
bility to a synchronizing input increases with the rate of
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the neurons’ response. Analysis of leaky integrate and fire
(LIF) neurons confirms this expectation. The mechanism
underlying this covariation can be explained using a simple
caricature of a threshold system. Finally, I will discuss the
impact of this result on information processing in neuronal
networks, and other threshold systems.

Eric Shea-Brown
New York University
ebrown@math.nyu.edu

Jaime De La Rocha
Center for Neural Science
New York Univ.
jrocha@cns.nyu.edu

Kresimir Josic
University of Houston
Houston, TX
josic@math.uh.edu

Brent Doiron
New York University
Courant Institute
bdoiron@cns.nyu.edu

MS24

Analyzing Network Models for the Spread of Epi-
demics

The spread of epidemics on networks has received consider-
able attention recently. Many of the analytical techniques
developed implicitly assume that there is little clustering
in the network. We will discuss extensions to incorporate
clustering. We find that for some questions, the unclus-
tered model provides a remarkably accurate estimate of
simulated results, while for other questions the clustering
significantly changes the answer.

Joel Miller
Los Alamos National Laboratory
Theoretical Division and Centre for Nonlinear studies
jomiller@lanl.gov

Mac Hyman
Los Alamos National Laboratory
hyman@lanl.gov

MS24

Characterizing the Dynamical Importance of Net-
work Nodes and Links

The largest eigenvalue of the adjacency matrix of the net-
works is a key quantity determining several important dy-
namical processes on complex networks. Based on this fact,
we present a quantitative, objective characterization of the
dynamical importance of network nodes and links in terms
of their effect on the largest eigenvalue. We show how
our characterization of the dynamical importance of nodes
can be affected by degree-degree correlations and network
community structure. We discuss how our characterization
can be used to optimize techniques for controlling certain
network dynamical processes and apply our results to real
networks.

Brian R. Hunt
University of Maryland
bhunt@ipst.umd.edu

Edward Ott
University of Maryland
Inst. for Plasma Research
edott@umd.edu

Juan G. Restrepo
Northeastern University
Juan G Restrepo@neu.edu

MS25

Structured Multiscale Models of Proteus mirabilis
swarm-colony Development

We present continuous age- and space-structured models
and numerical computations of Proteus mirabilis swarm-
colony development. We base the mathematical represen-
tation of the cell-cycle dynamics of Proteus on those devel-
oped by Esipov and Shapiro, which are the best understood
aspects of the system, and we make minimum assumptions
about less-understood mechanisms, such as precise forms of
the spatial diffusion. The models in this paper have explicit
age-structure and, when solved numerically, display both
the temporal and spatial regularity seen in experiments,
whereas the Esipov and Shapiro model, when solved accu-
rately, shows only the temporal regularity. The composite
hyperbolic-parabolic partial differential equations used to
model Proteus mirabilis swarm-colony development are rel-
evant to other biological systems where the spatial dynam-
ics depend on local physiological structure. We use com-
putational methods designed for such systems, with known
convergence properties, to obtain the numerical results.

Bruce P. Ayati
Department of Mathematics
Southern Methodist University
ayati@smu.edu

MS25

From Discrete to Continuum Swarms: The Irving-
Kirkwood Approach

We derive a continuum model describing the collective mo-
tion of a group of self-propelled, interacting particles, by
ensemble averaging of the corresponding discrete system.
We build on the classical Irving-Kirkwood coarse graining
method adapted for non-hamiltonian systems. We discuss
limits of validity of the continuum model and compare be-
havioral trends with the corresponding discrete system for
which morphologies of aggregation, stability and collapsing
features are well established.

Maria D’Orsogna
Department of Mathematics
UCLA
dorsogna@math.ucla.edu

Andrea L. Bertozzi
UCLA Department of Mathematics
bertozzi@math.ucla.edu

Lincoln Chayes
UCLA
lchayes@math.ucla.edu

Yaoli Chuang
Department of Mathematics UCLA
chuang@math.ucla.edu
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MS25

A Hyperbolic Model for Animal Group Formation:
The Role of Animal Communication in Modeling
Different Group Structures

Signal reception is essential for the formation and move-
ment of animal groups. I will present a one-dimensional
hyperbolic model for group formation that incorporates
different mechanisms for the reception of signals emitted
by group members. Numerical simulations reveal a wide
range of spatial patterns that can form. Some of these are
classical patterns, such as traveling waves, or stationary
pulses. There are also novel patterns, such as breathers
and zigzag pulses.

Raluca Eftimie
University of Alberta, Edmonton, Canada
reftimie@math.ualberta.ca

Mark A. Lewis
University of Alberta
mlewis@math.ualberta.ca

Gerda de Vries
University of Alberta
Department of Mathematical & Statistical Sciences
devries@math.ualberta.ca

MS25

On the Swarming of Locusts: Discrete Models, Ho-
mogenization and Variational Minimization

We build an individual-based model for locust swarms
incorporating social interactions, gravity, wind, and the
boundary formed by the ground. For some parameters,
the model produces a rolling “bubble” with grounded lo-
custs, airborne locusts, and an unpopulated center, similar
to actual locust swarms. To further understand this struc-
ture, we formulate a one-dimensional continuum problem
describing a vertical slice. Using variational methods, we
find exact solutions which agree closely with simulations of
the discrete problem.

Chad M. Topaz
University of Southern California
topaz@usc.edu

Andrew Bernoff
Department of Mathematics
Harvey Mudd College
ajb@math.hmc.edu

MS26

Coexisting Solutions and Bifurcations in a Mechan-
ical Oscillator - An Explanation for Gear Rattle?

Lightly damped backlash systems frequently suffer from
noise and vibration problems. We present a nonlinear anal-
ysis of this behaviour. As a representative example, we
derive a simple model for a pair of meshing spur gears as
a single degree of freedom oscillator with backlash. We
show analytically that the non-rattling solution can coex-
ist with many other stable rattling solutions, and show the
regions of existence and stability of such solutions on two-
parameter bifurcation diagrams.

R.Eddie Wilson
Department of Engineering Mathematics
University of Bristol

re.wilson@bristol.ac.uk

Mario Di Bernardo
University of Bristol
Dept of Engineering Mathematic
m.dibernardo@bristol.ac.uk

Christopher Halse
Romax Technology Limited
ChrisH@romaxtech.com

MS26

An Analysis of Attractors in Mathematical Models
of Vacuum Pumps

This talk is concerned with an analysis of attractors in
models of gear-rattle in vacuum pumps. We use nonsmooth
ODE models, proposed by Halse et al, where the nonlin-
earity arises from the backlash between the gear teeth. In
order to understand the system’s dependence on parame-
ters, we present an analysis motivated by basin of attrac-
tion computations. This allows us to compare solutions for
different models, and reveals the rich and delicate structure
of the dynamics.

Eddie Wilson
University of Bristol, U.K.
re.wilson@bristol.ac.uk

Martin Homer
University of Bristol
Engineering Mathematics Dept
martin.homer@bristol.ac.uk

Petri T. Piiroinen, Joanna F. Mason
Department of Engineering Mathematics
University of Bristol
Petri.Piiroinen@bristol.ac.uk, joanna.mason@bristol.ac.uk

MS26

Corner Collision of Impacting Systems: The Case
of a Cam Follower

In this work we investigate the occurrence of corner-
collision bifurcations in impacting systems and their ap-
plication to the case of a representative cam-follower sys-
tem. First, using the concept of discontinuity maps, we
present the local analysis of a periodic solution undergoing
a corner-collision. Then, we derive the local mapping as-
sociated to the bifurcating orbit and classify the observed
bifurcation scenarios using the theory of bifurcations in
piecewise smooth maps.

Mario Di Bernardo
Università di Napoli Federico II
mario.dibernardo@unina.it

Stefania Santini
Universita di Napoli Federico II
stsantin@unina.it

Gustavo Osorio
Dipartimento di Informatica e Sistemistica
Universita di Napoli Federico II
gosorio@unina.it
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MS26

Non-linear Behavior in a Discretely-Forced Oscil-
lator

The simulated and experimental responses of a rigid-arm
pendulum driven by an external impactor are considered.
Here, impact occurs if the trajectory of a rotating impactor
intersects that of the pendulum. Using the rotation rate
of the impactor as the control parameter, experimental
trials have demonstrated much of the dynamic behavior
predicted by numerical simulations. The system exhibits
chatter (i.e., multiple impacts within a single forcing pe-
riod), sticking (i.e., contact between the pendulum and the
impactor for non-negligible amounts of time), high-order
periodicity, as well as behavior suggestive of chaos. A new
convention for classifying periodic motions as well as in-
sights regarding the nature of the coefficient of restitution
(COR) in an experimental impacting system are also pre-
sented.

R.B. Davis
Duke University
robert.davis@duke.edu

Lawrence Virgin
Cntr for Nonlinear and Complex Systems
Duke University
l.virgin@duke.edu

MS27

Numerical Approximation of Homoclinic Trajecto-
ries for Non-autonomous Maps

For time-dependent dynamical systems of the form

xn+1 = fn(xn), (1)

homoclinic trajectories are the non-autonomous analog of
homoclinic orbits from the autonomous world. More pre-
cisely, two trajectories (xn)n∈Z, (yn)n∈Z of (1) are called
homoclinic to each other, if

lim
n→±∞

‖xn − yn‖ = 0.

We introduce two boundary value problems, the solution of
which yield finite approximations of these trajectories. Un-
der certain dichotomy and transversality assumptions, we
prove existence, uniqueness and error estimates. Finally,
the method and the error estimates are illustrated by an
example.

Thorsten Huels
Universitaet Bielefeld
huels@math.uni-bielefeld.de

MS27

Finding and Following Connecting Orbits Between
Equilibria and Periodic Orbits

We introduce a numerical adaption of Lin’s method to
find and continue (in parameter space) connecting orbits
between hyperbolic equilibria and hyperbolic periodic or-
bits. We demonstrate our method with an ODE in R3

with a heteroclinic cycle that consists of a codimension-
zero connection from an equilibrium to a periodic orbit
and a codimension-one connection from the periodic orbit
back to the equilibrium.

Bernd Krauskopf
University of Bristol

b . krauskopf@bristol.ac.uk

Thorsten Riess
Technische Universitaet Ilmenau
thorsten.riess@tu-ilmenau.de

MS27

Revealing How Hyperbolicity Influences Transport
in Aperiodic Fluid Flows

Hyperbolicity is fundamental in understanding transport in
dynamical systems. The role of hyperbolic trajectories in
steady and periodic systems has been well-studied. Recent
observations show hyperbolic structures persist to govern
the complicated flow structure of many aperiodic systems.
However, the best way to quantify this phenomenon is un-
resolved. We focus on a criterion based on finite-time Lya-
punov exponents. This method is applied to a variety of
unsteady fluid systems, ranging from engineered to biolog-
ical flows.

Shawn Shadden
Stanford University
shadden@stanford.edu

MS27

Invariant Manifolds in Piecewise-smooth Systems

In smooth systems, invariant manifolds persist and stay
smooth if they are normally hyperbolic. However, in non-
smooth systems where the return map is non-Lipschitz no
such notion exists. The talk will focus on defining normal
hyperbolicity in the non-smooth context and giving condi-
tions for an invariant manifold to persist under perturba-
tion as a graph over the unperturbed manifold. Particular
emphasis is placed on grazing manifolds, where the local
discontinuity mapping is dominated by a square root term.

Robert Szalai
University of Bristol
r.szalai@bristol.ac.uk

MS28

The Spectrum of the Partially Locked State for the
Kuramoto Model

The Kuramoto model consists of a large population of glob-
ally coupled phase oscillators with randomly distributed
frequencies. A longstanding problem has been to analyze
the stability of the model’s “partially locked” state (in
which oscillators near the center of the frequency distri-
bution are phase-locked, while those in the tails are desyn-
chronized). We construct the continuum limit of the model
and prove that the partially locked state is neutrally stable,
contrary to an earlier conjecture.

Steven Strogatz
Theoretical and Applied Mechanics
Cornell University
shs7@cornell.edu

Rennie Mirollo
Boston College
Department of Mathematics
mirollo@bc.edu
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MS28

Coherent Motion in Large Networks of Heteroge-
neous Dynamical Systems

We consider the onset of coherent motion in a large net-
work of different dynamical systems, some of which could
be chaotic and others, periodic. We find that the criti-
cal coupling strength at coherence onset is determined by
the product of two factors: one depends only on the net-
work topology; the other depends only on the dynamics
of the uncoupled systems. This result is used to identify
those nodes whose removal most efficiently decoheres the
system.

Edward Ott
University of Maryland
Inst. for Plasma Research
edott@umd.edu

MS28

Chimera States for Two Interacting Populations of
Oscillators

Biological oscillator networks often have a multiscale char-
acter: each oscillator is itself a network of smaller oscil-
lators. We explore a solvable model in which two large
groups of identical phase oscillators are globally but un-
equally coupled; oscillators pull more strongly on those in
their own group. Along with a completely synchronous
state, the system displays attracting chimera states (both
static and breathing ones) where one group is synchronous
and the other is not.

Steven H. Strogatz
Cornell University
Theoretical & Appl Mechanics
strogatz@cornell.edu

Rennie Mirollo
Boston College
Department of Mathematics
mirollo@bc.edu

Daniel Wiley
Howard University
danielwiley@verizon.net

Danny Abrams
MIT
dannya222@gmail.com

MS28

Of Metronomes and Pendulum Clocks

In 1665 Christiaan Huygens observed that two pendulum
clocks consistently synchronized their oscillations, with the
pendulums locked in antiphase motion. The interaction
was provided by the small motion of a common support
on which the clocks were mounted. In contrast, a sim-
ple classroom demonstration using metronomes in place of
pendulum clocks - with the same support-coupling mecha-
nism - yields stable in-phase synchronization. We explore
(and explain) the reasons behind this difference.

Kurt Wiesenfeld
Georgia Tech
School of Physics
kurt.wiesenfeld@physics.gatech.edu

MS29

Transient Turbulence

The laminar profile in pipe flow and plane Couette flow is
linearly stable for all Reynolds numbers. In order to trig-
ger turbulence, the Reynolds number has to be sufficiently
high and the perturbation sufficiently large. Extensive ex-
perimental and numerical studies show that the turbulent
state is not connected with an attractor, but rather with a
strange saddle, with a lifetime that increases exponentially
with Reynolds number.

Tobias M. Schneider
Philipps-Universitaet Marburg
tobias.schneider@physik.uni-marburg.de

Bjorn Hof
University of Manchester
bjorn@reynolds.ph.man.ac.uk

Jerry Westerweel
Technical University of Delft
j.westweel@wbmt.tudelft.nl

Bruno Eckhardt
Philipps Universität Marburg
Fachbereich Physik
bruno.eckhardt@physik.uni-marburg.de

MS29

Transient Chaos in Spatiotemporal Dynamics: An
Overview

We first summarize properties of transient chaos in low-
dimensional systems, and discuss the relevance of nonat-
tracting chaotic sets (most typically chaotic saddles), and
the invariant measures on these sets. Lyapunov exponents,
escape rates, and dimension formulae are reviewed. Next,
we discuss how these concepts can be applied to high-
dimensional problems, including crisis phenoma and the
scaling of the escape rate with the system’s size. A few
early examples of transient chaos in continuous spatiotem-
poral systems are reconsidered.

Tamas Tel
Institute for Theoretical Physics
Etovos University, Hungary
tel@general.elte.hu

MS29

Coarsening and Relaxation in Phase Separation: A
Pattern Formation Perspective

The decay of metastable mixtures commonly proceeds in
three steps: (i) generation of microdomains; (ii) coarsening
of microdomains; (iii) a sharp cut-off when new physical
mechanisms become relevant. The early stages of (i) and
(ii) can fairthfully be described by scaling approaches. To
also gain insight into the crossovers we formulate phase sep-
aration as a problem of transient pattern formation. The
crossover from (i) to (ii) corresponds to pattern selection,
and in stage (iii) segregation stops.

Juergen Vollmer
Philipps Universitaet Marburg
Fachbereich Physik
juergen.vollmer@physik.uni-marburg.de
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MS29

Transient Spatiotemporal Chaos in the Presence of
Noise and Nonlocal Coupling

Spatiotemporal chaos on a regular ring network of ex-
citable Gray-Scott dynamical elements collapses to a stable
asymptotic state. We find that the addition of dynamical
noise can advance and delay the transient lifetime of spa-
tiotemporal chaos, depending on the noise amplitude and
the degree of spatial inhomogeneity. We also find that the
addition of few nonlocal network connections can prevent
the collapse to yield asymptotic spatiotemporal chaos.

Renate A. Wackerbauer
University of Alaska Fairbanks
Department of Physics
ffraw1@uaf.edu

MS30

MAXENT for Invariant Measure Approximation

Given a measurable, nonsingular transformation T on a
probability space (X,m), invariant densities are solutions
of the Perron-Frobenius equation:

PT f = f.

Ulam’s method constructs approximate solutions to this
equation. We take a different approach, constructing so-
lutions as the limit of a convergent sequence of convex
optimization problems. One advantage: approximations
converge to an exact solution without further dynamical
conditions on T . We describe two calculations using en-
ergy and entropy objectives to illustrate both advantages
and complications.

Christopher Bose
Dept Maths & Stats
University of Victoria
cbose@math.uvic.ca

Rua Murray
Dept of Mathematics
University of Waikato
r.murray@math.waikato.ac.nz

MS30

Transfer Operator Approach for Coupled Cell Sys-
tems: Theory and Practice

Coupled cell systems describe dynamical systems com-
posed out of a number of subsystems, with some further
structure (symmetries). We ask how the structure and the
symmetries of the system are reflected by its transfer op-
erator. To find answers, we introduce a direct sum decom-
position of its domain constructed in such a way that the
block matrix representation of the transfer operator reflects
the components of the system and takes advantage of its
symmetries.

Mirko Hessel-von Molo
Institute for mathematics
University of Paderborn
mirkoh@upb.de

MS30

Slow Decay of Correlations in the Generalized

Baker’s Map

The classical Baker’s map exhibits prototype chaotic be-
haviour including Bernoullicity, uniform hyperbolicity and
exponential decay of correlations. Generalized Baker’s
maps can be constructed which are just as chaotic
(Bernoulli, up to a measurable isomorphism), but have ar-
bitrarily slow decay of correlations. We report a family of
these examples in which the range of behaviour is revealed
transparently by building suitable Young towers. The im-
portant ideas are illustrated with numerical computations.
(Joint work with C J Bose.)

Rua Murray
Department of Mathematics
University of Waikato
rua@waikato.ac.nz

Christopher Bose
Dept. Maths and Stats
University of Victoria
cbose@math,uvic.ca

MS30

Detecting Phase Transitions and a Fast Way to
Compute Topological Pressure and Entropy

It is well known that for different classes of transforma-
tions, including the class of piecewise C2 expanding maps
T : [0, 1] → [0, 1], Ulam’s method is an efficient way to
approximate the absolutely continuous invariant measure
of T . We develop a new extension of Ulam’s method and
prove that this extension can be used for the numerical
approximation of the topological pressure P (φ) associated
with T and the potential φ = −β log |T ′|, where β > 0. As
a consequence, we demonstrate that our extended Ulam’s
method can be an efficient tool for detecting phase transi-
tions: breaks in the analyticity of the topological pressure
as a function of β. In particular, when β = 0, we obtain
a simple, fast, and accurate way to approximate the topo-
logical entropy for T .

Gary Froyland
University of New South Wales
g.froyland@unsw.edu.au

Dalia Terhesiu
School of Mathematics & Statistics
University of New South Wales
dalia@maths.unsw.edu.au

MS31

Geometric Investigation of Low-dimensional Man-
ifolds in Reaction-diffusion Equations

We study geometrically the approach to equilibrium for
reaction-diffusion systems on bounded domains. For these
dissipative systems, this approach occurs in the function
space via low-dimensional manifolds. We identify funda-
mental aspects of this process for single species and two-
species (with an explicit solution) models and demonstrate
the dimensionality reduction from infinite to finite. To
treat more complicated systems, these manifolds are gen-
erated numerically using ODE methods (modified to acco-
modate spectrum truncation).

Michael J. Davis
Argonne National Laboratory
Argonne, IL USA
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davis@tcg.anl.gov

MS31

Multiscale Coupling of Macroscopic and Meso-
scopic Models

Initialization (lifting) and hybrid spatial coupling of
a mesoscopic lattice Boltzmann model (LBM) from/to
macroscopic PDE variables leads to a one-to-many map-
ping problem. We use analytical relations or a numerical
alternative: the constrained runs scheme. We show that
this scheme is stable and convergent for reaction-difffusion
LBMs. For the hybrid coupling, we show that the global
spatial discretization error is one order less accurate than
the local error made at the interface.

Dirk Roose
Dept of Computer Science
Katholieke Universiteit Leuven
dirk.roose@cs.kuleuven.be

Pieter Van Leemput
Department of Computer Science
Katholieke Universiteit Leuven
pieter.vanLeemput@cs.kuleuven.be

MS31

An Introduction to the Design and Analysis of Re-
duction Methodologies

This talk will serve as an introduction to the ideas behind
dimension reduction for nonlinear, multiscale dynamical
systems. I will summarize key results concerning the ac-
curacy and effectivity of reduction methods, focusing on
the lessons that such analytical endeavors teach us. I will
also examine in which sense (and cases) one may hope to
include diffusion in a reduced model and possible frame-
works/approaches for the development of accurate PDE
reduction methods.

Antonios Zagaris
Centrum voor Wiskunde en Informatica
Amsterdam, the Netherlands
zagaris@cwi.nl

MS32

Analyzing Economic Models with Ill-defined For-
ward Dynamics with Inverse Limits

There are models from economics, such as the cash-in-
advance and overlapping generations models, that have the
property of being well-defined backward in time but not
forward in time. The analysis of these models has been ad
hoc and incomplete. The solutions to these models form
an inverse limit space. With this tool, the ill-defined map
on the factor space is lifted to the inverse limit space, the
space of solutions. The natural shift map on the inverse
limit space is intimately associated with the original ill-
defined map, and has the advantage that it not only is well
defined forward in time, it is a homeomorphism. There is
of course, a price: the new space is no longer an interval or
a manifold, but in the interesting, chaotic cases is likely to
be a complicated, fractal object. We have investigated the
topology and dynamics of the inverse limit space and the
induced shift homeomorphism. We have also constructed,
for some chaotic cases, appropriate natural invariant mea-
sures of the factor space which we can lift to natural in-
variant measures on the inverse limit space. We are then

able to integrate continuous real-valued functions defined
on the inverse limit space (such as utility functions), and
make conclusions about expected behavior of the systems
and possibly, policy suggestions that would help, say, max-
imize utility.

Judy A. Kennedy
Dept. of Mathematics
University of Delaware
jkennedy@math.udel.edu

David Stockman
Dept. of Economics
University of Delaware
stockman@udel.edu

Brian Raines
Dept. of Mathematics
Baylor University
brian raines@baylor.edu

Jim Yorke
IPST
University of Maryland
yorke@ipst.umd.edu

MS32

Estimating Model Error in a Weather Forecast Sys-
tem

Most models of physical processes are only approximations
of the true dynamics. Errors in approximations are ampli-
fied by chaotic dynamics and can lead to serious problems
in prediction. This talk will describe a general approach
that combines empirical measurements with model fore-
casts to estimate the error in the model. Results from a
specific application to the Global Forecast System of the
U.S. Weather Service will be discussed. (Joint work with
S. Baek, B. Hunt, E. Ott, and I. Szunyogh.)

Eric J. Kostelich
Arizona State University
Department of Mathematics
kostelich@asu.edu

MS32

A Classification of Explosions

An explosion is a discontinuous change in the size of the
recurrent set as a parameter is varied. Explosions can lead
to crises of chaotic attractors in two dimensions, and un-
stable dimension variability in three dimensions. I discuss
results relating to the one-dimensional version of a 1976
conjecture of Newhouse and Palis, which says that explo-
sions always occur as a result of saddle-node bifurcations
and tangencies of stable or unstable manifolds of periodic
points.

Evelyn Sander
George Mason University
esander@gmu.edu

James A. Yorke
University of Maryland
Departments of Math and Physics
yorke@ipst.umd.edu
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MS32

Time Series Reconstruction of Network Models

We discuss theory and techniques for the reconstruction of
dynamics of networks from measured signals. For networks
with simple topologies, the goal is to determine conjuga-
cies or semiconjugacies with the system dynamics. For
larger, sparsely-connected systems, computational meth-
ods are discussed for determining network topology.

Tim Sauer
Department of Mathematics
George Mason University
tsauer@gmu.edu

MS33

A Network Approach for the Study of Many-
Particle Swarms: Achievements, Limitations and
New Directions

Bird flocks and other similar assemblies of self-propelled
particles exhibit the emergence of collective order states,
where agents move in the same direction. The onset of
such states occurs through a dynamical phase transition
when the noise intensity descends to a critical level. This
transition can be studied analytically using a novel network
approach in which the self-propelled system is mapped into
a dynamical network. We will present this approach, dis-
cussing its successes and limitations.

Maximino Aldana
UNAM - Institute of Physical Sciences
Cuernavaca, Mexico
max@fis.unam.mx

MS33

An Eye on the Swarm: Linking Experiment and
Theory

Animal groups are ideal subjects with which to develop
and test mathematical models that link the behavior of
individual components to the functioning of the dynamic
group-level properties they create. Despite this, there is
very limited quantitative information and most models re-
main untested. I will discuss recent attempts to under-
stand how real groups behave and demonstrate where cur-
rent models succeed (and where they fail) in providing an
understanding of the underlying mechanisms of collective
coordination.

Iain Couzin
Department of Zoology
University of Oxford, UK
iain.couzin@zoo.ox.ac.uk

MS33

From the Microscopic to the Macroscopic Descrip-
tion of Swarms: Transport Theory of Active Brow-
nian Particles

Active Brownian particles can take energy from the envi-
ronment, put it into an internal storage, and convert it
into kinetic energy. Because of this, they are in a sta-
tionary state of permanent motion where an over-damped
description is not applicable. Using the moments of the
Fokker-Planck equation, a macroscopic transport theory
is derived. The analysis of its stationary states shows in-
teresting results that can be applied to explain the stable

motion modes of biological swarms.

Udo Erdmann
Helmholtz Association of German Research Centers
Berlin, Germany
udo.erdmann@helmholtz.de

MS33

Current and Future Approaches to Swarming Sys-
tems Research: An Overview

The dynamics of swarms is a rich and relevant problem
with biological and engineering applications. It can be de-
scribed using universal concepts such as self-organization
and phase transitions, but also has unique features: energy
is continuously injected at the agent scale and interactions
can be highly nonlinear. In this talk, we will overview
current experiments and theoretical approaches for study-
ing swarming systems (agent-based simulations, field equa-
tions, interaction-network analyses, etc.) and project pos-
sible future research directions.

Cristian Huepe
Unaffiliated NSF grantee
cristian@northwestern.edu

MS34

Continuous Symmetries and Relative Periodic Or-
bits Trace Formulas

Trace formulas relate short periodic orbits to long time in-
variant densities (natural measure). Higher dimensional
dynamics requires inclusion of partially hyperbolic invari-
ant tori into trace formulas. A trace formula for a partially
hyperbolic (N+1)-dimensional compact manifold invariant
under N -parameter global continuous symmetry is derived.
In this extension of “periodic orbit” theory there are few
periodic orbits - the relative periodic orbits that the trace
formula has support on are almost never eventually peri-
odic.

Predrag Cvitanovic
Center for Nonlinear Science
Georgia Institute of Technology
predrag.cvitanovic@physics.gatech.edu

MS34

Searching for Unstable Recurrent Patterns in Pipe
Flow

We investigate numerically recurrent patterns in incom-
pressible pipe flow, for values of the Reynolds number close
to those at which turbulence looks sustained. We will show
the finite-amplitude solutions found so far in an axially pe-
riodic (short) pipe, including new ones discovered recently
by allowing for less symmetry constraints and also helic-
ity. We will then introduce a method to seek generic time-
periodic solutions, allowing for spatial shifts, and discuss
their relevance to the turbulent dynamics.

Yohann Duguet
School of Mathematics
University of Bristol
Yohann.Duguet@bristol.ac.uk

MS34

A Dynamical Systems Perspective on Turbulence
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in Low-Reynolds Plane Couette Flow

We analyze low-Reynolds turbulence in plane Couette flow
as a walk through a set of unstable invariant solutions to
Navier-Stokes. Two cases are considered: the dynamics
of an ’upper-branch’ equilibrium for a small geometry and
its decay to the laminar state, and self-sustained turbu-
lence in a larger geometry. We discuss the role of sym-
metry, state space partitioning, construction of symbolic
dynamics, and generation of new solutions from numerical
simulation data.

John Gibson
Center for Nonlinear Science
Georgia Institute of Technology
gibson@cns.physics.gatech.edu

MS34

Unstable Periodic and Travelling Wave Solutions
Corresponding to Large Scale Structures in Chan-
nel Flow Turbulence

We obtained unstable periodic solutions of streamwise-
minimal channel flow with symmetries for upto Re=6000
by the shooting method. These solutions are on the basin-
boundary of the turbulent attractor and have characteris-
tics of large scale motions observed in fully-developed chan-
nel flow turbulence.

Tomoaki Itano
Kansai University
itano@ipcku.kansai-u.ac.jp

Sadayoshi Toh
Department of Physics, Faculty of Science
Kyoto University
toh8215@gmail.com

MS34

Turbulent Fluids and Dynamical Chaos

The phenomenon of near-wall bursting has now been stud-
ied for more than 50 years. We will present five new three-
dimensional solutions of turbulent plane Couette flow, one
of which is periodic while four others are relative periodic.
Each of these five solutions demonstrates the break-up and
re-formation of near-wall coherent structures. We will dis-
cuss dynamical principles that suggest that turbulence can
be understood in terms of periodic and relative periodic
solutions of the Navier-Stokes equation.

Divakar Viswanath
University of Michigan
divakar@umich.edu

MS34

Cycles of Short, Long and Very Long Period in
Isotropic Turbulence

We show that a single periodic orbit can capture many
features of isotropic turbulence at moderate micro scale
Reynolds numbers. This orbit has a period of two to three
large-eddy turnover times. In this presentation I will look
at orbits with shorter and much longer periods and a range
of Reynolds numbers to try and extract a selection rule for
periodic orbits with properties close to those of turbulence.
Joint work with Shigeo Kida and Genta Kawahara.

Lennaert van Veen

Department of Mathematical and Statistical Science
La Trobe University
l.vanveen@latrobe.edu.au

MS35

Generalized Connection Graph Method for Syn-
chronization in Asymmetrical Networks

We present a general framework for studying global syn-
chronization in networks of dynamical systems with asym-
metrical connections. We extend the connection graph
stability method, originally developed for symmetrically
coupled networks, to the general asymmetrical case. The
principal new component of the method is the transforma-
tion of the directed connection graph into an undirected
graph. In our method for symmetrically coupled networks
we have to choose a path between each pair of nodes and
establish a bound on the total length of all paths passing
through an edge on the network connection graph. The
extension of the method to asymmetrical coupling consists
in symmetrizing the graph and associating a weight to each
path. This weight involves the node unbalance of the two
nodes. This quantity is defined to be the difference between
the sum of connection coefficients of the outgoing edges
and the sum of the connection coefficients of the incom-
ing edges to the node. The synchronization condition for
this symmetrized-and-weighted network then also guaran-
tees synchronization in the original asymmetrical network
(joint work with V. Belykh and M. Hasler).

Igor Belykh
Department of Mathematics and Statistics
Georgia State University
ibelykh@gsu.edu

MS35

Synchronization, Modules and Motifs in Complex
Networks

We show how dynamical processes (synchronization)
among networking systems can offer a new understanding
on the structural and topological features characterizing
the underlying complex wiring of connections. In partic-
ular, we show how to efficiently detect and identify the
hierarchical structure of modules, based on the cluster de-
synchronization properties of phase oscillators, and how to
relate the abundance of specific patterns (motifs) observed
in biological networks with their propensity to give rise to
synchronous motion.

Vito Latora
Dept. of Physics and INFN
University of Catania, Italy
vito.latora@ct.infn.it

Stefano Boccaletti
CNR-Istituto dei Sistemi Complessi
stefano.boccaletti@isc.cnr.it

Mikhail Ivanchenko
Dept. of Radiophysics
University of Nizhny Novgorod, Russia
ivanchenko@rf.unn.ru

Sebastiano Stramaglia
Dept. of Physics
University of Bari, Italy
sebastiano.stramaglia@ba.infn.it
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MS35

New Results in Complex Networks’ Efficiency and
Vulnerability

Some of the main known results about efficiency and vul-
nerability for complex networks will be reviewed from
a mathematical perspective. Also, several comparisons
among these functions will be made following a pairwise
strategy, and taking into account different efficiency and
vulnerability functions. It will be shown in all cases that
these magnitudes display strong correlations, which are
typically piecewise linear in log-space as well as univer-
sal (i.e. independent of the number of nodes N) to a great
extent. The analytical part of the presentation will develop
explicit bounds linking all pairs of such parameters. Such
presentation will be then completed by including new re-
sults that expand the domain of the theory to the realm
of directed networks. This mathematical framework will
be subsequently used to perform a comparative analysis
of those performance measures over a significant sample of
real networks.

Regino Criado, Miguel Romance
Universidad Rey Juan Carlos
regino.criado@urjc.es, miguel.romance@urjc.es

MS35

Partial Phase Synchronization for Multivariate
Synchronizing Systems

Graphical models applying partial coherence to multivari-
ate time series are a powerful tool to distinguish direct
and indirect interdependencies in multivariate linear sys-
tems. We carry over the concept of graphical models and
partialization analysis to phase signals of nonlinear syn-
chronizing systems. This procedure leads to the partial
phase synchronization index which generalizes a bivariate
phase synchronization index to the multivariate case and
reveals the coupling structure in multivariate synchroniz-
ing systems by differentiating direct and indirect interac-
tions. This ensures that no false positive conclusions are
drawn concerning the interaction structure in multivariate
synchronizing systems. By application to the paradigmatic
model of a coupled chaotic Roessler system, the power of
the partial phase synchronization index is demonstrated.

Jens Timmer
Freiburger Zentrum für Datenanalyse und Modellbildung
(FDM)
University of Freiburg, Germany
jeti @ fdm.uni-freiburg.de

Juergen Kurths
Universität Potsdam, Germany
juergen@agnld.uni-potsdam.de

Matthias Winterhalder
Center for Data Analysis and Modelling
University of Freiburg, Germany
winterhm@fdm.uni-freiburg.de

Rainer Dahlhaus
Institute of Applied Mathematics
University of Heidelberg
dahlhaus@statlab.uni-heidelberg.de

Bjoern Schelter
Center for Data Analysis and Modeling
University of Freiburg, Germany

schelter@fdm.uni-freiburg.de

MS35

Synchronization in Networks of Neurons with Ac-
tivatory and Inhibitory Connections

Through the last years, different strategies to enhance syn-
chronization in complex networks have been proposed. In
this work, we show that synchronization of non-identical
neurons that are attractively coupled in a small-world net-
work is strongly improved by just making phase-repulsive
a tiny fraction of the couplings. By a purely topological
analysis that does not depend on the neuron model, we
link the emerging dynamical behavior with the structural
properties of the sparsely coupled repulsive network.

Inmaculada Leyva, Juan Antonio Almendral, Miguel
Angel F. Sanjuan
University of Rey Juan Carlos
Madrid, Spain
inmaculada.leyva@urjc.es, juan.almendral@urjc.es,
miguel.sanjuan@urjc.es

Irene Sendina-Nadal
University of Rey Juan Carlos, Madrid, Spain
irene.sendina@urjc.es

MS35

Spatiotemporal Dynamics of Networks of Excitable
Nodes

A network of excitable nodes based on the photosensi-
tive Belousov-Zhabotinsky reaction is studied in experi-
ments and simulations. The addressable medium allows
both local and nonlocal links between the nodes. The
initial spread of excitation across the network as well as
the asymptotic oscillatory behavior are described. Syn-
chronization of the spatiotemporal dynamics occurs by en-
trainment to high-frequency network pacemakers formed
by excitation loops. Analysis of the asymptotic behavior
reveals that the dynamics of the network is governed by
a subnetwork selected during the initial transient period.
[M. Tinsley, J. Cui, F. V. Chirila, A. Taylor, S. Zhong,
and K. Showalter, Phys. Rev. Lett. 95, 038306 (2005); A.
J. Steele, M. Tinsley, and K. Showalter, Chaos 16, 015110
(2006).]

Kenneth Showalter, Aaron Steele, Mark Tinsley
West Virginia University
Department of Chemistry
kshowalt@wvu.edu, asteele11@yahoo.com,
mark.tinsley@mail.wvu.edu

MS36

Fluctuation-Driven Rhythmogenesis in an Excita-
tory Neuronal Network with Slow Adaptation

We study an excitatory all-to-all coupled neuronal network
of N model neurons that possess random fluctuations in
their firing rate and a slow activity-dependent synaptic de-
pression. By exploiting a separation of time scales we an-
alytically show how in the limit as N goes to infinity the
system dynamics converges to a three-dimensional, nonlin-
ear, deterministic ODE that exhibits regular oscillations if
the strength of the single cell level noise sigma is sufficiently
strong.

Alla Borisyuk
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University of Utah
Dept of Mathematics
borisyuk@math.utah.edu

MS36

Downregulation of Ia by Muscarinic Cholinergic
Receptors

We show that activation of muscarinic receptors in vivo
causes a large increase in burst firing in sensory pyrami-
dal cells. Using an in vitro preparation and modeling, we
show that activation of these same receptors also causes in-
creased burst firing through downregulation of an Ia potas-
sium current. Our results show a mechanism by which
burst discharge can be regulated, thus controlling the re-
sponse of sensory neurons to environmental stimuli.

Maurice Chacron
Department of Physiology and Center for Nonlinear
Dynamics
McGill University
maurice.chacron@mcgill.ca

MS36

Dimension Reduction for Complex Neural Models

Many complex models of neural systems now exist, but
their simulation and analysis remain challenging. I will
discuss several examples for which low-dimensional mod-
els predict very well the dynamics of more complex mod-
els. These low-dimensional models cannot be derived an-
alytically, but can be simulated and analysed through
appropriately-initialised short simulations of the corre-
sponding complex system.

Carlo R. Laing
Massey University
Auckland
c.r.laing@massey.ac.nz

MS36

Phase-locking in Electrically Coupled Spiking Neu-
rons: The Influence of Intrinsic Properties of Neu-
rons

I will discuss how electrical coupling interacts with the
intrinsic properties of neurons to generate phase-locked
states. Using the theory of weakly coupled oscillators and
phase-response curves from real and model interneurons, I
will identify some of the characteristics of neuronal dynam-
ics that are important for determining stability of phase-
locked states. I will also examine how certain ionic con-
ductances alter stability of phase-locked states.

Tim Lewis
University of California
at Davis
tjlewis@ucdavis.edu

MS36

Analysis of Epileptiform Phenomena in Cortical
Brain Slices

We and others have used integrodifferential equations
to describe waves of epileptiform activity propagating
through cortical tissue. Recent data, however, have re-
vealed activity much more complex than smooth propa-
gation. Here, we present data and extend our analysis to

understand the complex activity that we have observed ex-
perimentally. We will also present preliminary analysis in-
vestigating epileptogenesis, the transition of activity from
sparse and local to dense and propagating.

David Pinto
Department of Neurobiology & Anatomy
University of Rochester School of Medicine
david pinto@urmc.rochester.edu

MS36

Reliable and Unreliable Dynamics in Coupled
Theta Neurons

We study the reliability of small networks of coupled oscil-
lators in response to fluctuating inputs. Reliability means
that an input elicits essentially identical responses upon
repeated presentations, regardless of the system’s initial
condition. We initially focus on a 2-oscillator pulse-coupled
network, adopting the standard ‘theta neuron’ model, and
demonstrate that it exhibits both reliable and unreliable
dynamics for broad ranges of coupling strengths. We fur-
ther show that 1:1 phase locking in the zero-input system
corresponds to high susceptibility for unreliable responses.

Kevin Lin, Lai-Sang Young
Courant Institute of Mathematical Sciences
New York Univ.
klin@math.nyu.edu, lsy@math.nyu.edu

Eric Shea-Brown
Courant Institute of Mathematical Sciences
New York University
ebrown@cims.nyu.edu

MS37

Filter Induced Dynamics of a Semiconductor Laser
with Optical Feedback

We consider a semiconductor laser subject to filtered op-
tical feedback where a part of the laser emission re-enters
the laser after it is spectrally filtered. This system can be
modelled by a set of delay-differential equations and the
dynamics supports two types of oscillations: internal re-
laxation oscillations and frequency oscillations, which are
external roundtrip oscillations. We use numerical continu-
ation to present a comprehensive bifurcation analysis with
respect to physically relevant parameters.

Daan Lenstra
Theoretical Physics
Vrije Universiteit Amsterdam
lenstra@nat.vu.nl

Bernd Krauskopf
University of Bristol
Dept of Eng Mathematics
b.krauskopf@bristol.ac.uk

Hartmut Erzgraber
Vrije Universiteit Amsterdam
Afdeling Natuurkunde en Sterrenkunde
h.erzgraber@few.vu.nl

MS37

Transverse Mode Interaction in Semiconductor
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Lasers Subject to Optical Feedback

We investigate a multi-transverse-mode vertical-cavity
surface-emitting laser with optical feedback. Our model
consists of partial differential equations, describing the spa-
tial optical fields and carrier diffusion, and delay differential
equations, modelling the external feedback. Continuation
techniques are used to investigate the transition from self-
feedback of the fields, through to a cross-coupling of the
fields via the feedback. Moreover, our model is a test-case
for the effectiveness of numerical tools in analysing large-
scale systems with delay.

Kirk Green
Vrije Universiteit Amsterdam
k.green@few.vu.nl

Bernd Krauskopf
University of Bristol
Dept of Eng Mathematics
b.krauskopf@bristol.ac.uk

Daan Lenstra
TU Delft
d.lenstra@tudelft.nl

MS37

Beyond-all-order Calculation of Pattern Formation
and Localized Structures in Optical Cavities

We analyze a Turing instability in a model for nonlinear op-
tical cavity. By carrying the calculation beyond all orders,
we compute the exponentially small terms that couple the
slow and fast spatial scales. This allows to construct ana-
lytically the snaking bifurcation diagram leading to multi-
peaked solutions and to determine the exponentially small
pinning range of parameters for which stationary localized
structures exist.

Jon Chapman
OCIAM, Mathematical Institute,
Oxford
chapman@maths.ox.ac.uk

Gregory P. Kozyreff
Université Libre de Bruxelles
Belgium
Gregory.Kozyreff@ulb.ac.be

MS37

Excitability Mediated by Localized Structures in
Nonlinear Optical Cavities

We analyze an excitability regime mediated by localized
structures (LS) in a dissipative nonlinear optical cavity.
The scenario is that stable LS exhibit a Hopf bifurcation
that is followed by the destruction of the oscillation in a
saddle-loop bifurcation. Beyond this point there is a regime
of excitable LS under the application of suitable pertur-
bations. The whole scenario is organized by a Takens-
Bogdanov codimension-2 bifurcation in the limit where our
model reduces to the NLSE.

Manuel A. Matias
Instituto Mediterraneo de Estudios Avanzados
(CSIC-UIB)
manuel@imedea.uib.es

Pere Colet

Instituto Mediterraneo de Estudios Avanzados
(IMEDEA, CSIC-UIB)
pere@imedea.uib.es

Damia Gomila
Institut Mediterrani d’Estudis Avanats
(IMEDEA,CSIC-UIB)
damia@imedea.uib.es

Adrian Jacobo
Institut Mediterrani d’Estudis Avanats (IMEDEA,
CSIC-UIB)
jacobo@imedea.uib.es

MS37

Nonlinear Dynamics of Lasers Without Population
Inversion

Bifurcation continuation techniques are used to study in-
stabilities resulting from a nonlinear interaction of two
quantum-coherence-induced lasing solutions in a single-
mode inversionless laser. We uncover codimension-two and
-three double-pitchfork and double-Hopf bifurcations. The
more interesting double-Hopf bifurcations are sources of
instabilities of the type distinctively different from insta-
bilities found in conventional lasers. In particular, we will
discuss self-induced torus doubling cascade to chaos.

Weng Chow
Sandia National Labs
wwchow@sandia.gov

Sebastian M. Wieczorek
University of Exeter
Mathematics Research Institute
s.m.wieczorek@exeter.ac.uk

MS37

Reduction of the San Miguel-Feng-Moloney Model
for Vertical-cavity Surface-emitting Lasers

A four-level model for polarization switching of a quantum-
well vertical-cavity surface-emitting laser is simplified by
applying a multiple time scale method. The asymptotic
theory is based on the natural values of the laser parame-
ters and considers the case of fast spin-flip relaxation rate
and large birefringence with respect to the relaxation os-
cillation frequency. The reduced problem consists of three
rate equations for a two-mode semiconductor laser making
an analytical analysis of the switching phenomenon possi-
ble.

Thomas Erneux
Université Libre de Bruxelles
Optique Nonlinéaire Théorique
terneux@ulb.ac.be

Guy van der Sande, Jan Danckaert, Irina Veretennicoff
Vrije Universiteit Brussel
Department of Applied Physics and Photonics
guy.van.der.sande@vub.ac.be, jandan@vub.ac.be,
ivereten@vub.ac.be

MS38

Return Maps of Folded Saddle-nodes

Folded nodes occur in generic slow-fast systems with two
slow variables and one fast variable. Mixed mode oscilla-
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tions appear in trajectories flowing past folded nodes. We
present numerical computations of return maps for these
flows. These maps yield insight into attractors and bifur-
cations associated with folded nodes. We also study the
return maps of folded saddle-nodes that appear in generic
one parameter families when a folded saddle and folded
node are created.

John Guckenheimer
Cornell University
jmg16@cornell.edu

MS38

MMOs in Systems with More than Two Slow Vari-
ables

Canard explosion is a well known phenomenon of an ex-
ponentially fast transition from small to relaxation oscil-
lations. Typically it does not occur in systems with more
than one slow variable. Mixed mode oscillations are a gen-
eralization of canard explosion to systems with two slow
variables. What happens when there are more than two
slow variables? We show that under some general condi-
tions mixed mode oscillations occur and the existing theory
can be generalized.

Martin Krupa
New Mexico State University
mkrupa@nmsu.edu

MS38

Mixed-mode Dynamics via Localization and Noise

The goal is to understand the effect of noise-induced mixed
modes on coherence in oscillator networks. This behavior
reduces phase coherence beyond simple stochasticity, due
to competing in-phase/anti-phased and localized states.
We demonstrate this generic behavior using Morris-Lecar
oscillators with synaptic coupling and normal form models.
Analytical and numerical results agree in predicting limited
coherence and illustrate differences between excitatory and
inhibitory coupling in the presence of noise.

Na Yu
UBC Math
nayu@iam.ubc.ca

Rachel Kuske
University of British Columbia
rachel@math.ubc.ca

Yue-Xian Li
University of British Columbia
Department of Mathematics
yxli@math.ubc.ca

MS38

Mixed-Mode Oscillations in a Family of Three
Time-Scale Systems

We discuss a model problem which, though analytically
simple, exhibits a wide variety of mixed-mode patterns.
One characteristic feature of this model is the presence of
three time-scales. Using geometric singular perturbation
theory and desingularization, we show that the mixed-
mode dynamics is caused by a canard phenomenon. We
derive asymptotic formulae for the corresponding return
map, and we prove that the structure of the observed Farey

sequences is determined by secondary canards.

Nikola Popovic
Boston University
Center for BioDynamics and Department of Mathematics
popovic@math.bu.edu

Nancy J. Kopell
Boston University
Department of Mathematics
nk@math.bu.edu

Martin Krupa
New Mexico State University
mkrupa@nmsu.edu

MS38

Discussion

Discussion - Session I

Martin Wechselberger
University of Sydney
wm@maths.usyd.edu.au

MS38

Reduced System Computing and MMOs

Reduced System Computing (RSC) is a numerical ap-
proach to solving singularly perturbed differential equa-
tions in which approximate solutions are generated by con-
catenating solutions of the distinct fast and slow singular
limits. I will show how RSC can be applied to the compu-
tation of mixed mode oscillations.

Warren Weckesser
Colgate University
Department of Mathematics
WWeckesser@mail.colgate.edu

MS39

Averaging in the Four Vortex Problem

We discuss the averaging approximation to the four-vortex
problem on the plane with an initial configuration consist-
ing of a binary plus two vortices; that is to say, a configu-
ration in which the distance between two of the vortices is
very small in comparison to the other distances.

Antonio Hernandez
I.I.M.A.S.
Universidad Nacional Autnoma de Mexico
ahernandez@leibniz.iimas.unam.mx

Ernesto A. Lacomba
UAM-Iztapalapa
Mexico
lace@xanum.uam.mx

MS39

Geometric Phases in Under-actuated Mechanical
Systems with Symmetry

In under-actuated mechanical systems with symmetry, geo-
metric phases relate motion in the directly controlled shape
space and induced motion in the uncontrolled group direc-
tion. A typical linear analysis yields suboptimal controllers
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that use low amplitude cyclic motions in the shape space.
In contrast, a careful nonlinear analysis of the 3D pendu-
lum provides global insight that yields a group-equivariant
discrete optimal control algorithm based on Lie group vari-
ational integrators that addresses the limitations of existing
techniques.

Melvin Leok
Purdue University
Department of Mathematics
mleok@math.purdue.edu

Taeyoung Lee, N. Harris McClamroch
University of Michigan, Ann Arbor
Department of Aerospace Engineering
tylee@umich.edu, nhm@engin.umich.edu

Nalin Chaturvedi
University of Michigan
Aerospace Engineering
nalin@umich.edu

MS39

An Example of Arnold Diffusion in Optics and Me-
chanics

In this joint work with Vadim Kaloshin we give a trans-
parent example of Arnold diffusion in a mechanical system
(a particle in a periodic potential in R3). This example,
or rather a class of examples, can also be interpreted as
bending of the light in a periodic optical medium which is
arbitrarily close to being homogeneous. The geometry of
Arnold diffusion is made very transparent in this example,
and the proofs are quite intuitive.

Mark Levi
Department of Mathematics
Pennsylvania State University
levi@math.psu.edu

MS39

Nonholonomic Integrators on Lie Groupoids

During the last decade, much effort has been devoted to
construction of geometric integrators for Lagrangian sys-
tems using a discrete variational principle. In particular,
this effort has been concentrated for the case of discrete
Lagrangian functions L on the cartesian product Q×Q of
a differentiable manifold and on a Lie group G. The pur-
pose of this talk is to describe Lagrangian and Hamiltonian
Mechanics on a Lie groupoid when the system is subjected
to nonholonomic constraints. We consider the general case
of a lagrangians defined on a Lie groupoid Γ, this struc-
ture covers, as particular examples, the cases of cartesian
products Q × Q, quotients by Lie groups (Q × Q)/G as
well as Lie groups G. The “nonholonomic data” are in-
troduced fixing a constraint distribution (a vector subbun-
dle of the Lie algebroid associated to the Lie groupoid Γ),
and a constraint embedded submanifold of Γ. From a di-
crete Holder’s principle we derive the discrete Lagrange-
D’Alembert, the discrete nonholonomic Legendre transfor-
mations and we geometrically characterize the regularity
of the system. Also the discrete nonholonomic momen-
tum map is defined. Finally, examples of nonholonomic
integrators (also for reduced systems) are exhibited, from
adequate discretizations of the continuous nonholonomic
equations.

David Martn de Diego

Departamento de Matemticas
Instituto de Matemticas y Fsica Fundamental
d.martin@imaff.cfmac.csic.es

David Iglesias
Instituto de Matematicas y Fisica Fundamental
iglesias@imaff.cfmac.csic.es

Juan Carlos Marrero
Universidad de La Laguna
Canary Islands, SPAIN
jcmarrer@ull.es

Eduardo Martinez
Universidad de Zaragoza
SPAIN
emf@unizar.es

MS39

Vortex Lattice Theory

We will describe a new method of finding N -vortex rela-
tive equilibria in the plane (i.e. vortex lattices in Bose-
Einstein condensates). The problem is formulated as a

linear algebra problem A
Γ = 0 where A is an MxN config-
uration matrix obtained by requiring that all intervortical

distances remain constant, and 
Γ ∈ RN is the vector of vor-
tex strengths. We randomly deposit the N points in the
plane, which with probability one will give us a configura-
tion matrix of full-rank. Then we allow each of the points
to execute a random walk, and we calculate the singular
value decomposition of A at each step. Steps for which the
smallest singular value is decreased are allowed, while those
that don’t are thrown out. In this way, the smallest sin-
gular value is used as a ‘Brownian ratchet’ device to hone
in on new equilibrium configurations, i.e. matrices that
are rank-deficient. Typically these equilibria are asymmet-
ric, and the corresponding vortex strengths are obtained
by requiring that they lie in the span of the right singular
vectors corresponding to the zero singular values (i.e the
nullspace of A). The method gives new insights into many
issues, including the spacing of equilbria (as measured by
the Frobenius norm) and their density.

Paul Newton
Univ Southern California
Dept of Aerospace Engineering
newton@spock.usc.edu

MS39

Geometry of Hamel Equations

Hamel Equations are Euler-Lagrange equations written rel-
ative to a frame in the tangent bundle of the configuration
manifold Q that is not necessarily consistent with local co-
ordinates on Q. In this talk we will obtain Hamel equations
using a variational principle written in an arbitrary frame.
We will also discuss how one can simplify the equations
of motion of a mechanical system by selecting a suitable
frame.

Anthony M. Bloch
University of Michigan
Department of Mathematics
abloch@umich.edu

Jerrold E. Marsden
California Inst of Technology
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Dept of Control/Dynamical Syst
marsden@cds.caltech.edu

Dmitry V. Zenkov
North Carolina State University
Department of Mathematics
dvzenkov@unity.ncsu.edu

MS40

Spatially Localized Oscillating States in Periodi-
cally Forced Dissipative Systems

Recent experiments on parametrically driven granular me-
dia have revealed the presence of spatially localized oscil-
lating structures called oscillons. Additional experiments
on spontaneously oscillating chemical systems forced near
the 2:1 resonance have identified other types of spatially
localized structures, including hole-like states in an oscil-
lating background and fronts between domains which os-
cillate exactly out of phase. In this talk I will describe
the origin and properties of these states in the context of
a simplified model, the forced complex Ginzburg-Landau
equation, that describes the dynamics near the 2:1 tempo-
ral resonance. In particular I will identify a single mecha-
nism that may be simultaneously responsible for all three
types of spatially localized structures.

John Burke
Department of Physics
U. C. Berkeley
burkej8@berkeley.edu

Edgar Knobloch
Department of Physics
UC Berkeley
knobloch@px1.Berkeley.EDU

MS40

Localised Patterns: A Brief Survey

In this first talk of the minisymposium, I will summarise
in simple terms the mathematical approaches to the exis-
tence of localised patterns in the canonical case of the 1D
Swift–Hohenberg equation posed on the real line. Many as-
pects of the dynamics are well understood, through spatial
dynamics and regular and ‘beyond-all-orders’ asymptotics.
Extensions to large but finite domains, and the effects of
a large-scale neutral mode, often found in pattern-forming
systems, will be briefly described.

Jonathan Dawes
DAMTP, University of Cambridge
J.H.P.Dawes@damtp.cam.ac.uk

MS40

Discussion

Discussion.

Jonathan Dawes
DAMTP, University of Cambridge
J.H.P.Dawes@damtp.cam.ac.uk

Edgar Knobloch
Department of Physics
UC Berkeley
knobloch@px1.Berkeley.EDU

MS40

Localised Hexagon Patches and Planar Fronts

Patches of stable, fully localized hexagons have been ob-
served in a planar DC gas-discharge systems, see Am-
melt, Astov and Purwins PRE 58(1998). Taking the Swift-
Hohenberg equation as a model, we present numerical re-
sults showing how stationary patches of hexagons grow as
the linear parameter is varied. We then show how the
growth is governed by many different orientated hexagon
planar fronts. We draw qualitative similarities between
hexagons in the model and experiments.

David Lloyd, Bjorn Sandstede
University of Surrey
d.j.lloyd@surrey.ac.uk, b.sandstede@surrey.ac.uk

MS40

Localized Structures and their Control in Liquid
Crystal Experiments

I will present experimental localized structures in a liq-
uid crystal cell with optical feedback. Localized structures
represent here the localized solutions of a pattern-forming
system when bistability exists between different metastable
states. I will show that different regions of existence and
different types of localized structures can be selected de-
pending on the nature of the metastable states. Then, I
will present an experimental technique to control the dy-
namics of localized structures.

Umberto Bortolozzo
Laboratoire de Physique Statistique - ENS
umberto@lps.ens.fr

Stefania Residori
INLN
stefania.residori@inln.cnrs.fr

MS40

Ferrosolitons or Switching Cells of Magnetic Liquid
Patterns

We generate solitary spikes in the bistable regime of the
Rosensweig instability in a layer of magnetic fluid (PRL
94,2005). Contrary to oscillons and other dissipative 2D-
solitons these ferrosolitons are localized states in a lossless
system. Their existence can be attributed to the inher-
ent periodicity of the Rosensweig instability to which the
wave front locks (Pomeau 1986). We measure the ferrosoli-
tons profile and growth rate and compare it with numerics
(O.Lavrova et al. J.Phys.Condens.Matter 18,2006).

Holger Knieling
University of Bayreuth
holger.knieling at uni-bayreuth.de

Igor Barashenkov
University of Cape Town
igor@odette.mth.uct.ac.za

Reinhard Richter
University of Bayreuth
reinhard.richter@uni-bayreuth.de

MS41

Effective Lagrangian and Hamiltonian Structures
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for Nonlinear Lattices

Considering nonlinear lattices a major question of interest
to mathematicians and physicists alike concerns the deriva-
tion of various macroscopic, continuous PDE models, de-
pending on the underlying scaling. Within mathematics,
in the framework of multiscale analysis, progress has been
made in recent years concerning the rigorous mathematical
justification of the derived equations, for instance by using
a modulation theory approach. Moreover, since the macro-
scopic limits obtained often turn out to have Lagrangian
and Hamiltonian structure, the question arises how these
effective structures are related to their discrete counter-
parts. In this talk we present a recent result obtained in
joint work with Michael Herrmann and Alexander Mielke,
Berlin, and consisting in a general approach for the deriva-
tion of the reduced (effective) Lagrangian and Hamiltonian
structures of the macroscopic limits directly from the dis-
crete structures of the nonlinear lattice. After presenting
the method, we aim to illustrate its several aspects on var-
ious examples of derived macroscopic equations, such us
the nonlinear wave equation, the KdV and nlS equations,
and the three-wave interaction equations.

Alexander Mielke
Weierstrass Institute for Applied Analysis and Stochastics
Berlin
mielke@wias-berlin.de

Johannes Giannoulis
TU Muenchen
Zentrum Mathematik
giannoulis@ma.tum.de

Michael Herrmann
Humboldt University Berlin
Department of Mathematics
michaelherrmann@math.hu-berlin.de

MS41

Nontrivial Effects of Dissipation in BEC and Opti-
cal Cavities with Periodic Potentials

The presence of dissipative terms in models of Bose-
Einstein Condensates (BEC) in optical lattices and of non-
linear cavities with photonic crystals results in intriguing
effects such as self-localisation, suppression of modulational
instabilities and novel classes of breathers and spatial soli-
tons. We compare these dissipative structures with their
conservative counterparts and investigate the role of losses
in their formation and stability.

Gian-Luca Oppo
Department of Physics
University of Strathclyde
gianluca@phys.strath.ac.uk

MS41

Nonlinear Waves in Two-dimensional Lattices

Discrete solitons and more specifically kink-like topologi-
cal excitations are ubiquitous structures that arise in nu-
merous physical applications ranging from dislocations or
ferroelectric domain walls in solids, to bubbles in DNA,
or magnetic chains and Josephson junctions, among oth-
ers. Hence one of the most important problems in dis-
crete systems is the existence of travelling waves and uni-
form sliding states. We study travelling waves on a two–
dimensional lattice with linear and nonlinear coupling be-

tween nearest particles and a periodic nonlinear substrate
potential. Such a discrete system can model molecules ad-
sorbed on a substrate crystal surface. The purpose of this
talk is to show the existence of both uniform sliding states
and periodic travelling waves as well in a two-dimensional
Frenkel–Kontorova (FK) lattice equation using topological
and variational methods.

Vassilis M. Rothos
Aristotle University of Thessaloniki
rothos@gen.auth.gr

MS41

Long-term Behavior of Discrete Schrodinger Equa-
tions

In the study of the dynamics of DNLS with initial data
close to a soliton, one represents the evolution as a finite
dimensional systems of ODE’s coupled with a DNLS per-
turbed by a decaying potential. In this talk, I will present
show some technical linear estimates, which allows one to
control the dispersive nonlinear evolution in the 1 D set-
ting. In particular, these techniques will be useful, in a rig-
orous proof of nonlinear stability (in appropriate orbital,
asymptotic etc. sense) for such equations, if one has lin-
ear stability. More generally, one may be able to use these
techniques to construct global stable manifolds in unstable
problems, as it has been done recently for the continuous
NLS.

Atanas Stefanov
University of Kansas
stefanov@math.ku.edu

MS41

Moving Solitons in Optical Systems with Lattice
Potential

We study solitons in a fibre Bragg grating model with a
harmonic superlattice. For this model a variety of station-
ary solitons have been shown to exist in bandgaps created
by the superlattice. However, a linear analysis reveals that
moving solitons will only exist in the form of quasi-solitons
with oscillatory tails. We present numerical results and
discuss generalizations to other models.

Thomas Wagenknecht
School of Mathematics
University of Manchester
Thomas.Wagenknecht@manchester.ac.uk

MS41

Gap Solitons in Harmonic Superlattices

Solitons are studied in a model of a fiber Bragg grating
(BG) whose local reflectivity is subjected to periodic mod-
ulation. The superlattice opens an infinite number of new
bandgaps in the model’s spectrum. Averaging and numer-
ical continuation methods show that each gap gives rise
to gap solitons (GSs), including asymmetric and double-
humped ones, which are not present without the superlat-
tice.Computation of stability eigenvalues and direct simu-
lation reveal the existence of stable families of fundamen-
tal GSs filling the new gaps – also at negative frequencies,
where the ordinary GSs are unstable. This is joint work
with Boris Malomed, Thomas Wagenknecht, Ilya Merhasin
and Alan Champneys.

Kazuyuki Yagasaki
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Gifu University
Department of Mechanical and Systems Engineering
yagasaki@gifu-u.ac.jp

MS42

Validated Continuation

I will present a rigorous numerical method which combines
topological tools with continuation algorithms. Using this
method, we obtain proofs about the structure of the set of
stationary solutions at roughly the same cost as the tradi-
tional continuation approach. Furthermore, the construc-
tive nature of these techniques may be used to detect when
and where further computations are required to uncover
the desired structure. The Swift-Hohenberg and Cahn-
Hilliard equations are used to produce sample results.

Sarah Day
The College of William and Mary
sday@math.wm.edu

MS42

Recent Developments in MatCont

We discuss the software packages Cl MatCont, its GUI
version MatCont and its version for maps Cl MatContM,
which are Matlab toolboxes for the study of dynamical sys-
tems. They were and are being developed in collaboration
with Yuri A. Kuznetsov (Utrecht) and several PhD stu-
dents at Ghent and Utrecht, in particular Annick Dhooge,
Bart Sautois, Hil Meier and Reza Khoshsiar Ghaziani. The
current versions are available at: http://matcont.ugent.be.

Willy Govaerts
Ghent University
willy.govaerts@ugent.be

MS42

Macroscopic Dynamics of Conservative Maps Un-
der Parameter Variation

We numerically analyze the change in the macroscopic dy-
namical behaviour of certain conservative maps on the
plane as a system parameter is varied. The analysis is
based on the computation of the leading eigenfunctions
of the transfer operator for a randomly perturbed version
of the underlying map. We show how the corresponding
eigenvalues depend on the noise level and present asso-
ciated numerical examples. This is joint work with Igor
Mezic and Jerrold E. Marsden.

Oliver Junge
Center for Mathematics
Munich University of Technology, Germany
junge@ma.tum.de

MS42

Periodic Orbit Continuation in Multiple Time
Scale Systems

Continuation methods utilizing boundary value solvers are
an effective tool for computing unstable periodic orbits
of dynamical systems. The standard implementation for
these procedures is AUTO, which often requires very fine
meshes on problems with multiple time scales. We will
explore alternate strategies based on geometric singular
perturbation theory for computing periodic orbits in these

systems.

M. Drew LaMar
College of William and Mary
mdlama@wm.edu

John Guckenheimer
Cornell University
jmg16@cornell.edu

MS42

Numerical Bifurcation Analysis, An Overview

This talk serves as an overview of the symposium. We
will give a brief introduction to the subject of numerical
bifurcation analysis, indicate active areas of research and
put the topics covered by the symposium speakers into a
historical context. The talk will also present some results
of the author on the computation of invariant tori and the
numerical analysis of Arnol’d tongue scenarios.

Frank Schilder
University of Surrey
f.schilder@surrey.ac.uk

MS42

Numerical Contination of Hamiltonian Relative
Periodic Orbits

Recently there has been a lot of progress in the develop-
ment of a general bifurcation theory of relative periodic
orbits (RPOs) in Hamiltonian systems. In this talk we
present numerical methods for the continuation of Hamil-
tonian RPOs. We apply our methods to continue the fa-
mous Figure Eight choreography of the three-body sys-
tem to nonzero angular momentum, find a relative period-
doubling bifurcation along the branch of rotating chore-
ographies and compute the bifurcating branch.

Claudia Wulff
University of Surrey
Dept. of Math and Statistics
c.wulff@surrey.ac.uk

MS43

Measurable Dynamics, Partitions, Basin Informa-
tion and Other Ergodic Quantification of Dynami-
cal Systems, with Measures of Model Quality

Partitioning phase space of a dynamical systems with in-
tricate basin structures is a critical step in understanding
model behavior, such as basin hopping. We show a new
graph theoretic approach to this problem capable of deal-
ing with nondiagonalizable problems. Since issues of par-
titioning and modeling a dynamical system are intimately
related to how two dynamical systems are considered either
the same (topologically conjugate) or not, we will quantify
our new “defect measure of almost conjugacy.

Erik Bollt
Clarkson University
bolltem@clarkson.edu
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MS43

Panel Discussion

Discussion.

Gary Froyland
University of New South Wales
g.froyland@unsw.edu.au

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

Christopher Jones
University of North Carolina
Department of Mathematics
ckrtj@email.unc.edu

MS43

Optimal Control of Mixing in Stokes Fluid Flows

Motivated by the problem of microfluidic mixing, the prob-
lem of optimal control of advective mixing in Stokes fluid
flows is considered. The velocity field is assumed to be
induced by a finite set of spatially distributed force fields
that can be modulated arbitrarily with time and a passive
material is advected by the flow. To quantify the degree of
mixedness of a density field, we use a Sobolev space norm of
negative index. We pose a finite-time optimal control prob-
lem where we aim to achieve the best mixing for a fixed
value of the action (time integral of the kinetic energy of
the fluid body) per unit mass. We derive the first order
necessary conditions for optimality that can be expressed
as a two point boundary value problem and we discuss
some elementary properties that the optimal controls need
to satisfy. A conjugate gradient descent method is used to
solve the optimal control problem and we present numeri-
cal results for two problems involving arrays of vortices. A
comparison of the mixing performance shows that optimal
aperiodic inputs can do better than periodic inputs.

George Mathew
University of California at Santa Barbara
gmathew@engineering.ucsb.edu

MS43

On Inverse Problems in Measurable Dynamics: In-
ferring Infinitesimal and Frobenius Perron Opera-
tors from Observed Data Movies of Density Evolu-
tion

To construct the transfer operator from an image sequence
we are required to have knowledge of a family of transfor-
mations. However, a sequence of images does not provide
a direct access to the motion of a point in a phase space.
Instead it only describes evolution in time of brightness
patterns. Therefore, we present a technique to estimate a
velocity field from an image sequence and its application
to approximate the transfer operator.

Naratip Santitissadeekorn
Department of Mathematics
Clarkson University
santitn@clarkson.edu

MS43

A Preliminary Look at Characterizing Flows using

Deviation from Ergodicity

A new multiscale approach for characterizing flows is in-
troduced. Scaling analysis is based on wavelets and the
flows are distinguished according to deviation from ergod-
icity. Several well-known examples of dynamical systems
are considered in a setting that builds intuition. The ideas
are theoretically based in dynamical systems, ergodic the-
ory and harmonic analysis and the motivation comes out
of ocean science and engineering applications.

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

Sherry Scott
Department of Mathematics
Marquette University
scott@mscs.mu.edu

Chris Jones
University of North Carolina
Chapel Hill, NC 27516
ckrtj@email.unc.edu

Thomas Redd
Dept. of Math and The Center for Computing and
Technology
Louisiana State University
tcredd@math.lsu.edu

Leonid Kuznetsov
Susquehanna International Group, LLP
Bala Cynwyd, PA 19004-1188
leonid2111@hotmail.com

MS43

Towards Practical Ergodic Theory for Hamiltonian
Systems

Molecular dynamics refers to the computer simulation of
material systems at the atomic level. In order to provide a
rigorous foundation for the algorithms of molecular dynam-
ics it is necessary to understand the ergodic properties of
the relevant Hamiltonian flows. Unfortunately, much of the
ergodic theory that has been developed for smooth systems
does not apply to systems arising in Molecular Dynamics.
I will explain the difficulties in this area and discuss some
recent work on the problem.

Paul Tupper
Mathematics
McGill
tupper@math.mcgill.ca

MS44

Fractional Diffusion Models of Anomalous Trans-
port in Finite Size Domains

Fractional diffusion models of anomalous transport usually
assume unbounded domains. This assumption simplifies
the analysis but it is physically unrealistic and numeri-
cally problematic. Here we discuss how fractional models
can be formulated and solved in finite size domains with
boundary conditions. This requires the regularization of
the Riemann-Liouville fractional derivative. Various ap-
plications are discussed including: non-local transport in
fusion plasmas, anomalous diffusion in molecular clouds,
and front propagation in the fractional Fisher-Kolmogorov
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equation.

Diego Del-Castillo-Negrete
Oak Ridge National Laboratory
delcastillod@ornl.gov

MS44

From Diffusion to Anomalous Diffusion: Subdiffu-
sion and Levy Walks

We review anomalous diffusion processes with emphasis on
subdiffusion, which is widespread in many complex sys-
tems. We consider in particular the case of subdiffusion
which corresponds to a continuous-time random walk pro-
cess in which the waiting time for a step is given by a prob-
ability distribution with a diverging mean value. Relation-
ships to the fractional diffusion or Fokker-Planck equations
and their generalizations will be discussed. Special atten-
tion will be given to the problem of the initial conditions
and the corresponding aging process. We will highlight re-
cent results on linear response of a continuous-time random
walk systems to a time-dependent field.

Joseph Klafter
School of Chemistry, Tel Aviv University
69978 Tel Aviv, Israel
klafter@post.tau.ac.il

MS44

Step-Flow Growth with Anomalous Diffusion

The growth of a stepped crystal surface by molecular beam
epitaxy is investigated in the case when the adatom diffu-
sion is a Levy walk. The analog of the Burton-Cabrera-
Frank theory for the case of a Levy walk type surface dif-
fusion is developed. The step-flow velocity is obtained as
an eigenvalue of the corresponding boundary-value prob-
lem described by a fractional PDE. The resulting crystal
surface growth rate is found as a function of the terrace
length and the anomalous diffusion exponent.

Margo Levine, Alexander A. Golovin
Department of Engineering Sciences and Applied
Mathematics
Northwestern University
margo@northwestern.edu, a-golovin@northwestern.edu

MS44

Reactions Among Subdiffusive Species

We present a number of analytic and simulation results for
binary reactions among subdiffusive reactants that may be
characterized by different anomalous diffusion exponents.
The reaction kinetics in such systems are in general entirely
different from those of diffusive systems and can often not
be understood by simple subordination arguments.

Katja Lindenberg
Department of Chemistry and Biochemistry
University of California San Diego, USA
klindenberg@ucsd.edu

S. B. Yuste, J. J. Ruiz-Lorenzo
Departamento de Fisica
Universidad de Extremadura
santos@unex.es, ruiz@unex.es

MS44

Instabilities in Anomalous Diffusion-Reaction Sys-
tems

Pattern formation in anomalous diffusion-reaction system
is considered in two non-trivial cases: (i) Turing instability
in sub-diffusive systems for 3 pertinent models; (ii) long-
wave oscillatory instability in super-diffusive systems. In
the case (i), stability characteristics of the 3 models are de-
rived and compared. In the case (ii), super-diffusive mod-
ifications of the complex Ginzburg-Landau equation and
the Kuramoto-Sivashinsky equation have been derived and
investigated.

Yana Nec
Technion - Israel Institute of Technology
cranberryana@gmail.com

Alexander A. Golovin
Department of Engineering Sciences and Applied
Mathematics
Northwestern University
a-golovin@northwestern.edu

Alexander Nepomnyashchy
Technion
Israel Institute of Technology
nepom@math.technion.ac.il

MS44

A Hybrid Discrete-continuous Anomalous Diffu-
sion Model of Angiogenesis

Angiogenesis, the formation of new blood vessels from
existing vasculature, involves endothelial cell migration,
which has a stochastic component and is also affected
by chemotaxis. We propose and study a model of cell
migration in which the cells are treated as discrete ob-
jects while the chemoattractant concentration is contin-
uous. The waiting times between successive movements of
a cell can be rather long resulting in anomalous diffusion.
This is work in progress.

Vladimir A. Volpert, Anna Tikhomirov
Northwestern University
v-volpert@northwestern.edu, anna-t@northwestern.edu

MS45

Travelling Waves on Lattices Defined by Car-
following Models

We consider the dynamics of microscopic car-following
models on an infinite highway. Such models take the form
of a lattice differential equation system, whose travelling
wave solutions are defined by a delay differential equa-
tion boundary value problem. When reaction times are
included, advanced-retarded FDE problems arise. We will
use manifold dimension counting arguments to analyse the
genericity of such solutions, and numerical continuation
techniques to determine domains of existence and solution
forms.

Tony R. Humphries
McGill University
Mathematics & Statistics
Tony.Humphries@mcgill.ca
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MS45

Bifurcations of Rotation Solutions: An Accurate
Way to Describe Car-following Circle-models with
Road Works

Microscopic car-following models usually describe the
movement of N cars on a circular road. It is very common
to perform a stability and bifurcation analysis of those so-
lutions that are constant in headways and velocities. By a
generalization of these quasi-stationary solutions with rota-
tions we are able to understand a wider range of traffic phe-
nomena, e.g. a road works scenario. From the theoretical
point of view we show the existence of Neimarck-Sacker bi-
furcations and so-called tube solutions, that bifurcate from
the homogeneous traffic situation.

Tilman Seidel, Bodo Werner
University of Hamburg
seidel@math.uni-hamburg.de,
werner@math.uni-hamburg.de

Ingenuin Gasser
University of Hamburg
Department of Mathematics
gasser@math.uni-hamburg.de

MS45

Emergent Macroscopic Dynamics of Multi-Lane
Traffic Models

We investigate altruism versus aggression in the micro-
scopic behaviour of multi-lane traffic models. The emer-
gent dynamics is quantified through macroscopic perfor-
mance measures, such as mean velocity. We look for tran-
sitions in these measures to states where aggression im-
pedes the individual or, in the extreme case, the system
as a whole, and we bound these transitions in parameter
space.

Jonathan Ward
University of Bristol
UK
Jon.Ward@bristol.ac.uk

MS45

Overview of Dynamical Systems Problems in the
Modelling of Highway Traffic

In this talk I will describe the key spatiotemporal features
of empirical highway traffic data and I will summarise their
50 year old modelling history. I will then focus on the non-
linear stability of microscopic car-following models in par-
ticular, and I will show how dynamical systems techniques
may be used to understand the fundamental mechanisms
behind traffic jam generation. Finally, I will illustrate con-
nections to macroscopic PDE theory and outline possible
future directions.

Eddie Wilson
University of Bristol, U.K.
re.wilson@bristol.ac.uk

MS46

Stochastic Synchronization Over Moving Neigh-
borhood Networks

We examine synchronization for a group of dynamic agents
that communicate via a moving neighborhood network.

Each agent is a random walker in a finite lattice and car-
ries an oscillator. Information sharing is possible only for
neighboring agents. We introduce the concept of long-time
expected communication network defined as the ergodic
limit of the stochastic network. We show that the system
synchronizes if the long-time expected network supports
synchronization and the agents diffuse sufficiently fast.

Maurizio Porfiri
Dept. of Mechanical, Aerospace and Manufacturing
Engineering
Polytechnic University
mporfiri@poly.edu

Daniel J. Stilwell
Virginia Polytechnic Institute and State University
stilwell@vt.edu

Erik M. Bollt, Joseph D. Skufca
Clarkson University
bolltem@clarkson.edu, jskufca@clarkson.edu

MS46

Designing Synchronizable Networks via the Lapla-
cian Spectrum

Synchronization of oscillators coupled diffusively over com-
plex networks requires stability of the synchronized state.
This stability depends on the spectrum of the discrete
(graph) laplacian for the network. Relationships between
that spectrum and other measures of network structure are
not well understood. We explore these relationships by ex-
amining network construction models which allow design
of important features of the laplacian spectrum.

Dan Schult
Colgate University
US
dschult@colgate.edu

MS46

Pinning-controllability of Complex Networks

We study the problem of controlling a general complex net-
work towards an assigned reference evolution by means
of a pinning control strategy. We define the pinning-
controllability of the network in terms of the spectral prop-
erties of an extended network topology. The role of the
control and coupling gains, as well as of the number of
pinned nodes is further discussed.

Francesco Sorrentino
Universita’ di Napoli Federico II
fsorrent@unina.it

Mario Di Bernardo
Università di Napoli Federico II
mario.dibernardo@unina.it

MS46

Fractal and Transfractal Scale-Free Nets

We explore self-similarity,
dimensionality, and (multi)scaling in a new family of re-
cursive scale-free nets that yield themselves to exact anal-
ysis through renormalization techniques. All nets in this
family are self-similar and some are fractals — possess-
ing a finite fractal dimension — while others are small
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world and infinite-dimensional. We introduce a transfi-
nite dimension that characterizes the peculiar scaling of
small-world nets. In scale-free nets, first-passage time for
diffusion and resistance between hubs (the most connected
nodes) scale differently than for other nodes. Nevertheless,
the Einstein relation for diffusion and conductivity holds
separately for the two node subsets. The new nets let us
distinguish between the effects of small-world diameter and
scale-free degree-distribution for the first time.

Daniel ben-Avraham, Hernan D. Rozenfeld
Clarkson University
qd00@clarkson.edu, rozenfhd@clarkson.edu

Shlomo Havlin
Bar-Ilan University
havlin@ophir.ph.biu.ac.il

MS47

Coherent Dynamics in Stochastically-forced Ex-
citable Systems

We analyze a family of motor protein models and show that
there are generic organizing principles which lead to regu-
lar behavior in the motor dynamics. Further, we show that
this analysis explains numerical observations made in cer-
tain models: specifically, those modelling myosin-V during
vesicle transport and myosin-II during muscle contraction.

Eric Vanden-Eijnden
Courant Institute
New York University
eve@cims.nyu.edu

Lee Deville
Courant Institute of Mathematical Sciences
deville@cims.nyu.edu

MS47

Noise Enhanced Coding with Dynamic Subthresh-
old Negative Feedback

The increased awareness of fluctuations in biological sys-
tems has motivated the field of noise enhanced signal cod-
ing (i.e. stochastic resonance, SR) in excitable systems. We
show that phasic systems (excitable systems which selec-
tively respond to high frequency stimuli) show and extreme
sensitivity to fluctuations allowing noise to effectively gate
spike responses to slow inputs. This effect depends on a
dynamic subthreshold feedback placing this result as both
distinct from and complentary to classic SR.

John M. Rinzel
Courant Institute and Center for Neural Science
New York University
rinzel@cns.nyu.edu

Brent Doiron
New York University
Courant Institute
bdoiron@cns.nyu.edu

MS47

Optimal Time Scale for Spike-time Reliability and
Stochastic Synchronization in Real Neurons

Constant stimuli result in spike times that are highly vari-
able from trial to trial. By contrast, neurons fire spikes in

response to repetitions of a rapidly fluctuating stimulus in
a highly reproducible manner. Combining computer sim-
ulations, stochastic theory and whole cell recordings from
olfactory bulb mitral cells and neocortical pyramidal cells
we have shown that: 1) there is an optimal time scale of
the stimulus fluctuations that maximizes reliability; 2) re-
liability increases with increasing amplitude of the input
fluctuations. The optimal time scale turns out to be be-
tween 3 and 6 ms. As for the amplitude of the input,
already 50% of the spikes are reliable as soon as the input
fluctuations doubles the background input noise (ca. 10
pA). Our findings on reliability are immediately applica-
ble to stochastic synchronization, where neurons receiving
random but spatially correlated signals trigger synchronous
spikes.

Nathaniel Urban
Carnegie Mellon University
nurban@cmu.edu

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@math.pitt.edu

Roberto Galán
Carnegie Mellon University
galan@cnbc.cmu.edu

MS47

Balancing at Stability’s Edge

The neural control of balance involves processes that op-
erate on multiple time scales. Parametric noise provides
fast control, i.e. time scales short compared to the neural
latency, whereas on longer time scales, time-delayed feed-
back and intentionally directed movements are involved (
slow control ). Mathematical descriptions lead to a novel
class of stochastic delay control problems. Paradoxically,
these models predict that the risk of falling becomes small-
est when the system is tuned at the edge of stability and
stochastic control predominates.

John Milton
The Claremont Colleges
jmilton@jsd.claremont.edu

MS48

Instabilities in Free-electron Lasers: Spatio-
temporal Dislocations, and Hypersensitivity to
Noise

We present a combined experimental/theoretical analysis
of pulse evolutions in Free-Electron lasers. Nontrivial dy-
namics arises from the coexistence of convection and dif-
fusion, leading to strong noise amplification. The tran-
sition to “turbulence” occurs through the occurrence of
spectro-temporal defects. The present scenario appears
in fact more general, as it can be reproduced by a real
Ginzburg-Landau equation with nonuniformities and ad-
vection. Feedback control of the convective instabilities
will be also addressed (numerically and experimentally).

Serge Bielawski
Université des Sciences et Technologies de Lille
Labo. de Physique des Lasers Atomes et Molécules
serge.bielawski@phlam.univ-lille1.fr

Christophe Szwaj



144 DS07 Abstracts
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M.E Couprie
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Masahito Hosaka, Akira Mochihashi, Masahiro Katoh
UVSOR, IMS (Japan)
m-hosaka@mail.nucl.nagoya-u.ac.jp, mochi@ims.ac.jp,
mkatoh@ims.ac.jp

MS48

Complex Spatiotemporal Dynamics and Synchro-
nization of Fiber Ring Lasers with Time Delayed
Coupling

The dynamics of mutually delay-coupled erbium doped
fiber ring lasers is studied by measuring the intensity fluc-
tuations of the lasers. For comparison, we study a single
ring laser with a second feedback loop. The delay time is
varied over five orders of magnitude. The complexity of
the dynamics increases with delay, yet excellent synchrony
is maintained. Theoretical models and simulations provide
insight into the dynamics of large numbers of interacting,
coupled nonlinear oscillators.

Anthony Franz
University of Maryland
Inst. of Research in Electronics and Applied Physics
afranz@umd.edu

Rajarshi Roy
University of Maryland
Institute for Research in Electronics and Applied Physics
rroy@glue.umd.edu

Ira Schwartz
Naval Research Laboratory
Washington DC
ira.schwartz@nrl.navy.mil

Leah Shaw
Nonlinear Systems Dynamics Section, Plasma Physics
Division
US Naval Research Laboratory
leah.chock@nrl.navy.mil

MS48

Polarization Dynamics of Semiconductor Lasers
Subject to a Delayed Feedback

The response of edge emitting lasers subject to a delayed
polarization-rotated optical feedback is studied both exper-
imentally and theoretically. Square-wave self-modulated
polarization intensities of a period close to twice the delay
of the feedback gradually appear through a sequence of bi-
furcations. An asymptotic analysis of the laser equations in
the limit of large delays leads to a condition for the square-
wave oscillations. It explains why they are preferentially
observed for sufficiently large feedback strength.

Athanasios Gavrielides
Air Force Research Laboratory
Kirtland AFB, New Mexico
athanasios.gavrielides@kirtland.af.mil

Thomas Erneux

Université Libre de Bruxelles
Optique Nonlinéaire Théorique
terneux@ulb.ac.be

David W. Sukow
Washington and Lee University
Department of Physics and Engineering
sukowd@wlu.edu

MS48

Laser Electro-optical Delay Dynamics Generating
Queued Mice and Elephants

Broadband electro-optical delay oscillator have been re-
cently explored experimentally for chaos based communi-
cation purposes. Through their multiple, well controlled,
and well separated characteristic time scales, they are in-
trinsically capable of producing on a wide temporal range,
very different and complex dynamical behavior. We will re-
port on their experimental analysis in the time and spectral
domain, proposing dynamical mechanisms related to the
physical structure of the nonlinear delay integro-differential
equation modeling the experiment.

Laurent Larger
Université de Franche-Comté
FEMTO-ST / Optics, CNRS 6174
laurent.larger@univ-fcomte.fr

Pere Colet
Instituto Mediterraneo de Estudios Avanzados
(IMEDEA, CSIC-UIB)
pere@imedea.uib.es

Thomas Erneux
Université Libre de Bruxelles
Optique Nonlinéaire Théorique
terneux@ulb.ac.be

Yanne Chembo
Universidad de las Islas Baleares
IMEDEA - Spain
ckyanne@imedea.uib.es

Michael Peil
FEMTO-ST / Optics, CNRS 6174
michael.peil@femto-st.fr

MS49

Computing Global Decompositions of Dynamical
Systems

Conley Theory has been an important tool for the topolog-
ical analysis of dynamical systems. Recent results provide
an algorithmic framework in which to develop computa-
tional tools for the study of the dynamics of continuous
maps. Using software to compute the homology of maps,
one can not only obtain coarse descriptions of global dy-
namics but also give rigorous proofs of the existence of cer-
tain localized dynamical structures such as periodic orbits,
connecting orbits, and chaotic sets.

Bill Kalies
Florida Atlantic University
Department of Mathematical Sciences
wkalies@fau.edu
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MS49

Chaotic Braided Solutions Via Rigorous Numerics

In this talk, we will give a proof of existence of chaos in the
sense of symbolics dynamics for the parameter dependent
Swift-Hohenberg equation (ν − 1)u − 2u′′ − u′′′′ − u3 = 0
for many different values of ν ∈ R. The first part of the
proof relies on a rigorous continuation method to extract
a skeleton of periodic orbits when the Hamiltonian is zero.
The second part makes use of the skeleton to force the
existence of infinitely many chaotic braided periodic orbits.

Jean-Philippe Lessard
Georgia Institute of Technology
lessard@math.gatech.edu

MS49

Closed Characteristics on Non-compact Energy
Surfaces

The study of periodic solutions of Hamiltonian equations
has a long history, and a variety of results is known for com-
pact energy levels (all motions are bounded a priori). In
this talk we will consider Hamiltonians coming from clas-
sical mechanics and leading to non-compact energy mani-
folds. We use a variational formulation to prove that there
must be at least one periodic motion on each energy level
that satisfies certain topological and geometric conditions.

Jan Bouwe Van Den Berg
VU Amsterdam
Department of Mathematics
janbouwe@few.vu.nl

MS49

Floer Homology for Braids on the Two-disc

Our goal is to prove forcing results for periodic solutions of
Hamiltonian system on the two-disc. The main idea is to
model such solutions as braids. For various types of braids
we can define an invariant - Floer homology. The latter
can be computed using Conley index theory for positive
braids.

Wojciech T. Wojcik
Department of Mathematics
Vrije Universiteit Amsterdam
wwojcik@few.vu.nl

MS50

Heterogeneity Stabilized Pattern Co-Existence in
the Belousov-Zhabotinsky Reaction

We use the oscillatory Belousov-Zhabotinsky (BZ) chemi-
cal reaction as an experimental test bed to study resonant
pattern formation in the presence of spatial inhomogene-
ity. We observe collisions of traveling waves with standing
waves, stable spirals rotating at different frequencies, and
phase wave pacemakers. These states are not observed in
homogeneous conditions. We will discuss how heterogene-
ity stabilizes the co-existence of different patterns.

Anna L. Lin, Bradley Marts, Eric Monson
Duke University
Department of Physics
alin@phy.duke.edu, marts@phy.duke.edu,
emonson@phy.duke.edu

MS50

Period-doubling of Coherent Structures

Motivated by experimental observations in the light-
sensitive BelousovZhabotinsky reaction and subsequent
numerical works, we discuss period-doubling bifurcations
of spiral waves and other coherent structures. We report
on explanations of the observed phenomena which involve
a detailed analysis of spectra, and of the associated eigen-
functions, of defects on bounded and unbounded domains.

Arnd Scheel
University of Minnesota
School of Mathematics
scheel@math.umn.edu

Bjorn Sandstede
University of Surrey
b.sandstede@surrey.ac.uk

MS50

Three-dimensional Wave Patterns in Excitable Me-
dia

We present results on the nucleation, the dynamics, the
interaction and the annihilation of scroll rings in three-
dimensional excitable systems. We investigate the influ-
ence of anomalous dispersion on these excitation vortices.
Such anomalies can give rise to novel nucleation scenar-
ios of scroll rings and also induce unexpected situations in
which filaments terminate in the back of a moving excita-
tion pulse. We will discuss the nucleation and interaction
of closely stacked pairs of scroll rings.

Oliver Steinbock
Department of Chemistry and Biochemistry
Florida State University
steinbck@chemmail.chem.fsu.edu

MS50

Spiral-wave Breakup in Excitable Media

Spiral waves in excitable reaction-diffusion systems can
break up into a state of spatio-temporal chaos. The
breakup may occur near the spiral tip (core breakup) or far
from the tip (far-field breakup). Past analyses of these phe-
nomena have been almost exclusively based on the study
of 1D wave trains. This talk focuses on the computation of
linear stability spectra and nonlinear simulations of spiral
waves on large 2D disks.

Dwight Barkley
University of Warwick
Mathematics Institute
barkley@maths.warwick.ac.uk

Paul Wheeler
Mathematics Institute
University of Warwick
paulrwheeler@gmail.com

MS51

Gamma Oscillations and Attention

Gamma frequency (approximately 40 Hz) oscillations in
electrical fields in the brain are known to be correlated with
various forms of attention. I will talk about mechanisms
underlying gamma oscillations, and about ways in which



146 DS07 Abstracts

these oscillations may be functionally important in vigi-
lance and selective attention. In particular, I will present
numerical experiments and analysis suggesting that gamma
oscillations promote competition among neuronal ensem-
bles and help protect stimuli against distractors. This is
work done in collaboration with Nancy Kopell and Steven
Epstein.

Christoph Borgers
Tufts University
christoph.borgers@tufts.edu

MS51

Travels in a Dynamic Entorhinal Cortex: An Ex-
perimental Walk

The entorhinal cortex (EC) is a critical interface between
the neocortex and the hippocampus. In vivo studies show
that the EC can adopt a number of dynamic states. Work
in my laboratory has concentrated on the ability of the EC
to generate different types of network oscillations (<1 Hz
- >100 Hz) in vitro. I will demonstrate the experimental
and computational approaches that have been adopted to
understand the neuronal networks underlying this activity.

Mark O. Cunningham
School of Neurology, Neurobiology and Psychiatry
Newcastle University
mark.cunningham@ncl.ac.uk

MS51

Elucidation of Gamma Rhythm Switches in the En-
torhinal Cortex as Observed in Vivo and In Vitro:
A Modeling Study

Gamma rhythms are present in the entorhinal cortex dur-
ing exploratory behavior in vivo and can be induced with
kainate in vitro. In pharmacological and genetic models of
schizophrenia gamma rhythms are disrupted. I will present
a model of entorhinal cortex that reproduces data from
these studies and elucidates the mechanism of gamma dis-
ruption. The model proposes novel gamma generating mi-
crocircuits and suggests that these alternate gamma gen-
erators are active during schizophrenia-like regimes.

Tilman Kispersky
Program in Neuroscience and Dept. of Biomedical
Engineering
Boston University
tilman@bu.edu

MS51

Binless Correlation Measures for Rhythmic Activ-
ity in Multiunit Neural Place Field Data

Measures of spike train correlation based on fixed width
bins introduce quantization noise that obscures the rhyth-
mic structure in multiunit spike train data. We show that
an alternative binless correlation measure (Hunter et al,
J. Neurophys 1998; Schreiber et al, Neurocomputing 2003;
Fellous et al, J. Neurosci 2004) eliminates the quantization
noise and significantly strengthens evidence for memory
trace reactivation in rat hippocampal place cell ensemble
recordings.

Peter Thomas
Department of Mathematics
Case Western Reserve University
pjt9@case.edu

MS52

Combustion Wavespeed Correction at High Lewis
Numbers

The wavespeed of a one-dimensional adiabatic Arrhenius
wavefront in the limit of high Lewis number (Le) is ex-
amined. A novel application of Melnikov’s method leads
to a perturbative theory for the wavespeed correction to
Le = ∞ (no fuel diffusivity). Excellent agreement with
numerics is obtained. This method is usable in coupled
reaction-diffusion equations involving a parameter ε � 1 ,
which possess a conserved quantity when ε = 0.

Stephane Lafortune
College of Charleston
Department of Mathematics
lafortunes@cofc.edu

Georg A. Gottwald
School of Mathematics and Statistics
University of Sydney
gottwald@maths.usyd.edu.au

Sanjeeva Balasuriya
Connecticut College
Department of Mathematics
sanjeeva.balasuriya@conncoll.edu

John Hornibrook
University of Sydney
School of Mathematics and Statistics
johnh@maths.usyd.edu.au

MS52

Stability Analysis of Combustion Wavefronts at a
High Lewis Number

The stabiliity of a one-dimensional adiabatic Arrhenius
wavefront in the limit of large Lewis number is examined.
Two cases are considered for the Lewis number: infinite
value and large but finite values. The analysis is done
with a numerical Evans function calculation based on the
method introduced by Bridges and Derks in 1999. Our sta-
bility analysis is in agreement with results obtained previ-
ously.

Stephane Lafortune
College of Charleston
Department of Mathematics
lafortunes@cofc.edu

Georg A. Gottwald
School of Mathematics and Statistics
University of Sydney
gottwald@maths.usyd.edu.au

Sanjeeva Balasuriya
Connecticut College
Department of Mathematics
sanjeeva.balasuriya@conncoll.edu

John Hornibrook
University of Sydney
johnhornibrook@hotmail.com

MS52

Oscillatory Dynamics in a Reaction-diffusion Sys-
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tem Describing an Anchored Flame

A minimal model for a porous burner flame is a reaction-
diffusion system involving the temperature and the mass
fraction of the reactant, the first equation being posed on
the half line and the second being posed on the real line.
The physical situation is thus the following: a reactant is
flown through an isothermal pipe into a region where it will
react, thus creating a flame which stays bounded away from
the aperture of the pipe. In the limit of large activation
energies, a paper by G. Joulin derives, in the formal style,
a differential-delay equation for the dynamics of the flame.
The goal of this talk is to discuss a rigorous proof of that
fact.

Jean-Michel Roquejoffre
University of Toulouse, France
jmroquejoffre@aol.com

MS52

Stability of Fronts in Gasless Combustion

For gasless combustion in one space dimension, we study
convective stability of the combustion front with smallest
wave speed. We prove that for all values of the exothermic-
ity parameter, the stability index (sgnE′(0) ·E(∞), where
E(λ) is the Evans function) is +1. A stability index of
+1 is consistent with nonexistence of positive real eigen-
values. This result indicates that the front can only lose
stability due to a Hopf bifurcation, which is consistent with
numerical and other evidence.

Stephen Schecter
North Carolina State Univ
Department of Mathematics
schecter@math.ncsu.edu

Aparecido J. de Souza
Universidade Federal de Campina Grande (Brazil)
Department of Mathematics and Statistics
cido@dme.ufcg.edu.br

MS53

Effective Hamiltonian and Lagrangian Structures
in Multiscale Systems

The derivation of macroscopic PDEs from microscopic
ODEs is a fundamental problem in continuum physics.
We present a general framework to derive effective macro-
scopic Hamiltonian structures directly from their micro-
scopic counterparts. The approach employs an embedding
of the discrete variables, exact two-scale transformations
that take care of the scaling of time and space, and sev-
eral reduction principles. For illustration we study various
continuum limits of the atomic chain, with emphasis on
modulations of oscillatory patterns.

Alexander Mielke
Weierstrass Institute for Applied Analysis and Stochastics
Berlin
mielke@wias-berlin.de

Michael Herrmann
Humboldt University Berlin
Department of Mathematics
michaelherrmann@math.hu-berlin.de

MS53

Longtime Validity of Boltzmann Equations for
Hard-sphere Dynamics

The derivation of the continuum models from determistic
atomistic descriptions is a longstanding and fundamental
challenge in mathematical physics. In particular the emer-
gence of irreversible macroscopic evolution from reversible
deterministic microscopic evolution is still not fully under-
stood. We study a classic system of N balls that interact
with each other via a hard-core potential in the gainless
case (particles anihilate each other upon collision). The
asymptotic behavior as N tends to infinity is proved to
be correctly described by the Boltzmann equation without
gain-term for non-concentrated initial distribution. The
mean-field description fails, when there are concentrations.
These results pave the way towards a mathematical justi-
fication of the full Boltzmann equation.

Florian Theil
University of Warwick
Mathematics Institute
f.theil@warwick.ac.uk

Karsten Matthies
Department of Mathematical Sciences
University of Bath
K.Matthies@maths.bath.ac.uk

MS53

Justification of Coupled-mode Equations for Gap
Solitons in Optical Lattices

Coupled-mode systems are used in physics literature to
simplify the nonlinear Maxwell and Gross-Pitaevsky equa-
tions with a small periodic potential and to approximate
stationary localized solutions called gap solitons by analyt-
ical expressions involving hyperbolic functions. We justify
the use of the one-dimensional coupled-mode system by
employing the method of Lyapunov–Schmidt reductions in
exponentially weighted Sobolev spaces. In particular, con-
vergence of iterations is proved and the error terms for ex-
ponentially decaying solutions are controlled. The coupled-
mode system is also justified for multi-dimensional periodic
solutions. We show however that the method of iterations
fails for localized solutions in small multi-dimensional pe-
riodic potentials.

Dmitry Pelinovsky
McMaster University
Department of Mathematics
dmpeli@math.mcmaster.ca

Guido Schneider
University of Stuttgart
Department of Mathematics
guido.schneider@mathematik.uni-stuttgart.de

MS53

Dispersive and Non-classical Shocks in Continuum
Limits of FPU Chains

We consider the continuum limit of FPU chains under hy-
perbolic scaling of particle index and time for shock-type
Riemann problems. The measure valued limit conserves
mass momentum and energy, ruling out Lax shocks. For
the Toda potential and zero dispersion limits of some PDEs
it is known that shocks are dispersive. Recently, Whitham
modulation equations of wave trains were formally deduced
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to describe the arising oscillations. We numerical confirm
this and present evidence that for non-convex flux shocks
can be undercompressive, i.e. non-classical.

Jens Rademacher
Centre for Mathematics and Computer Science (CWI),
Amsterdam
rademach@cwi.nl

Michael Herrmann
Humboldt University Berlin
Department of Mathematics
michaelherrmann@math.hu-berlin.de

MS54

Modeling of Glial Cells in Neural-glial Networks

In the brain, glial cells are known to affect neuron firing
patterns, however the mechanism(s) remain unknown. One
experimental observation is that the glia near a neuron fa-
cilitate neuron communication while suppressing commu-
nication at more distant neurons via a reaction-diffusion
process. We consider a proposed mechanism for this local
facilitation and distant suppression using simple PDE and
ODE models. We then examine the effect of model glial
cells on a network of neurons.

Anne Catlla
Duke University
acattla@math.duke.edu

MS54

The Infinite Population Genetic Algorithm: A Dy-
namical System with Generic Properties

Genetic algorithms are a class of stochastic search algo-
rithms based on natural selection. The infinite population
model for the genetic algorithm, where the iteration of the
genetic algorithm corresponds to an iteration of a map G, is
a discrete dynamical system. The map G is a composition
of a selection operator and a mixing operator, where the
latter models the effects of both mutation and crossover.
This presentation first offers a brief introduction to ge-
netic algorithms and the corresponding dynamical systems
model, it then examines the finiteness and hyperbolicity of
the fixed points of this model. For a generic mixing oper-
ator, the fixed point set of G is finite and all fixed points
are hyperbolic.

Christina Hayes
Gettysburg College
chayes@gettysburg.edu

MS54

Dynamical Properties of Biochemical Reaction
Networks

Dynamics of interactions in biochemical reaction networks
are an important problem in modern cellular biology.
Mathematical models of biochemical reactions are usually
large systems of coupled nonlinear differential equations
with many unknown parameters, making direct numerical
simulations practically impossible. Subnetworks of posi-
tive/negative cycles in a bipartite graph associated with a
biochemical reaction can be used to predict multistability
or oscillations. In more complicated models, the instabili-
ties can be caused by diffusion or delays.

Maya Mincheva

Department of Mathematics
University of Wisconsin-Madison
mincheva@math.wisc.edu

MS54

On the Dynamics of Some Nonlinear Discrete Mod-
els

This talk deals with a brief presentation of some of the
global asymptotic stability techniques employed in the
study of nonlinear difference equations and systems of dif-
ference equations. These techniques are then applied to
selected discrete models.

Mihaela Predescu
Bentley College
mpredescu@bentley.edu

MS55

Nonlinear Wave Combining in Two-Dimensional
LC Lattices

In a nonlinear medium, constructive interference of two in-
coming waves with identical amplitude A can yield an out-
going wave with amplitude much greater than 2A. A two-
dimensional lattice of inductors and voltage-dependent ca-
pacitors features such phenomena. We discuss techniques
for analyzing the high-dimensional, spatially extended dy-
namical system that governs lattice voltage and current.
The wave combining we describe is of great potential use
in high-speed analog electronics.

Harish Bhat
Columbia University
hsb2106@columbia.edu

MS55

Interaction of Discrete Breathers in Fermi-Pasta-
Ulam Chain

Based on a regularized PDE model (Physica D 214 (2006)
33), we study the interaction of two moving discrete
breathers in one-dimensional Fermi-Pasta-Ulam chain. We
derive a reduced set of ordinary differential equations fol-
lowing a method of direct soliton perturbation by Jianke
Yang, which in good agreement with a heuristic model
given by Doi (Phys. Rev. E 68 (2003) 066608). Thus,
a theoretical explanation is given for the energy exchange
mechanism in the collision of discrete breathers of FPU
chain.

Baofeng Feng
University of Texas Pan-American
feng@panam.edu

MS55

Chaotic Scattering in Solitary Wave Interactions

We demonstrate the reduction of the n-bounce resonance,
a well known phenomenon in solitary wave collisions, to a
discrete-time variant of the conservative Ikeda map. Above
some critical velocity vc, waves simply simply bounce off
each other. Below vc they may be captured and merge into
a single localized mass, or they may interact n of times be-
fore escaping. Whether they are captured, and the value
of n, depends fractally on their velocity. We explain this
behavior showing how phase-space transport theory (turn-
stile lobes) interacts with the location of certain singularity
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regions in the phase-plane.

Roy H. Goodman
New Jersey Institute of Technology
Department of Mathematical Sciences
goodman@njit.edu

MS55

Discussion

Discussion

Roy H. Goodman
New Jersey Institute of Technology
Department of Mathematical Sciences
goodman@njit.edu

MS55

Solitary Waves in Discrete Media in the Presence
of Four-Wave Mixing Products

In this talk, I will discuss solutions that arise in a vec-
tor discrete model of the Nonlinear Schrödinger equation
where nonlinear inter-component coupling and four-wave
mixing are taken into account. We show that the solutions
to this model give rise to two single mode and two mixed
mode branch solutions. These solutions are obtained ex-
plicitly and their stability is analyzed in the so-called anti-
continuum limit.

Rudy L. Horne
Department of Mathematics
Florida State University
horne@math.fsu.edu

MS55

Nonlocal Traveling Waves in Heated Parametric
Gain Devices

We consider
the parametrically driven nonlinear Schroedinger equation
coupled to a diffusion equation as a model for self-induced
heating in the large-detuning mean field limit of an optical
parametric oscillator. We show that the nonlocal detuning
induced by the temperature gradient creates new travelling
wave solutions. We analyze the existence and stability of
these solutions using a collective coordinate reduction.

Richard O. Moore
New Jersey Institute of Technology
rmoore@njit.edu

MS56

Quotient Coupled Cell Networks

Quotient networks are associated with coupled cell systems
restricted to flow-invariant subspaces defined by equality of
certain cell coordinates. Given a (quotient) network, we de-
scribe a general method to construct coupled cell networks
admitting it as a quotient; we investigate the impact of
a codimension-one synchrony-breaking bifurcation from a
synchronous equilibrium leading to branches of solutions
(steady-state or periodic) of the quotient network, for the
different networks admitting it as a quotient network.

Martin Golubitsky
University of Houston
Department of Mathematics

mg@uh.edu

Ana S. Dias
Universidade do Porto
apdias@fc.up.pt

Maria Leite
Purdue University
mleite@math.purdue.edu

Manuela A. Aguiar
Faculdade de Economia
Universidade do Porto
maguiar@fep.up.pt

MS56

Coupled Cell Systems and Dynamics on a Spatial
Domain

I will present a class of systems of ODEs – called “pod sys-
tems” – as a tool for analyzing certain aspects of dynamical
systems defined on a spatial domain that are problematic
for the standard PDE approach. These systems fit into the
coupled cell framework in virtue of the fact that they are
SN-equivariant; homogeneous coupled cell systems with
all-to-all coupling. Most of the talk will focus on the
dynamics of density distribuitions over a one-dimensional
domain, but I will discuss some generalisations. An in-
teresting feature of pod systems in this context is that
fully symmetric equilibria correspond to unimodal distri-
butions rather than the spatially homogeneous solutions
typical of PDEs. It is thus possible to consider symmetry-
breaking bifurcations from these equilibria, where we find
that generically there exists a unique branch of bimodal
distributions emanating from the bifurcation point. Pod
systems grew out of the question of “sympatric speciation”
in evolutionary biology, and I will briefly discuss the ram-
ifications of pod systems in that field.

Toby Elmhirst
University of British Columbia
toby@math.ubc.ca

MS56

Bifurcations in Coupled Cell Systems

Bifurcations in coupled systems consisting of identical units
have many parallels with systems with symmetry includ-
ing multiple eigenvalues, multiple solutions, and periodic
solutions with spatio-temporal symmetries. In this lecture
we present recent bifurcation theoretic results.

Martin Golubitsky
University of Houston
Department of Mathematics
mg@uh.edu

Reiner Lauterbach
Department of Mathematics
University of Hamburg
lauterbach@math.uni-hamburg.de

MS56

Synchrony of Two Coupled Nerve Cells

Consider two nerve cells with Hodgkin-Huxley dynamics,
where the state of each cell modifies the the other. Un-
der what conditions will they synchronize? The answer
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depends on the definition of synchrony. Taking synchrony
to mean the two cells have the same behaviour at the same
moment, it will always ocour for strong enough coupling
and for most initial conditions if the coupling is symmet-
rical. For weak asymmetric coupling, other forms of syn-
chrony appear.

Isabel Labouriau
Universidade do Porto
islabour@fc.up.pt

MS56

Robust Heteroclinic Networks of Cluster States in
Coupled Phase Oscillator Systems

A highly connected network of coupled phase oscillators is
considered. Partially synchronized states are found each
containing three clusters of synchronized oscillators. An
attracting heteroclinic network is detected which connects
the cluster states resulting ‘winnerless competition’ dy-
namics between them. We investigate the effects of de-
tuning, noise and external inputs as well as the effects of
parameter changes in the system. The explored robust dy-
namics qualitatively explains the information processing in
simple neural systems.

Peter Ashwin
University of Exeter
School of Mathematical Sciences
p.ashwin@exeter.ac.uk

John Wordsworth, Stuart Townley, Gabor Orosz
University of Exeter, UK
j.wordsworth@exeter.ac.uk, s.b.townley@exeter.ac.uk,
G.Orosz@exeter.ac.uk

MS56

Hopf Bifurcation in the Network of the Canals and
Neck Muscles

The vestibular system in most vertebrates, humans in-
cluded, controls balance by six semicircular canals to detect
angular accelerations of the head motion. Signals from the
canals are transmitted to eight groups of neck motoneurons
thus the eight corresponding muscle groups. Through sym-
metry architecture and coupled cell network, we show that
there are six possible spatiotemporal time-periodic states,
arised by Hopf bifurcation from an equilibrium, are corre-
spondent to natural head motions.

Ian Stewart
University of Warwick
Mathematics Institute
ins@maths.warwick.ac.uk

LieJune Shiau
University of Houston - Clear Lake
Department of Mathematics
shiau@cl.uh.edu

Marty Golubitsky
University of Houston
mg@math.uh.edu

MS57

Action Potential Propagation in Dendrites with
Non-uniform Morphology and Voltage-gated Chan-
nel Properties: Predictions of Local Traveling

Wave Attractors

Dendrites of many classes of neurons express voltage-gated
sodium channels and are able to actively propagate action
potentials generated in the axon. These backpropagating
action potentials play an important role in synaptic plas-
ticity and synaptic integration. Action potential propaga-
tion in dendrites is complicated by non-uniform morphol-
ogy and voltage-gated channel distributions and properties,
and as a result, action potential amplitude can vary with
distance from the axon. In some cases, amplitude can sud-
denly begin to decline rapidly, a phenomenon called back-
propagation failure. We show that local traveling wave
attractors can be used to understand and predict changes
in action potential amplitude due to the non-uniformities
found along these dendrites. Attractor disappearance (bi-
furcation) can lead to rapid amplitude decline and may
explain experimentally observed propagation failures. By
computing these underlying attractors, and combining pre-
dictions with multicompartmental simulations, one is able
to dissect effects on propagation due to morphology from
those due to channel properties. Propagation failures are
commonly due to changes in channel properties. Failures
can also occur due to severe branch points, but only when
channel properties leave the dendrite susceptible to this.

Corey Acker
University of Connectictut
Health Center
acker@uchc.edu

MS57

The Dynamics Between Electrical Activity and Re-
structuring in Dendrites

The morphology of a dendrite influences patterns of electri-
cal and chemical activity in the cell. Conversely, electrical
and chemical activity can change the morphology of the
dendrite. Two problems are presented to illustrate the dy-
namics. The first is an idealized model of a passive cable
with an active soma capable of elliptic bursting. The sec-
ond problem is a mathematical model for calcium-mediated
spine restructuring in a dendritic cable with many spines.

Steven M. Baer
Arizona State University
Department of Mathematics
baer@math.la.asu.edu

MS57

Modeling Calcium in Dendrites and Spines

Calcium is an essential messenger that can initiate many
cascades of chemical reactions and regulate physiological
basic functions, such as synaptic plasticity, A dendrite is a
complex domain, containing a cytoplasmic fluid and many
organelles, such as endoplasmic reticulum, actin filaments,
microtubules and many others that may affect the diffusion
process. Active processes such as calcium pumps, buffers,
stores and the presence of dendritic spines control the prop-
agation of the calcium signal. We would like to present
a recent model in which we estimated the effect of these
different parameters in calcium dynamics. When calcium
concentration is raised in a part of a dendrite, it is not
clear how far from the initial source, a detectable calcium
concentration will spread. We present some results about
calcium spread by taking into account the geometry of the
dendrite and the effect of the organelles that reduce the
free space available for calcium diffusion. In this approach,
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the three dimensional diffusion in a crowded dendrite is
approximated by a one domensional diffusion. Calcium
imaging techniques are used to compare the theorectical
predictions with the experimental data.

David Holcman
Department of Mathematics
Weizmann Institute of Science
david.holcman@weizmann.ac.il

MS57

Pyramidal Neurons as Multi-layer Networks

The question as to what is computed by an individ-
ual nerve cell remains a central open question of neuro-
science. The traditional view that a neuron applies a sin-
gle global threshold to its integrated excitatory and in-
hibitory inputssometimes called the point-neuron hypoth-
esis (PNH)has been under steady attack since the 1980’s.
Given experimental and modeling studies indicating that
the dendritic trees of CNS neurons are electrically compart-
mentalized, and are capable of generating localized spikes
and plateau potentials, the PNH no longer seems tenable.
What, then, is the proper simplifying abstraction of the
single neuron? This talk will focus on the pyramidal neu-
ron (the principal neuron of the hippocampus and neo-
cortex), and will cover recent experimental and modeling
studies suggesting that individual pyramidal cells function
as subunitized multi-layered networks. We will then dis-
cuss variety of ways in which the computing properties of
individual pyramidal cells could contribute to the sensory
and memory-related functions of the embedding neural cir-
cuit.

Bartlett Mel
University of Southern California
mel@usc.edu

MS57

Conditions for the Initiation and Propagation of
Spikes in Neuronal Dendrites

Excitable dendrites of many types of neurons can generate
regenerative spikes during strong synaptic input. We map
local conditions for dendritic spike initiation and propa-
gation in compartmental models of neocortical pyramidal
neurons and cerebellar Purkinje cells. We conclude that
long, thin branches of pyramidal neurons and Purkinje cell
spiny branchlets define functional units in which dendritic
spikes are initiated preferentially while their spread is usu-
ally limited to the unit in which they were initiated.

Arnd Roth
Wolfson Institute for Biomedical Research
University College London
arnd.roth@ucl.ac.uk

MS57

Trips and Resonant Membranes: On the Dynamics
of Branched Dendrites

The dendrites of many nerve cells are complex branching
structures that receive and process thousands of synaptic
inputs from other neurons. By extending the ‘sum-over-
trips approach of Abbott et.al. (Biol. Cybern., 1991) we
will describe a mathematical technique that allows one to
determine the role of quasi-active membranes in dictat-
ing somatic response to injected current. To illustrate the
power of this formalism we use it in conjunction with dual

recording and cell reconstruction data.

Stephen Coombes, Carl-Magnus G. Svensson
University of Nottingham
stephen.coombes@nottingham.ac.uk,
pmxcms1@nottingham.ac.uk

Yulia Timofeeva
University of Warwick
y.timofeeva@warwick.ac.uk

MS58

Numerical Continuation for Neutral Delay Sys-
tems: Application to an Electronic Oscillator

Complex delay-induced dynamics can be found in very sim-
ple practical applications. We illustrate this here by inves-
tigating the global dynamics of an electronic oscillator us-
ing newly developed bifurcation analysis tools for neutral
delay systems. The oscillator is built from just a trans-
mission line terminated by a diode and a negative resistor,
and yet we are able to show the existence of complicated
dynamics that is organised by a nearby homoclinic orbit.

David A. Barton
University of Bristol, U.K.
david.barton@bristol.ac.uk

MS58

Neutral Delayed Dynamics in an Electronic Oscil-
lator

We describe a chaotic transmission-line oscillator that ap-
pears particularly well suited for low-cost radar applica-
tions. The device consists of a linear transmission line ter-
minated with a negative resistance and a diode. Despite its
incredibly simple construction, the oscillator is modeled by
a neutral delay differential equation due to the finite band-
width of the negative resistor. We report experimental ob-
servations of complex dynamics in implementations using
coaxial cable (¡100MHz) and micro-strip lines ( 200MHz).

Ned J. Corron
U.S. Army RDECOM
ned.corron@us.army.mil

Darryl Holder, Jonathan N. Blakely
US Army RDECOM
darryl.holder@us.army.mil, Jonathan.Blakely@us.army.mil

MS58

Chemical Oscillators Subject to a Delayed Feed-
back

Weiner et al (1989) and Beta et al (2003) investigated ex-
perimentally a chemical oscillator subject to a delayed feed-
back. They independently found that the period of the ho-
mogeneous oscillations as a function of the delay exhibits
a sequence of bistable responses. We propose to explain
this phenomenon by studying the Van der Pol oscillator.
In the case of the relaxation oscillations, we derive a new
delay differential equation for the phase of the oscillations.

Thomas Erneux
Université Libre de Bruxelles
Optique Nonlinéaire Théorique
terneux@ulb.ac.be
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Johan Grasman
Wageningen University
Group Mathematical and Statistical Methods
johan.grasman@wur.nl

MS58

Of Random Time Delays, Rabbits, and the Visible
Points of the Integer Lettuce

The analysis of digital control systems with random time
delays gives rise to jump linear systems, where the tran-
sition jumps are modeled with an underlying finite-state
Markov chain. One of the simplest such model is the so-
called random Fibonacci sequence. We show some beauti-
ful connections between the random Fibonacci recurrence,
the visible points of the plane, the random walk on the in-
duced self-similar graph, and the generalized Catalan num-
bers.

Tamas Kalmar-Nagy
Texas A&M University
siam@kalmarnagy.com

MS58

Overcoming Delay-induced Essential Instabilities
in Mechanical Stability Tests

Realistic tests in engineering often involve bidirectional
real-time coupling between computer simulations and me-
chanical experiments. If this coupling occurs at a fixed
joint then arbitrarily small delays in the coupling can result
in essential instabilities, which are impossible to compen-
sate. We present an approach that is able to overcome this
difficulty. Our method has the additional advantage that
it enables pseudo-arclength embedding and direct contin-
uation of bifurcations in this type of hybrid experiments.

Jan Sieber
University of Aberdeen
Dept. of Engineering
j.sieber@abdn.ac.uk

MS58

Modeling Machining Instabilities and the Pupil
Fight Reflex: DDEs with Non-smooth Parametric
Forcing

Delay differential equations are ubiquitous in the modeling
of physical phenomena, from such diverse areas as phys-
iology and metal cutting. We have studied DDEs that
arise in modeling chatter in drilling operations, and here
we present work on a similar system with discontinuous
parametric forcing (through episodic friction on the work
piece) or impacts. This, it turns out, also describes the
situation with the pupil light reflex (where the delay is the
pupil latency time).

Sue Ann Campbell
University of Waterloo
Dept of Applied Mathematics
sacampbell@uwaterloo.ca

Emily F. Stone
Dept. of Mathematical Sciences
The University of Montana
stone@mso.umt.edu

MS59

Controlling Canards Using Ideas from the Theory
of MMOs

We present a control mechanism for tuning a system to
operate in the canard regime, the tiny parameter window
between small and large orbits for fast-slow dynamical sys-
tems displaying periodic behavior. Our control strategy
uses continuous feedback control, and is based on ideas
from the theory of mixed-mode oscillations. We apply this
to tune the FitzHugh-Nagumo model to produce maximal
canard orbits. When the controller is improperly con-
figured, periodic or chaotic mixed-mode oscillations are
found.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

Joseph Durham
University of California Santa Barbara
joey@engineering.ucsb.edu

MS59

Analysis of Mixed-Mode Oscillations in a Cortical
Pyramidal Neuron Model

We analyze a biophysical model of an entorhinal cortex
layer V pyramidal cell and investigate the mechanism for
the generation of mixed-mode oscillations in the model.
Reduction of dimensions techniques are used to reduce the
model to three dimensions, and the system is transformed
into a canonical form with three timescales. The canonical
form is used to elucidate the underlying dynamic structure
responsible for the generation of small amplitude chaos and
mixed-mode oscillations.

Jozsi Z. Jalics
Department of Mathematics and Statistics
Youngstown State Univeristy
jalics@math.ysu.edu

Nancy J. Kopell
Boston University
Department of Mathematics
nk@math.bu.edu

Martin Krupa
New Mexico State University
mkrupa@nmsu.edu

Horacio G. Rotstein
New Jersey Institute of Technology
horacio@oak.njit.edu

MS59

Canards and MMOs in Mathematical Models of
Intracellular Calcium Dynamics

Calcium is important for many cellular functions, regulat-
ing many aspects of cell physiology. Experiments show that
calcium dynamics operates over multiple time-scales in the
cell, and mathematical models of calcium dynamics are
constructed to reflect this. While canards and MMOs are
known to occur in some models of calcium dynamics, there
has not been a systematic study of their role in producing
complex dynamics across a range of models. This talk will
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describe early results from such a systematic study.

Martin Wechselberger
School of Mathematics and Statistics
University of Sydney
wm.sydney@gmail.com

James Sneyd
University of Auckland
Department of Mathematics

Vivien Kirk
University of Auckland
v.kirk@auckland.ac.nz

MS59

Rhythmic Mixed-mode Oscillatory Activity in Stel-
late Cells of the Entorhinal Cortex

The study of rhythmic activity in various areas of the brain
has been the object of many experimental and theoreti-
cal investigations. This talk concerns the generation of
rhythmic mixed-mode oscillations at theta frequencies (8-
12 Hz) in a biophysical model of medial entorhinal cor-
tex stellate cells (SCs). Mixed-mode oscillatory temporal
patterns consist of a combination of subthreshold oscilla-
tions and spikes. The SC model consist of a multiscale,
high-dimensional system of nonlinear ordinary differential
equations describing the evolution of voltage and other bio-
physical variables. We show that during the interspike in-
terval, where subthreshold oscillations are generated, the
SC model can be reduced to a three-dimensional fast-slow
system. Voltage is the fast variable and the two slow
variables are the two components (fast and slow) of the
hyperpolarization-activated (h-) current. Using dynamical
systems arguments we provide a mechanism for the gener-
ation of subthreshold oscillations and the onset of spikes.
This mechanism is based on the three-dimensional canard
phenomenon. We show that, in this biophysical SC model,
the subthreshold oscillatory phenomenon is intrinsically
nonlinear and three dimensional, involving the participa-
tion of both components of the h-current. We discuss some
consequences of this mechanism for the interaction between
SCs and other cells and external inputs.

Martin Wechselberger
University of Sydney
wm@maths.usyd.edu.au

Nancy J. Kopell
Boston University
Department of Mathematics
nk@math.bu.edu

Horacio G. Rotstein
New Jersey Institute of Technology
horacio@oak.njit.edu

MS59

Giant Squid, Hidden Canard: The 3D Geometry
of the Hodgkin-Huxley Model

Changes in the timescales associated with the gating vari-
ables in the classical Hodgkin-Huxley model can lead to so-
lutions featuring significantly slowed spikes and subthresh-
old oscillations. Using a geometric analysis, we thoroughly
explore the transition from excitability to mixed-mode os-
cillations (MMO’s) to relaxation oscillations that explains

these findings. We also consider how MMO characteristics
depend on the size of the singular perturbation parameter
and other parameters in the system.

Martin Wechselberger
School of Mathematics and Statistics
University of Sydney
wm.sydney@gmail.com

Jonathan E. Rubin
University of Pittsburgh
Department of Mathematics
rubin@math.pitt.edu

MS59

Discussion

Discussion

Martin Wechselberger
University of Sydney
wm@maths.usyd.edu.au

MS60

Understanding Oceanic Overflows Using Labora-
tory Experiments

Oceanic overflows are important elements of the earth’s
global thermohaline circulation but the mixing and entrain-
ment that occur for such overflows is poorly understood.
In particular, as the overflow water moves down the steep
incline its stability is governed by the competition between
stratification which stabilizes the flow and vertical shear
which tends to destabilize the flow. We measure the prop-
erties of a laboratory experiment designed to mimic oceanic
overflows to the degree possible on laboratory-accessible
length scales. The flow exits a nozzle and flows along an
inclined plane such that there is a gravitational forcing of
the flowing gravity current. Further, we inject velocity
fluctuations into the fluid prior to its exit from the nozzle,
thereby generating a turbulent boundary layer condition
at the plane boundary. The Taylor Reynolds number of
the flow coming out of the nozzle is about 100. We sim-
ulataneously measure velocity fields using particle image
velocimetry and density fields using planar laser induced
fluorescence. We will present characterization of the grav-
ity current including mean and fluctuating parts of the ve-
locity and density fields as a function of distance from the
inclined plate and the distance downstream. We compute
the entrainment rate using several different approaches and
directly measure the gradient Richardson Number for the
flow as a function of spatial position. Finally, we compare
our results with in-situ measurements of oceanic overflows.

Robert Ecke
Center for Nonlinear Studies
Los Alamos National Laboratory
ecke@lanl.gov

Jun Chen, Philip Odier, Michael Rivera
CNLS
Los Alamos National Laboratory
ecke@lanl.gov, ecke@lanl.gov, ecke@lanl.gov

MS60

Experiments and Modeling of Deep-water Surface
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Waves

We examine the evolution of waves in deep water that are
generated in a physical laboratory using exact solutions
to the scalar and coupled nonlinear Schroedinger equa-
tions. Solutions include envelope solitons, uniform wave-
trains, and bi-periodic patterns of waves. We examine the
properties of the waves and their stability.

Diane Henderson
Department of Mathematics
Penn State University
dmh@math.psu.edu

MS60

Falling Spheres in Stratified Fluids

We explore the motion of heavy spheres falling through
a sharp salt stratified fluid layer in which an intriguing
levitation phenomena is observed: the heavy sphere expe-
riences a transient levitation in which the sphere descends
through the sharp transition, stops, and rises back into
the layer before ultimately returning to descent. Careful
measurements will be presented showing the sphere resi-
dence time. The hydrodynamics, which involves a strong
coupling between variable density fluid, and moving solid
boundary, entrained, turbulently mixed fluid, and strong
internal waves will be discussed. In turn, measurements
performed in stratified karo will be presented, and the the-
ory for this regime, which is low Reynolds number, will be
discussed.

Roberto Camassa
University of North Carolina
camassa@amath.unc.edu

Richard McLaughlin
Applied Mathematics
UNC Chapel Hill
rmm@email.unc.edu

Joyce T. Lin
Department of Mathematics
UNC Chapel Hill
jtlin@email.unc.edu

Richard Parker, Greg Gipson, Ian Shields, Frank W.
Mauldin, Alice Hui, Byron Huff
Department of Mathematics
University of North Carolina
rhparker@email.unc.edu, gipson@email.unc.edu,
ishields@email.unc.edu, wmauldin@email.unc.edu,
ahui@email.unc.edu, byron.huff@unc.edu

MS60

The Hydrodynamics of Spinning Rods in Low
Reynolds Flows

We present experimental measurements and mathemat-
ical predictions concerning the hydrodynamics induced
by spinning rods in viscous fluids. Recent advances in
nano-technology have enabled controlled manipulation of
nanoscale objects immersed in fluids. Such advances allow
for new biological measurements (such as physical proper-
ties of cell membranes) on length scales smaller than the
wavelength of visible light, and direct observations are chal-
lenging. Moreover, on such scales, the hydrodynamics are
thermally fluctuating, and observational tracers experience
strong Brownian signals on top of coherent motion induced

by nanoscale manipulation. As such, predictive mathemat-
ical theories are essential to interpret the observations. We
discuss the hydrodynamic solutions we have developed for
rods sweeping upright cones in viscous fluids. These quasi
steady, three dimensional, exact and asymptotic solutions
of the Stokes equations are used to study the motion of
passive tracers. These predictions are shown to quantita-
tively match low Reynolds number experiments performed
on a scaled up, table top version of the nanoscale mea-
surements per- formed. In turn, the predictions on the
nano-scale are considered where agreement is good, but
not as good as on the macro scale. The uncertainty of the
nanoscale measurements as regards missing observational
information and stochastic dynamics will be discussed.

Roberto Camassa
University of North Carolina
camassa@amath.unc.edu

Richard McLaughlin
UNC Chapel Hill
rmm@amath.unc.edu

Terry Jo Leiterman
Mathematics
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Leandra Vicci
Department of Computer Science
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Department of Physics & Astronomy
University of North Carolina
rsuper@email.unc.edu, bunnyjh@email.unc.edu

MS60

Discussion

Discussion.

Roberto Camassa
University of North Carolina
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Richard McLaughlin
UNC Chapel Hill
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MS60

On the Motion of an Annular Viscous Jet

We experimentally examine the motion of an annular jet
of viscous fluid flowing down the outside of a thin, vertical
fiber. As other authors have observed, perturbations de-
velop along the free surface of the jet; our focus is on the
instability that leads to the formation of these perturba-
tions. We observe a striking transition in the perturbation
dynamics at a critical flow rate, Qc. Above Qc, the dis-
tance from the orifice that perturbations form oscillates in
time, and the spacing between perturbations varies, typ-
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ically leading to the coalescence of neighboring perturba-
tions. For fixed Q below Qc, the distance from the ori-
fice that perturbations form is constant, and the spacing
between consecutive perturbations remains fixed as they
travel down the length of the fiber (2 meters). We find
the growth of the perturbations is initially rapid followed
by a slower phase as they saturate in size. We compare
the nascent perturbation growth to theoretical predictions
developed from a long-wave model (Craster & Matar, J.
Fluid Mech. 553, 85-105 (2006)).

Bree Guerra
University of Texas at Austin
fugueindminor@yahoo.com

Justin North
Ohio State University
north.62@osu.edu

Linda Smolka
Bucknell University
lsmolka@bucknell.edu

MS61

Characterizing the Edge of Turbulence for Shear
Flows

We characterize the edge of turbulence, the boundary which
separates the basins of attraction of the laminar and tur-
bulent states, for a nine-dimensional model for sinusoidal
shear flow in order to gain a greater understanding of the
nature of and transition to turbulence. This includes a
probabilistic analysis of the transition to turbulence by
computing the probability that perturbations of a given
energy will lead to turbulence for a large range of Reynolds
numbers.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

Lina Kim
UC Santa Barbara
lina@engineering.ucsb.edu

MS61

Model Reduction Near Unstable Equilibria in Fluid
Flows, Using Approximate Balanced Truncation

Reduced-order models are obtained for two different fluid
flows using balanced proper orthogonal decomposition
(BPOD), an approximation to balanced truncation that
is numerically tractable for very large systems. The proce-
dure is applied to flow in a plane channel, and separated
flow past an airfoil, using models linearized about stable
and unstable equilibria. The models are suitable for control
design, and are better at capturing the input-output be-
havior of the system compared to standard POD/Galerkin
models.

Sunil Ahuja, Milos Ilak, Clancy W. Rowley
Princeton University
sahuja@princeton.edu, milak@princeton.edu,
cwrowley@princeton.edu

MS61

Reduced-order Models for Fluid Dynamics, Com-

bustion and Flow Control

The paper will present a set of reduced-order models for the
global dynamics of various flow and combustion problems
and its use for flow control. Examples include the flow dy-
namics in the vortex breakdown process, combustion with
swirl and breakdown, the transition of viscous flows in an
expanding channel to asymmetric states, the stall of air-
foils, and the control of shear layers using upstream fluidic
actuation at low and high frequencies.

Zvi Rusak
Renssealer Polytecnic Inst
Dept Mechanical & Aeronuatical
rusakz@rpi.edu

MS61

Appearance of Dissipative Dynamics in Hamilto-
nian Systems: A Dynamical Systems Viewpoint

An apparent paradox in classical statistical physics is the
mechanism by which conservative, time–reversible micro-
scopic dynamics, can give rise to seemingly dissipative be-
havior. In this paper we use dynamical systems theory
tools to show that dissipation can arise as an artifact of
incomplete observations over a finite horizon. In addition,
this approach allows us to obtain finite–time, low order,
approximations of systems with moderate size, and to es-
tablish how the approach to the thermodynamic limit de-
pends on the different physical parameters. In addition,
we also briefly discuss the implications of this approach in
connection with the well known Fluctuations-Dissipation
Lemma.

Mario Sznaier
Northeastern University
msznaier@ece.neu.edu

Andrew Doherty
University of Queensland
doherty@physics.uq.edu.au

Mauricio Barahona
Imperial College London
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m.barahona@imperial.ac.uk

MS61

Coherent Structures, Temporal Harmonics and
Multi-resolution in Reduced Order Empirical Fluid
Flow Models

POD modes often blend physically meaningful, vortical
flow structures and temporal frequencies. Exacerbated by
lack of spatial symmetries and varying periods, this phe-
nomenon is detrimental in very low order design models,
which are focused on the nearly periodic dynamics of few,
dominant vortices. This issue is addressed by blending
temporal, dynamic phasor analysis, to extract “pure har-
monic” references, and an iterative POD procedure, to ex-
tract physically meaningful modes, associated with distinct
periods.

Donatella Centuori
Northeastern University
centuori.m@neu.edu

Oliver Lehmann
Berlin University of Technology
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MS61

Lagrangian Coherent Structures and Clear Air
Turbulence

We apply recent dynamical systems methods to three-
dimensional atmospheric data to extract Lagrangian co-
herent structures (LCS) from the flow. These structures
appear to play a crucial role in clear air turbulence, which
we seek to detect and forecast for aviation safety. We com-
pare LCS with commonly used diagnostics and show how
dynamical systems methods can give new insight into the
structure of clear air turbulence.

Wenbo Tang
Massachusetts Institute of Technology
wetang@mit.edu

George Haller
Massachusetts Institute of Technology
Department of Mechanical Engineering
ghaller@mit.edu

MS62

Characterization and Control of Cavity-soliton
Lasers Based on Vertical-cavity Semiconductor De-
vices

The spontaneous formation of small-area bistable lasing
spots is observed at different positions within the aperture
of a broad-area VCSEL with frequency-selective feedback.
These spots can be switched on and off with an incoherent
injected field. They are interpreted as spatial dissipative
solitons. Approaches to model these devices are presented
and first results on the occurrence of localization are re-
ported.

Roland Jaeger
Ulm Photonics
roland.jaeger@ulm-photonics.de
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MS62

The Fermi-Pasta-Ulam Paradox, q-breathers and
Beyond

I will introduce the essence of the Fermi-Pasta-Ulam para-
dox in a finite nonlinear chain. It consists of a nonequipar-
tition of mode energies over large times, with exponen-
tially localized energy distributions. I will then show that
exact periodic orbits - q-breathers - exist in that chain,
and can be obtained by continuation of the normal modes
of the linear chain. q-breathers localize exponentially
in normal mode space. Their properties (including the
phase space flow nearby) account for the paradox aspects
as nonequipartition, exponential localization, stochasticity
thresholds, and recurrence, among others. Finally I will
extend the concept of q-breathers to higher dimensional
lattices and macroscopic systems.

Sergey Flach
Max Planck Institute, Dresden
flach@mpipks-dresden.mpg.de

MS62

Spatial Instabilities and Pattern Formation in Pe-
riodic Media

The unusual optical properties of periodic materials allow
for the control of light in ways that are not possible with
conventional optics. Here we study the effects of a photonic
crystal on the spatial instabilities and formation of spon-
taneous patterns in a nonlinear dissipative system driven
out of equilibrium. In particular we show how the photonic
band-gap affects the selection of a nonlinear spatial struc-
ture, allowing for the complete inhibition of modulation
instabilities.

Damia Gomila
Institut Mediterrani d’Estudis Avanats
(IMEDEA,CSIC-UIB)
damia@imedea.uib.es

Gian-Luca Oppo
Department of Physics
University of Strathclyde
gianluca@phys.strath.ac.uk

MS62

Existence and Stability of Solutions of Discrete
Nonlinear Schrödinger type equations in 1-, 2- and
3- dimensions

We will start this talk by presenting some motivating exam-
ples from optics and from atomic physics for the considera-
tion of discrete nonlinear Schrödinger type equations. The
existence and stability of discrete solitary wave and discrete
vortex type solutions will then be considered in one, two
and even three spatial dimensions, starting from the anti-
continuum limit where the individual sites are uncoupled.
The relevant methodology will quantify the number of real,
imaginary with negative Krein and complex eigenvalues,
in good agreement with numerical findings and with ex-
perimental results. Time-permitting, we will present some
recent results on how to extend such approaches to defocus-
ing nonlinearities, comparing with very recent experiments
in photorefractive and photovoltaic crystal lattices in the
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cases of gap solitons and dark solitons respectively.

Panayotis Kevrekidis
UMass, Amherst
Dept of Mathematics
kevrekid@math.umass.edu

MS62

Phase Compactons in Oscillator Lattices

We study the phase dynamics of a chain of autonomous,
self-sustained, dispersively coupled oscillators. In the qua-
sicontinuum limit the basic discrete model reduces to a
Korteveg de Vries like equation, but with a nonlinear dis-
persion. The system supports compactons (solitary waves
with a compact support) and kovatons (compact forma-
tions of glued together kink antikink pairs) that propa-
gate with a unique speed, but may assume an arbitrary
width. They are robust and collide nearly elastically. Non-
dispersive effects are demonstrated with help of complex
Ginzburg-Landau lattice.

Arkady Pikovsky
University of Potsdam
pikovsky@uni-potsdam.de

Philip Rosenau
Tel-Aviv University
School of Mathematics
rosenau@post.tau.ac.il

MS62

Cavity Solions in Discrete Media with Non-
instantaneous Nonlinearity

Localised excitations are found in models of active media
with a non-instantaneous nonlinearity. The question of ex-
istence reduces to that in a model with a saturable nonlin-
earity. Stability, however, is strongly affected by the by the
response time of the noninearity. The solitons themselves
are found via numerical continuation, whereas the stability
is studied by a combination of spectral analysis and direct
numerical simulations of the model.

Alexey Yulin
University of Bristol
a.v.yulin@bristol.ac.uk

MS63

Stochastic Modulation Equations on Large Do-
mains

We consider as an example the Swift-Hohenberg equation
on a large (but still bounded) domain near its change of
stability. This equation is a toy model for the convective in-
stability in the Rayleigh-Benard model. Sufficiently close
to the bifurcation, solutions are approximated by a pe-
riodic wave, which is slowly modulated by the solutions
of a Ginzburg-Landau equation. Noise, for instance in-
duced by thermal fluctuations, is natural for physical mod-
els like these. We discuss how noise in the equation affects
the multi-scale approximation, and give rigorous error es-
timates in the stochastic case.

Martin Hairer
Warwick University, United Kingdom
hairer@maths.warwick.ac.uk

Greg Pavliotis
Imperial College London
g.pavliotis@imperial.ac.uk

Dirk Blömker
Universitat Augsburg
Germany
dirk.bloemker@math.uni-augsburg.de

MS63

Effective Dynamics for Stochastic Partial Differen-
tial Equations

The need to take stochastic effects into account for mod-
eling complex systems has now become widely recognized.
Stochastic partial differential equations arise naturally as
mathematical models for multiscale systems under random
influences. We consider macroscopic dynamics of micro-
scopic systems described by stochastic partial differential
equations. The microscopic systems are characterized by
small scale heterogeneities (spatial domain with small holes
or oscillating coefficients), fast scale boundary impact (ran-
dom dynamic boundary condition), and, random fluctua-
tions. An effective macroscopic model for such a stochastic
microscopic system is derived. The homogenized effective
model is still a stochastic partial differential equation, but
defined on a unified spatial domain and the random impact
is represented by an extra term in the effective model. The
solutions of the microscopic model is shown to converge to
those of the effective macroscopic model in probability dis-
tribution, as the size of holes diminishes to zero. Moreover,
the long time effectivity of the macroscopic system in the
sense of convergence in probability distribution, and in the
sense of convergence in energy are also proved.

Jinqiao Duan
Illinois Institute of Technology
duan@iit.edu

MS63

Dynamics of Kinks in the φ4 SPDE

Kinks are examples of coherent structures: localized fea-
tures in a noisy, spatially-extended system. The φ4

stochastic partial differential equation (SPDE) is studied
with a combination of analytical and numerical techniques.
After a suitable rescaling, it is equivalent to a stochas-
tic Allen-Cahn problem. Kink creation and movement are
driven by small-scale fluctuations. The short space and
time scales, for the dynamics internal to one coherent struc-
ture and in localised events creating new ones, are linked
to the large space and time scales of the system. A steady-
state mean density of kinks (and antikinks) is dynamically
maintained: they are nucleated in pairs, follow Brownian
paths and annihilate on meeting. Accurate numerical al-
gorithms have been developed, assisted by comparison of
thermodynamic quantities with exact results obtained from
the stationary density via the transfer-integral method. An
effective model that treats kinks as point particles gives
useful insight into the dynamics of the full SPDE.

Grant Lythe
Department of Applied Maths
University of Leeds
grant@maths.leeds.ac.uk

Tony Roberts
University of Southern Queensland
aroberts@usq.edu.au
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MS63

Model Subgrid Microscale Interactions to Form
Macroscopic Discretisations of Stochastic Partial
Differential Equations

Constructing discrete models of stochastic partial differ-
ential equations is very delicate. Stochastic centre mani-
fold theory may derive and support spatial discretisations
of SPDEs. I illustrate the technique on the nonlinear
advection-diffusion dynamics of the stochastically forced
Burgers’ equation. The trick to the application of the the-
ory is to divide the physical domain into finite sized ele-
ments by introducing insulating internal boundaries which
are subsequently removed to fully couple the dynamical in-
teractions between neighbouring elements. We see how a
multitude of subgrid microscale noise processes interact via
the nonlinear dynamics within and between neighbouring
elements to affect a macroscale simulation. Noise processes
with coarse structure across a finite element are the most
significant noises for the discrete model. Their influence
also diffuses away to weakly correlate the noise in the spa-
tial discretisation. The nonlinear dynamics has two further
consequences: the example additive forcing generates mul-
tiplicative noise effects in the discretisation; and effectively
new noise sources are abstracted into the macroscale dis-
cretisation. The techniques and theory developed here may
be applied to discretise many dissipative SPDEs.

Tony Roberts
University of Southern Queensland
aroberts@usq.edu.au

MS63

Determining the Topology of Complex Stochastic
Patterns from Finite Discretizations

Applied models frequently generate complex random pat-
terns whose geometry is hard to quantify. One recent ap-
proach has been to use computational homology for geome-
try quantification, based on discretizations of the patterns.
In this talk, I present a probabilistic approach which dis-
cusses this method in the context of random fields. We
obtain explicit probability estimates for the correctness of
the homology computations, which in turn yield a-priori
bounds for the suitability of certain discretization grid
sizes.

Konstantin Mischaikow
Department of Mathematics
Rutgers, The State University of New Jersey
mischaik@math.rutgers.edu

Thomas Wanner
George Mason University
Department of Mathematical Sciences
wanner@math.gmu.edu

MS63

Large Deviation Asymptotics for Random-walk-
type Perturbations

Symmetric random walks can be arranged to converge to
a Wiener process in the area of normal deviations and is
often used to replace Wiener process. However, random
walks and Wiener processes have, in general, different large
deviation principle. (Usually, a large deviation principle
for processes can be described by an action functional.)
It turns out that the action functional of certain random
walks with specific chosen jump probabilities can approxi-

mate the action functional for Wiener processes in the best
way. The action functionals for such random-walks and
Wiener processes will be presented and compared during
the talk. Consider dynamic systems with small random
perturbations. If we replace the Wiener process in a per-
turbed system with random walks, it is expected that such
a replacement will result in, in general, a different large
deviation asymptotic behavior. There are many problems
such as exit problem related to the large deviation asymp-
totic behavior of perturbed systems and they can be stud-
ied using the tool of large deviation principle. During the
talk, results of exit problem for the random-walk-type per-
turbation will be presented and compared with those for
the white-noise-type perturbation.

Zhihui Yang
Western Illinois University
Z-Yang2@wiu.edu

MS64

Ecological Implications of Dynamic Variations in
Microbial Stoichiometry: Approaches and Chal-
lenges

Changes in the stoichiometry of microorganisms have
strong influences on steady-state properties of competitive
fitness, predator-prey interactions, and nutrient cycling.
Dynamic variation of stoichiometry in non-steady condi-
tions contributes to competitive fitness, and likely alters
predator-prey dynamics. Lagrangian approaches offer a
potential solution to the challenges of modeling spatially
heterogeneous habitats. When applied to competition for
one nutrient in idealized spatially variable habitats, La-
grangian models suggest that findings from simple chemo-
stat theory are unexpectedly robust.

James Grover
University of Texas Arlington
grover@uta.edu

MS64

Nutrient Constraints on Cellular Level and the
Evolution of Large Scale Patterns

The basic molecules of life - nucleotides and amino acids
- have a fixed chemical composition that is immune to
evolution. Can such fundamental molecular constraints
manifest themselves on larger scales? Here, first we de-
rive RNA:Protein ratio corresponding to maximal growth
of phytoplankton cells. Second, by analyzing ODE model
of phytoplankton competition we show that such biochemi-
cally optimal ratio can lead to one of largest patterns found
on Earth - Redfield ratios of nitrogen to phosphorus in
Deep Ocean.

Irakli Loladze
Department of Mathematics
University of Nebraska - Lincoln
iloladze@math.unl.edu

MS64

Models and Experiments Relating Stoichiometry of
Individual Organisms to Population Dynamics

We investigate whether stoichiometry plays a role in reg-
ulating populations of the zooplankter Daphnia using: (a)
population models based on tested representations of in-
dividual growth and reproduction; (b) population experi-
ments; and (c) bioassays of individual performance of ju-
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veniles and adults in populations. We identify indirect
mechanisms that resemble food quality effects, results that
highlight the need for detailed empirical information on the
response of individuals to dynamic environments.

Roger Nisbet
University of California Santa Barbara
nisbet@lifesci.ucsb.edu

Edward McCauley
University of Calgary
mccauley@ucalgary.ca

MS64

Mathematical Problems of Stoichiometric Ratios in
Ecological Systems: Introduction to the Minisym-
posium

Most models of material fluxes through populations and
ecosystems have heretofore focused on single elements, but
additional problems arise when characteristic element ra-
tios in various organisms must be maintained. Stoichio-
metric ratios link different element cycles at key points in
food webs. Models that incorporate ratios often have differ-
ent dynamics, such as different bifurcations and stabilities,
compared with single element models. This introduction
will survey new mathematical problems and model behav-
iors when stoichiometric ratios are considered.

John Pastor
University of Minnesota Duluth
Dept. of Biology and NRRI
jpastor@nrri.umn.edu

MS64

Some Producer-consumer Models with Stoichiom-
etry

An improved understanding of the impact of nutrient and
resource limitations on the behavior of model ecosystems
relies on the study of systems that are process-based, yet
mathematically tractable. This presentation will report
on an examination of a family of elementary producer-
consumer models that incorporate food quality and nutri-
ent cycling effects. Combinations of analytic and numerical
methods are used in the derivation of full-system dynamics,
as well as that of various model subsystems.

Bruce B. Peckham
Dept. of Mathematics and Statistics
University of Minnesota Duluth
bpeckham@d.umn.edu

Harlan W. Stech
Department of Mathematics and Statistics
University of Minnesota Duluth
hstech@d.umn.edu

John Pastor
University of Minnesota Duluth
Dept. of Biology and NRRI
jpastor@nrri.umn.edu

MS64

Dynamics of Stoichiometric Bacteria-Algae Inter-
action in Epilimnion

Bacteria-algae interaction in epilimnion is modeled with

explicit consideration of carbon and phosphorus. Global
qualitative analysis and bifurcation diagrams of this model
are presented. It is shown that excessive sunlight will
destroy bacterial communities. Competition of bacterial
strains are modeled to examine Nishimura’s hypothesis
that in oligotrophic lakes, P limitation exerts more severe
constraints on the growth of HNA bacteria, which allows
LNA bacteria to be competitive.

Hal L. Smith
Arizona state university
halsmith@asu.edu

James Elser
Arizona State University
j.elser@asu.edu

Yang Kuang
Arizona State University
Department of Mathematics
kuang@asu.edu

Hao Wang
Department of Mathematics
Arizona State University
hao wang@mathpost.la.asu.edu

MS65

Rotational Stokes Waves of Finite Depth: Exis-
tence and Stability

Water waves are a prime example of applied mathemat-
ics describing wave motions of the kind which may be ob-
served in the ocean, and they showcase diverse wave phe-
nomena ranging in size from ripples to tsunamis or freak
waves. Since their governing equations were proposed two
centuries ago by George Gabriel Stokes, water waves have
been a subject of intense research in mathematics as well as
in physics and ocean engineering. The mathematical prob-
lem for free-surface water waves embodies the equation of
hydrodynamics, the concept of wave propagation, and the
critically important role of boundary dynamics. A pre-
cise account is given of its formulation as a free-boundary
problem of a partial differential equation, and its distinct
features are discussed. Particular emphasis is given to the
effects of vorticity; the governing equations of water waves
allow for rotational motions, and indeed, real flows typ-
ically carry vorticity. While the irrotational water-wave
problem reduces to one of potential flows and its nonlin-
earity resides only at the boundary condition on the free
surface, the rotational problem is intricate due to the addi-
tional nonlinearity in the field equation. Stokes waves refer
to steady periodic waves under gravity whose profile rises
and falls exactly once per wavelength. Presented in detail
is for a general class of vorticities their existence of small
amplitude an application of local bifurcation from a simple
eigenvalue. Large-amplitude theories for rotational Stokes
waves are reviewed. Results from numerical calculation of
the extremal waves are discussed, in particular, new types
of singular configurations attributed to vorticity. Linear
instability is investigated for a certain class of free-surface
shear flows, and then via a perturbative method and semi-
group methods is established the linear instability of small-
amplitude rotational Stokes waves near an unstable shear
free-surface shear flow.

Vera Hur
Massachusetts Institute of Technology
allie@math.ucsb.edu
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MS65

Controlling Traveling Waves of the Complex
Ginzburg-Landau Equation with Spatial Feedback

Previous work has shown that Benjamin-Feir unstable
traveling waves of the complex Ginzburg-Landau equation
(CGLE) in two spatial dimensions cannot be stabilized us-
ing a particular time-delayed feedback control mechanism
known as ‘time-delay autosynchronisation’. In this talk, we
show that the addition of similar spatial feedback terms
can be used to stabilize such waves. This type of feed-
back is a generalization of the time-delay method of Pyra-
gus and has been previously used to stabilize waves in the
one-dimensional CGLE by Montgomery and Silber. We
consider two cases in which the feedback contains either
one or two spatial terms. We give a numerical example to
demonstrate our linear stability results.

Claire M. Postlethwaite
ESAM, Northwestern University
c-postlethwaite@northwestern.edu

MS65

The Amplitude Equation for Rotating Rayleigh-
Benard Convection

The amplitude equation for rotating Rayleigh-Benard con-
vection is derived from the Boussinesq equations with the
Coriolis force included. The vertical boundary conditions
are no-slip, and the lateral boundary conditions are either
periodic or rigid. In order to keep track of the mean flow,
we look at the full system of equations, instead of a poten-
tial formulation. A multiple scales perturbation expansion
in the control parameter epsilon is performed and appro-
priate solvability conditions are imposed. This leads to the
usual amplitude equation at order 3/2 but a new rotation
term enters at order 7/4. This rotation term will cause a
change of phase with respect to time, whenever there is a
gradient in the amplitude in the direction parallel to the
rolls. As a result, rolls terminating perpendicularly to a
wall will precess in the direction of rotation. The new ro-
tation term will also cause stationary dislocations to glide
perpendicular to the rolls. The amplitude equation results
for a specific set of parameters are compared to numeri-
cal results from simulations of the full equations. There
is good agreement for mean flow, wall induced precession
and dislocation glide.

Janet Scheel
California Lutheran University
jscheel@callutheran.edu

MS65

Coherent States of Spatial Periodically Driven Hy-
drogen Atom

The classical and quantum dynamics of spatial hydrogen
atom in a microwave field are studied. Wave packets con-
structed as superposition of suitable Floquet states are co-
herent states that show spreading, revivals and localiza-
tion along the classical trajectory. The classical dynamics
of this 3.5-dof Hamiltonian system is studied with time-
frequency analysis based on wavelets. The coherent states
are classically localized in a large phase space region show-
ing resonance with the microwave field.

Luz Vela-Arevalo
Georgia Institute of Technology
luzvela@math.gatech.edu

MS66

Designing for Topological Chaos in Fluid Mixing

The Thurston-Nielsen theory gives a framework for under-
standing how individual periodic orbits of a surface diffeo-
morphism imply other chaotic dynamics. One approach
to designing 2D fluid systems that mix well is to build in
a unique top-level pA periodic orbit, either by motion of
stirrers or boundary forcing. We discuss recent progress
in such “designing for topological chaos” with a particular
emphasis on doubly-periodic planar arrays of stirrers which
yield transitive, ergodic maps on the entire plane.

Phil Boyland
University of Florida
Department of Mathematics
boyland@math.ufl.edu

MS66

On Braids and Topological Entropies in Spatially
Periodic Flows

Many archetypal two-dimensional mixing flows live in spa-
tially periodic domains. As usual, underlying flow topology
can be characterised by braids formed by periodic trajec-
tories. The braids are elements of the torus braid group,
capturing the usual ’crossings’, and also how trajectories
wrap around the periodic directions. A simple dynami-
cal system is described that computes the action of torus
braids on material loops. The dynamical system offers a
fast and efficient method for computing the braid entropy,
which serves as a lower bound for the flow entropy. The
sine-flow is examined to illustrate the method.

Matthew D. Finn
University of Adelaide
matthew.finn@adelaide.edu.au

Jean-Luc Thiffeault
Department of Mathematics
Imperial College London
jeanluc@imperial.ac.uk

MS66

Realizing Topological Chaos with Simple Mecha-
nisms

Topological nature of stirring fluid by using finitely many
rods is closely related to braid theory. Based on this idea
various stirring devices have been introduced by several
authors. However, it seems that these are not efficient
enough for mixing all body of fluids uniformly. In this talk
we propose mixing devices, which are in fact a kind of batch
stirring device, each consisting of a few gears that seems to
be able to mix up given fluids uniformly, and show some
results of experiments. We also observe the distribution
of dilatations of pseudo-Anosov braids derived from the
devices.

Tsuyoshi Kobayashi
Nara Women’s University
Department of Mathematics
tsuyoshi@cc.nara-wu.ac.jp

MS66

Braid Theory and Microparticle Dynamics in Fer-
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rofluids

We have studied an experimentally two-dimensional dy-
namical system of non-magnetic microparticles moving in a
ferrofluid. Several phenomena have been studied using this
so-called magnetic hole system, i.e. anomalous diffusion,
aggregation, and order-disorder transition. In this talk I
will concentrate on the motion of few interacting spheres,
especially motion with an intermittent behavior. Mag-
netic holes can be made by dispersing non-magnetic plastic
spheres on micrometer scale in ferrofluid. The spheres are
set in motion by external, elliptically polarized, in-plane
magnetic fields. In this magnetic field the plastic spheres
get an apparent magnetic moment anti-parallel and pro-
portional to this field. This motion can be analyzed using
braid theory. By introducing the time axis as an extra
dimension, each sphere trace out a world line in the spa-
tiotemporal space, and all spheres together create a braided
set of world lines in this space. On the resulting braid we
can perform rank-ordering statistics, and showing power
law according to the Zipf-Mandelbrot relation, or perform
more standard analysis of variance, showing anomalous dif-
fusion.

Kai de Lange Kristiansen
Univ California Santa Barbara
Department of Chemical Engineering
k.d.l.kristiansen@fys.uio.no

MS67

Uncertainty Analysis and Design of Dynamics

We will present an approach that could be used to radi-
cally accelerate the numerical simulation, model reduction,
and propagation of uncertainty in large nonlinear networks
of interconnected dynamic components. In this approach
a large network is decomposed into subcomponents using
spectral graph theory. Operator theory and geometric dy-
namics methods are used to analyze propagation of un-
certainty in subcomponents. We will how this approach
would enable model-based design of robust aerospace and
building systems.

Andrzej Banaszuk
United Technologies Research Center
banasza@utrc.utc.com

MS67

Variational Integrators and Computing what
Counts

Long time trajectories of a comet moving in the solar sys-
tem, are sensitive to model uncertainty. It makes little
sense to compute individual trajectories accurately in such
a situation. More appropriate is computing robust statis-
tical quantities. This talk argues that computing almost
invariant sets, transport rates, energy and momentum us-
ing variational integration techniques, and high ridges in
LCS (Lagrangian Coherent Structures) are robust and that
these are examples of quantities that make sense to com-
pute.

Jerrold E. Marsden
California Inst of Technology
Dept of Control/Dynamical Syst
marsden@cds.caltech.edu

MS67

Discussion

Discussion.

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

MS67

Operator Theory, Graph Theory and Networked
Dynamical Systems

Complexity of systems can be roughly represented on 2
axes, one parametrizing complexity of structure, the other
complexity of system dynamics. These two are not inde-
pendent, and disentangling their interdependence is not
trivial. We address complexity of the system in the con-
text of its behaviours under parameter and initial condition
uncertainty in the framework of ergodic theory and discuss
how graph-theoretic decompositions on state variables al-
low an extension of that analysis to higher dimensional sys-
tems. The results depend on the use of operator-theoretic
approach to dynamical systems, specificaly on properties
of Perron-Frobenius and Koopman operators. Several ex-
amples of the approach for analysis of system with large
number of degrees of freedom are presented.

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

MS68

Multiscale Analysis of Ion Channels

Ion Channels are proteins with a hole that allow ions to
cross impermeable membranes thereby controlling an enor-
mous range of biological function. Ions are driven through
channels only by electrodiffusion. Covalent bond changes
are not involved. Mathematical analysis seems possible
and important: mathematical methods of singular and ge-
ometrical perturbation theory have been applied with some
success and the inverse problem of designing channels to
specification has been solved in part.

Robert S. Eisenberg
Dept. of Molecular Biophysics
Rush University Medical Center
beisenbe@rush.edu

MS68

The Role of Molecular and Ionic Size in Determin-
ing the Properties of a Liquid: Application to Bi-
ology

Often mathematicians are tempted to neglect particle size
to obtain equations for which simple solutions are possi-
ble. However, since the time of van der Waals it has been
known that particle size plays a role that is often more im-
portant than the role of the attractive forces. The modern
development of this idea will be discussed and illustrated
by a theory of the selectivity of a calcium channel.

Doug Henderson
Department of Chemistry and Biochemistry
Brigham Young University
doug@chem.byu.edu
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MS68

Analysis and Computation for Some Models in
Physiology

In this talk we consider some time and space dependent
models of physiological processes in which the spatial com-
ponent may be described by a discrete set of points as well
as a continuum. We review some techniques for analysis
and computation of such models and report on recent re-
sults.

Erik Van Vleck
Department of Mathematics
University of Kansas
evanvleck@math.ku.edu

MS68

Reduction of the PNP System from Three-
dimensional Domains to One-dimensional Intervals

The global dynamics of the Poisson-Nernst-Planck (PNP)
system for flows of two types of ions through a narrow
tubular-like membrane channel is studied. As the radius of
the three-dimensional tubular-like membrane channel ap-
proaches zero, a one-dimensional limiting PNP system is
derived. We justify this limiting process by showing that
global attractors of the three-dimensional system are upper
semicontinuous when the radius of the membrane channel
goes to zero.

Weishi Liu
Department of Mathematics
University of Kansas
wliu@math.ku.edu

Bixiang Wang
Department of Mathematics, New Mexico Mining and
Technology
bwang@nmt.edu

MS69

Maximums of Random Processes and Non-uniform
Phase Distributions

Numerical simulations (using the Fast Fourier Transform
and Monte Carlo Methods) of short time series that include
a large maximum indicate a non-uniform phase distribu-
tion is present when using a finite number of components.
Exploration into the non-uniform distributions shows that
the PDF appears to be dependent on the number of com-
ponents used, the length of the record, the relative ex-
tremeness of the maximum, and the spectral energy of the
process.

Laura Alford, Armin Troesch
Naval Architecture and Marine Engineering
University of Michigan
lslavice@umich.edu, troesch@engin.umich.edu

MS69

Stability Analysis of Roll Motion of a Ship in Reg-
ular Seas

Roll motion of a ship, modeled as a SDOF nonlinear oscilla-
tor, is analyzed to investigate various instability phenom-
ena like bifurcation, subharmonic and chaotic responses.
The nonlinearity in the system arises respectively due to
quadratic form of damping moment and nonlinear restor-

ing moment in the form of signum function. The desta-
bilizing wave moment appearing in the right hand side of
the equation of motion is considered to vary harmonically
due to regular sea. In order to trace different branches
of the response curve and investigate different instability
phenomena that may exist, the IHB method is modified
by incorporating in it arc length continuation to make its
incremental harmonic balance continuation (IHBC). A pro-
cedure for treating the nonlinear hydrodynamic damping
moment and nonlinear restoring moment terms using dis-
tribution theory is also presented so that equation of mo-
tion is amenable to the application of IHBC. The stability
of the solution is investigated by the Floquet theory using
Hsus scheme. The stable solutions obtained by the IHBC
method are compared with those obtained by the numeri-
cal integration of equation of motion wherever applicable.

Atul Banik
National Institute of Technology, Silchar
akbanik@gmail.com

MS69

Nonlinear Dynamics of Moored Floating Systems
in Random Waves

Nonlinear effects in the motion of moored floating bodies
can result from kinematic nonlinearities in the coupling of
multiple bodies, the hydrodynamics or restoring forces of
the mooring system. This talk addresses the modeling and
the analysis of a moored barge in narrow-banded random
waves. Different techniques to characterize the motion by
means of probability density functions are discussed. The
results of different methods such as the Monte Carlo simu-
lation, statistical linearization and perturbation techniques
are compared.

Katrin Ellermann
Technische Universitaet Hamburg-Harburg
ellermann@tu-harburg.de

MS69

Capsize - Naval Interests and a Deterministic Ap-
proach

This first time slot will be split by the two minisympo-
sium co-organizers. Patrick Purtell will first provide an
overview of naval interests which extend from fundamental
concepts to practical predictions and operator guidance.
His presentation will be followed by Leigh McCue who will
present a brief overview on the state of the art in analyti-
cal approaches to the analysis of capsize and other strongly
nonlinear vessel behaviors.

Patrick Purtell
Office of Naval Research
purtelp@onr.navy.mil

MS70

C1 Approximation of Vector Fields on the Renor-
malization Group Method

The renormalization group (RG) method for differential
equations is one of the perturbation methods for obtain-
ing solutions which are approximate to exact solutions for
a long time interval. In this talk, it is shown that for a
given vector field on a manifold and for the differential
equation associated with it, a family of approximate so-
lutions obtained on the RG method defines a vector field
which is close to the original vector field in C1 topology un-
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der appropriate assumptions. Furthermore, some topolog-
ical properties of the original vector field such as the exis-
tence of an invariant manifold and its stability are inherited
from those for the RG equation. This fact is used to show
the presence of synchronization in coupled systems. The
present RG method is also useful for detecting an approx-
imate center manifold and a flow thereon. This method is
viewed as strict mathematical formulation of the reductive
perturbation method proposed by Kuramoto, and includes
the geometric singular perturbation method proposed by
Fenichel as a particular case.

Hayato Chiba
Kyoto University
chiba@amp.i.kyoto-u.ac.jp

MS70

Interface Equations for Reaction-Diffusion Systems
Near Critical Point

We consider the dynamics of interfaces in two space di-
mensions arising from front solutions for reaction-diffusion
systems with bistable nonlinearity. As applications, we
will derive the interfacial equations describing the motion
of spiral waves.

Shin-Ichiro Ei
Kyushu University
ichiro@math.kyushu-u.ac.jp

MS70

Analysis of RG and Normal Form Methods

We examine the mathematical basis of the Chen-
Goldenfeld-Oono RG method and show that the crucial
step is a near-identity change of coordinates equivalent to
that of normal form theory. For systems with autonomous
perturbations, we extend the RG method up to second (and
higher) order in a small parameter epsilon and show it is
equivalent to the classical Poincare-Birkhoff normal form.
For systems with nonautonomous perturbations, we apply
the RG method and show that it is equivalent to a time-
asymptotic normal form theory.

Kreso Josic
University of Houston
josic@math.uh.edu

Tasso J. Kaper
Boston University
Department of Mathematics
tasso@math.bu.edu

Matthew Holzer
Boston University
holzer@math.bu.edu

Lee Deville
Courant Institute of Mathematical Sciences
deville@cims.nyu.edu

Tony Harkin
Rochester Institute of Technology
aahsma@rit.edu

MS70

An Invariance Condition, the Renormalization

Group, and the Dynamics of Large Power Networks

The combination of asymptotically valid local expansions
and an invariance condition for weaving them into a global
expansion has been successfully applied to singular per-
turbation problems involving ordinary and partial differ-
ential equations. We discuss this technique and its ap-
plication to large systems of equations describing the dy-
namics of networks such as power grids, revealing in the
process some obvious and not-so-obvious correspondences
with renormalization-group analyses of stochastic and non-
stochastic equations.

Steve Woodruff
Florida State University
woodruff@caps.fsu.edu

MS71

Wild Arcs in Dynamics

A trajectory of a flow on a 3-manifold is wild if the closure
of at least one of the semi-trajectories is a wild arc. A tra-
jectory is 2-wild if the closure of each semi-trajectory is a
wild arc. A flow is a continuous R-action on manifolds. We
describe a method of embedding wild trajectories in flows
on 3-manifolds. This methods yields interesting examples
of dynamical systems. In particular: 1. Every closed and
connected 3-manifold admits a flow with exactly one fixed
point and whose every non-trivial trajectory is 2-wild. 2.
Every boundaryless 3-manifold admits a flow with a dis-
crete set of fixed points and every non-trivial trajectory
2-wild.

Krystyna M. Kuperberg
Auburn University
Department of Mathematics
kuperkm@auburn.edu

MS71

Building a Data Base for the Global Dynamics of
Multi-Parameter Systems

It is well accepted that nonlinear dynamical systems can
exhibit a wide variety of complex dynamics that may be
sensitive to changes in parameters. It is also quite common
in applications that not all values of the parameters have
been determined. We outline a proposed method for build-
ing a data base that can be queried to determine parameter
values at which particular types of dynamical structures
can be found or values at which specific types of bifurca-
tions occur. The fundamental idea is to use topological
methods that are computationally efficient to store essen-
tial features of the dynamics in terms of a directed graph
with equivalence classes of homology maps at the nodes.
The directed graph represents information about the ex-
istence of a global Lyapunov function and the homology
maps at the nodes encode information about the recurrent
dynamics.

Konstantin Mischaikow
Department of Mathematics
Rutgers, The State University of New Jersey
mischaik@math.rutgers.edu

MS71

Multi-Valued Dynamical Systems in Economics

Many economic models have “equilibria” that are corre-
spond to forward orbits from a dynamical system F :
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X → X. However, there are economic models where
the equilibria correspond to the forward orbits of dynam-
ical system generated by a relation R ⊂ X × X, i.e.
R(x) := {y ∈ X|(x, y) ∈ R} may be multi-valued. In
some models we have R multi-valued, but R−1 is single-
valued. However, there are models where both R and R−1

are multi-valued. In this talk, we discuss these types of
economic models and some progress that has been made in
analyzing them.

David Stockman
Department of Economics
University of Delaware
stockman@udel.edu

MS71

Infinite Horseshoes

Horseshoe maps are an essential part of chaos theory. Usu-
ally one assumes there is a map f of a rectangle S into the
plane, and that f satisfies a number of hyperbolicity re-
quirements that can be hard to check or in fact can fail
to be true. In this talk we describe examples where it is
important to have f not defined on part of the rectangle so
that the image of the rectangle can stretch across itself in-
finitely many times. Examples come from mechanics. This
work is joint with Miguel Sanjuan, Samuel Zambrano, and
Judy Kennedy.

Miguel Sanjuan
Nonlinear Dynamics and Chaos Group
Universidad Rey Juan Carlos - Madrid (Spain)
miguel.sanjuan@urjc.es

Samuel Zambrano
Nonlinear Dynamics and Chaos Group.
Universidad Rey Juan Carlos
samuel.zambrano@urjc.es

James Yorke
Institute for Physical Sciences and Technology (IPST)
University of Maryland
yorke2@ipst.umd.edu

Judy A. Kennedy
Dept. of Mathematics
University of Delaware
jkennedy@math.udel.edu

MS72

A New Model for Myosin Motors Incorporating
Brownian Ratchet and Powerstroke Mechanisms

A new mathematical model for myosin motor proteins is
proposed. The traditional powerstroke model converts ro-
tational drift caused by conformational change in its neck
into translational motion. Similarly, rotational diffusion as-
sociated with the powerstroke can be also utilized to make
translational motion in the same way as Brownian ratchets.
The new model incorporates both powerstroke and Brow-
nian motor mechanisims. Depending on parameter values,
this motor works as a power stroker, a Brownian motor
or a hybrid of the two. Various properties of single-head
myosins are discusses, including speed, stall force, and effi-
ciency. Coupled systems such as myosin V and muscle are
also discussed.

Brian Geislinger
Department of Physics

Univertsity of Alabama at Birmingham
bgeislinger@uab.edu

Ryoichi Kawai
Department of Physics
University of Alabama at Birmingham
kawai@uab.edu

MS72

Burnt-Bridge Models of Molecular Motor Trans-
port

Transport of molecular motors, stimulated by interactions
with specific links between binding sites, called ”bridges,”
is investigated by analyzing discrete-state stochastic mod-
els. In these models an unbiased diffusing particle can cross
the bridge and burn it with some probability, creating a
biased directed motion. We present several theoretical ap-
proaches that allow to calculate the dynamic properties of
molecular motors in these systems. Theoretical predictions
are supported by extensive Monte Carlo simulations. The-
oretical results are applied for analysis of the experiments
on collagenase motor proteins.

Anatoly Kolomeisky
Rice University
tolya@rice.edu

MS72

Homogenization Theory for Molecular Motors

We investigate the transport properties of Brownian flash-
ing ratchet motor models for molecular motors, in which
the interactions with the thermal environment and external
driving are modelled through additive and multiplicative
stochastic noise terms, respectively. We use homogeniza-
tion theory to develop rigorous computations for the long
time drift, diffusivity, and efficiency (as characterized by a
Peclét number) of the motor, and analyse their dependence
with respect to the physical parameters of the system.

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

Juan LaTorre
Department of Mathematical Sciences
Rensselaer Polytechnic Institute
latorj@rpi.edu

Grigorios Pavliotis
Imperial College
g.pavliotis@imperial.ac.uk

MS72

Average Velocity and Effective Diffusion of Molec-
ular Motors

In this study we start with the case where a particle is sub-
ject to a static periodic potential and a constant driving
force. We derive analytic formulas for the average velocity
and effective diffusion of the particle. When the driving
force is small, the effective diffusion is exponentially small
because the mobility of the particle is restricted by the
periodic potential. When the driving force is in a certain
range, the effective diffusion can become much larger than
the Brownian diffusion. We will explain why this happens.
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Then we will go on to derive the equation for the aver-
age velocity and effective diffusion of molecular motors in
which the chemical reaction drives the motor forward by
switching it among a set of periodic potentials.

Hongyun Wang
Department of Applied Mathematics and Statistics
University of California, Santa Cruz
hongwang@soe.ucsc.edu

MS73

Numerical Aspects of Multidimensional Maximum-
entropy Principle

The maximum entropy principle is a versatile tool for eval-
uating smooth approximations of probability density func-
tions under specified constraints. We design a numerical
algorithm for computing the maximum entropy problem,
featuring orthogonal polynomial basis for Lagrange multi-
pliers to achieve numerical stability and rapid convergence
of Newton iterations. The new algorithm is found to be ca-
pable of solving the maximum entropy problem in the two-,
three- and four-dimensional domain with low and moderate
constraint order.

Rafail Abramov
Department of Mathematics, Statistics and Computer
Science
University of Illinois at Chicago
abramov@math.uic.edu

MS73

Stochastic Integrable Dynamics of Polarized Light
in Resonant Optical Media

In a resonant interaction, light of specific wavelengths ex-
cites electron transitions between atomic energy levels or
energy bands in an active optical medium such as gas or
crystal. In the lambda-configuration, light interacts with a
medium via a pair of electron transitions between an ener-
getically higher and two energetically lower atomic levels,
which involve light of two different colors and/or oppo-
site circular polarizations. We have identified a switching
mechanism in this interaction: The color/polarization of
the light will switch so that it will interact with the medium
only through the transition between the higher level and
the lower level less populated with electrons. If the ini-
tial occupation of the two lower levels varies randomly, an
optical pulse passing through this material will switch ran-
domly between two colors/polarizations. Mathematically,
this phenomenon is described by exact, stochastically vary-
ing solutions of a completely integrable random partial dif-
ferential equation, thus combining the opposing concepts
of integrability and disorder.

Ethan Atkins
Courant Institute
atkins@cims.nyu.edu

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

Julie A. Byrne
Siena College
Mathematics Department
jbyrne@siena.edu

Ildar Gabitov
Department of Applied Mathematics, University of
Arizona
Theoretical Division, Los Alamos National Laboratory
gabitov@math.arizona.edu

Gregor Kovacic
Rensselaer Polytechnic Inst
Dept of Mathematical Sciences
kovacg@rpi.edu

MS73

Numerical Techniques for Multi-Scale Systems

Fast variables are typically associated with high wavenum-
bers in spatially extended systems. We introduce a sys-
tematic procedure for ”slowing down” the fast degrees of
freedom by modifying the triad interactions coefficients in
quadratically nonlinear systems. The goal of the method-
ology is to preserve the statistical properties of large scales
while making the modified equations less stiff and allowing
for direct numerical simulations with a larger time-step.
This procedure can be carried out consistently with the
conservation of energy in the original equations. Truncated
Burgers-Hopf system is utilized to illustrate this approach.

Boris Pokorni
Department of Mathematics
University of Houston
bpokorni@math.uh.edu

MS73

Mode-Reduction for Conservative Systems

A new stochastic mode-elimination procedure is introduced
for a class of deterministic systems. Under assumptions
of mixing and ergodicity, the procedure gives closed-form
stochastic models for the slow variables in the limit of
infinite separation of time-scales. We show that under
these assumptions the ad-hoc modification of the non-
linear self-interactions of the fast degrees of freedom can
be avoided. The procedure is applied to the truncated
Burgers-Hopf (TBH) system as a test case where the sep-
aration of timescale is only approximate. It is shown that
the stochastic models reproduce exactly the statistical be-
havior of the slow modes in TBH when the fast modes are
artificially accelerated to enforce the separation of time-
scales. It is shown that this operation of acceleration only
has a moderate impact on the bulk statistical properties of
the slow modes in TBH. As a result, the stochastic models
are sound for the original TBH system.

Eric Vanden-Eijnden
Courant Institute
eve2@cims.nyu.edu

Ilya Timofeyev
Dept. of Mathematics
Univ. of Houston
ilya@math.uh.edu

Andrew Majda
Courant Institute NYU
jonjon@cims.nyu.edu

MS74

A Mulitphase Flow Model of Calcium Induced
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Morphology Changes in True Slime Mold

Cytoplasm of Physarum polycephalum shows periodic
shuttle streaming through a network of tubular structures.
The motion is driven by the periodic contraction of an
actin-myosin gel that is regulated by a calcium oscillation.
When the organism is small no streaming is observed, but
steaming suddenly emerges as it gets larger. We present a
mechanochemical multifluid model to explore how the sen-
sitivity to changes in calcium concentration is related to
the stability of the sol/gel mixture.

Robert D. Guy
Mathematics Department
University of Utah
guy@math.utah.edu

MS74

Introduction to Protoplasmic Dynamics in
Physarum

Although many models of amoeboid cell movement have
been proposed, the physical mechanism remains open to
question. The Physarum plasmodium has been widely used
to model cell movement. Its rhythmic contractions and
the resulting streaming of protoplasm have been well stud-
ied from a cytological point of view. Here we consider a
physical mechanism for how the center of mass of a cell is
displaced in a certain direction, based on spatiotemporal
measurements of protoplasmic flow.

Kenji Matsumoto
Department of Mathematics
Hokkaido University
kenmatsu@math.sci.hokudai.ac.jp

Toshiyuki Nakagaki
Research Institute for Electronic Science
Hokkaido University
nakagaki@es.hokudai.ac.jp

MS74

Dynamic Patterns of Thickness Oscillation in En-
doplasmic Droplet

Synchrony in the rhythmic contraction has long been re-
garded as a single characteristic of the plasmodium of the
true slime mold, Physarum plasmodium. We found that
plasmodia that develop from isolated endoplasmic drops
actually exhibits various spatiotemporal patterns in the
rhythmic contraction such as standing wave, many drifting
spiral waves, a stationary rotating spiral wave, and syn-
chronous pattern, and transitions between these patterns
took place spontaneously.

Seiji Takagi
Research institute for Electronic Science
Hokkaido University
takagi@es.hokudai.ac.jp

MS74

Modeling of the Adaptive Network of True Slime
Mold

We describe here a mathematical model of the adaptive
dynamics of a transport network of the true slime mold
Physarum polycephalum, an amoeboid organism that ex-
hibits path-finding behavior in a maze. When the organism
is put in a maze, the network changes its shape to connect

two exits by the shortest path. By reproducing this phe-
nomenon we introduce new method to solve shortest path
problem.

Atsushi Tero
School of Engineering
Hokkaido University
tero@topology.coe.hokudai.ac.jp

Ryo Kobayashi
Department of Mathematical and Life Sciences
Hiroshima University
ryo@math.sci.hiroshima-u.ac.jp

Toshiyuki Nakagaki
Research Institute for Electronic Science
Hokkaido University
nakagaki@es.hokudai.ac.jp

Tetsu Saigusa
Creative Research Initiative Sousei
Hokkaido University
saigusa@cris.hokudai.ac.jp

Kenji Yumiki
Hiroshima University
m052842@hiroshima-u.ac.jp

MS75

On the Uniqueness of Traveling Waves in Porous
Media Combustion

We study traveling wave solutions arising in Sivashinsky’s
model of subsonic detonation which describes combustion
processes in inert porous media. Subsonic detonation
waves tend to assume the form of reaction front propagat-
ing with a well defined speed. It is known that traveling
waves exist for any value of thermal diffusivity. We investi-
gate the question of uniqueness of the wave in the presence
of non-zero thermal diffusivity through applying methods
of geometric singular perturbation theory.

Peter Gordon
New Jersey Institute of Technology
peterg@oak.njit.edu

Christopher Jones
University of North Carolina
Department of Mathematics
ckrtj@email.unc.edu

Anna Ghazaryan
University of North Carolina at Chapel Hill
ghazarya@email.unc.edu

MS75

Front Stability in a Non-smooth Ignition System

In this talk we consider a non-smooth system which models
front motion in a noisy, excitable media. The model con-
sidered here arises from a consideration of membrane hy-
dration in PEM fuel cells in which the protonic transport
is approximated as a discontinuous function of membrane
water content. Specifically the membrane is “ignited” if
the water content crosses a specific threshold, while it is
“extinguished” when water content is below the threshold.
We constuct a family of smooth, monotone, composite so-
lutions which describe the propagation of the ignited re-
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gion across the fuel cell. In a noisy environment the fronts
loose monotonicity and the front position is unresolved be-
cause of multiple ignition points. In linearizing about the
global manifold of the slowly evolving fronts, we address
the challenge of choosing an appropriate Sobolev space for
which the nonlinearity is Frechet differentiable. We show
that the pulse evolution fits naturally into the framework
of the renormalization group methods developed to study
the stability of slowly evolving patterns. The main result
describes the exponential decay of the remainder and after
the decay of the initial transient perturbations, we recover
the formal pulse velocities at leading order.

Keith Promislow
Associate Professor
Michigan State University
kpromisl@msu.edu

Mohar Guha
Michigan State University
guhamoha@math.msu.edu

MS75

Pointwise Green Function Bounds and Stability of
Combustion Waves

We establish sharp pointwise Green function bounds and
linearized and nonlinear stability for traveling wave solu-
tions of an abstract viscous combustion model which in-
cludes both the Majda model and the compressible Navier–
Stokes equations for reacting fluids with artificial viscosity.
The bounds are established under the necessary conditions
of strong spectral stability; i.e., stable point spectrum of
the linearized operator about the wave; transversality of
the profile as a connection in the traveling–wave ODE; and
hyperbolic stability of the associated Chapman–Jouguet
(square-wave) approximation. This is joint work with M.
Raoofi, B. Texier, and K. Zumbrun.

Gregory Lyng
Department of Mathematics
University of Wyoming
glyng@uwyo.edu

MS75

Pore Formation in Solvated Polymer Electrolytes

Polymer electrolytes are comprised of long, hydrophobic
polymer backbones with short, acidic side-chains which
phase separate in the presence of a solvent, such as water,
forming intricate nanoscale geometries filled with charged
fluid. Such structures are the workhorses of ion trans-
port, generating the selectivity of ion channels in cell mem-
branes, the complex biochemical processes which occur
within the pores of lipid membranes, and the protonic con-
ductivity of polymer electrolyte membrane fuel cells. We
present a novel model for the pore formation which bal-
ances bending energy of the hydrophobic backbone against
the energy of solvation of the pendant acid side chains.
The resulting energy is fourth order in space with a rich,
surprizing structure, factoring into two second order oper-
ators: and Allen-Cahn composed with an offset of its own
linearization. We investigate a class of gradient flows asso-
ciated to this energy showing the existence of heteroclinc
and homoclinic solutions which generate the pore structure
and deriving a geometric flow for the sharp-interface limit.

Keith Promislow
Michigan State University

kpromisl@math.msu.edu

MS76

Homogenization for Mesoscale Oceanic Turbulence

We describe a mathematical approach based on homoge-
nization theory toward representing the effects of mesoscale
coherent structures, waves, and turbulence on large-scale
transport in the ocean. We present results on some basic
flow structures which will be used as part of a systematic
parameterization strategy in which we couple numerical
simulations of cell problems with asymptotic analysis with
respect to key nondimensional physical parameters such as
Peclét and Strouhal numbers.

Banu Baydil
Dept. Mathematical Sciences
Rensselaer Polytechnic Institute
baydib@rpi.edu

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

Shafer Smith
Courant Institute
Center for Atmosphere Ocean Science
shafer@courant.nyu.edu

MS76

Evolution of Passive Scalar Distributions in Some
Basic Deterministic Fluid Flows

Mixing and transport of passive scalars is an important
physical problem. Observed distributions of scalars in con-
vection, the stratosphere and the ocean have heavy tails
large probabilities of large fluctuations. Mathe- matically,
heavy tails have been found in random flows with and with-
out chaos. Here we investigate distributions of scalars in
deterministic flows. We see heavy tails for shear flows, cel-
lular flows and chaotic flows in certain parameter regimes
and take a first step towards explain- ing the appearance
of such distributions by setting up an associated eigenvalue
problem for simple shear flows. Time permitting, we will
explore companion simulations for a scalar advected by a
double gyre shallow water.

Richard McLaughlin
Applied Mathematics
UNC Chapel Hill
rmm@email.unc.edu

Neil Martinsen-Burrell
Wartburg College
Dept. Mathematics, Computer Science & Physics
nmb@wartburg.edu

Roberto Camassa
University of North Carolina
camassa@amath.unc.edu

MS76

Upscaling α-stable Levy Motions in Turbulence and
Porous Media

Two problems are considered, super diffusion in turbulence
and dispersion in fractal porous media. In the former case
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weve shown that by modeling the convective velocity in
a turbulent flow field as Brownian, one obtains Richard-
son super diffusion where the expected distance between
pairs of particles scales with time cubed. By proving gen-
eralized central limit type theorems its possible to show
that modeling the velocity or the acceleration as α-stable
Levy gives rise to more general scaling laws that can easily
explain most superdiffusive processes. A problem closely
related to mixing in a turbulent flow field is dispersion in
porous media when the conductivity field is a fractal. Here
using arguments analogous to that of the turbulent case,
we show how dispersion can be super diffusive and we fur-
ther supple the generalized Fokker-Planck equations which
are fractional with time dependent dispersion tensors. The
latter model is applied to microbial transport in the sub-
surface.

Moongyu Park
University of Alabama at Huntsville
Department of Mathematics
moongyu.park@uah.edu

Natalie Kleinfelter-Dommelle
Brown University
Department of Mathematics
natalie kleinfelter@brown.edu

John H. Cushman
Center for Applied Mathematics
Purdue University
75674.1670@compuserve.com

MS76

Discussion

Discussion.

Richard McLaughlin
Applied Mathematics
UNC Chapel Hill
rmm@email.unc.edu

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

MS76

Dynamics of Probability Measures for Single Point
Statistics of Random Passive Scalars

We explore the evolution of the Probability Density Func-
tions (PDF) for the random Greens functions for a dif-
fusing passive scalar, which is also advected by a veloc- ity
field with stochastic components. These stochastic com-
ponents are rapidly varying in time and they can be spa-
tially dependent such as shears. Different analytical meth-
ods are presented to compute closed-form expres- sions for
these PDFs or their asymptotic limits. Although computed
for simple flows, these exact solutions retain mechanisms
which are physically relevant. Moreover, these solutions
can be effectively used as tests for more general situations
where one has to resort to numerical studies of the PDF
dynamics because only moment information is available.
Interesting new phenomena in the random uniform shear
layer will be presented using rigorous asymptotics methods

Richard McLaughlin, Zhi Lin
Applied Mathematics

UNC Chapel Hill
rmm@email.unc.edu, zlin@email.unc.edu

Roberto Camassa
University of North Carolina
camassa@amath.unc.edu

MS76

Effective Diffusive Behaviour for Inertial Particles

We study various models for the motion of inertial parti-
cles in a velocity field, and subject to molecular diffusion.
The enhancement or depletion of the effective diffusivity
is studied as a function of a number of system param-
eters, including particle relaxation time, fluid relaxation
time and molecular diffusivity. New and effective numer-
ical techniques, based on operator splitting methods, are
introduced and described. Joint work with Greg Pavliotis
(Imperial) and Andrew Stuart (Warwick)

Konstantinos Zygalakis
University of Warwick
zygk@maths.warwick.ac.uk

MS77

Robust Actuation of Global Conformation Change

We consider a class of biomolecules modeled by a chain of
coupled pendula moving in a local Morse potential. Al-
though the conformations of the chain are stable and ro-
bust against noise, global conformation change of the chain
can nevertheless be robustly induced by the action of a
small, targeted control that excites resonances in the natu-
ral dynamics. A coarse 11/2 degree of freedom model effec-
tively captures the conformation change event as a time-
dependent control.

Philip DuToit
Control and Dynamical Systems
California Institute of Technology
pdutoit@cds.caltech.edu

MS77

Stability Properties of Coupled Pendula

A coupled pendula system on a periodic domain is investi-
gated which contains locally bi-stable weak nonlinear dy-
namics with strong neighbor coupling. By using low order
model representations we investigate the driving mecha-
nisms for the exchange of global energy between different
spatial modes. We find this energy exchange is key to the
global stability of the oscillator chain.

Bryan Eisenhower
UCSB
bryane@engr.ucsb.edu

MS77

Wave’s Travel by Instability of Mode in Coupled
Pendulums

In one-dimensonally coupled nonlinear pendulums with ex-
ternal periodic force, there coexist stable and unstable
wave modes. The instability of vibration shows the travel
of wave from a stable mode to the other coexisting mode.
In this paper, the traveling behavior of waves including
standing mode, intrinsic localized mode, and impulsive
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mode will be discussed.

Takashi Hikihara
Kyoto University
Department of Electrical Engineering
hikihara@kuee.kyoto-u.ac.jp

MS77

Novel Vehicular Trajectories For Collective Motion
From Coupled Oscillator Steering Control

Recent analysis of planar collective motion models using
coupled oscillator steering control has focused primarily
on states in which individuals move either in straight lines
or in circles. We show that other, more exotic trajecto-
ries are possible when more general coupling functions are
considered. These trajectories are associated with stable
periodic orbits in the steering control subsystem, and can
be understood in terms of the properties of those periodic
orbits.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

Margot Kimura
UCSB
kimura@engineering.ucsb.edu

MS77

Global Instabilities of Power Grid Coupled
Pendula-like Models

Coupled pendula-like models are investigated which repre-
sent electro-mechanical dynamics of power grids. By nu-
merical simulation it is shown that local disturbances in-
duce global instabilities of the coupled models. It has a
potential to explaining the mechanism of failure propaga-
tion of power grids.

Yoshihiko Susuki
Department of Electrical Engineering
Kyoto University
susuki@ieee.org

MS78

Effect of Feedforward Inhibition on Sparseness of
Odor Representations

In a variety of brain areas feedforward inhibition provides
an effective mechanism to control integration window of
principal neurons. In the insect olfactory system this ef-
fect is achieved by the input from lateral horn interneu-
rons to the mushroom body. Based on realistic model of
the olfactory system, I will demonstrate the critical role
of feedforward inhibition for maintaining the sparseness of
olfactory responses across range of odor concentrations.

Maxim Bazhenov
Salk Institute for Biological Studies
bazhenov@salk.edu

MS78

The Construction of High-dimensional Olfactory
Representations

Post-acquisition processing in sensory systems relies on

an embedded metric of stimulus similarity to underlie es-
sential operations such as contrast enhancement (edge-
sharpening) and the regulation of stringency. The high-
dimensionality of the olfactory modality, however, pre-
cludes the usual solution of mapping similarity relation-
ships directly onto the neural substrate. I describe a neu-
ral algorithm for high-dimensional, non-topographical con-
trast enhancement embedded in olfactory bulb circuitry,
and demonstrate how it can underlie the neuromodulatory
regulation of olfactory receptive fields.

Thomas A. Cleland
Cornell University
tac29@cornell.edu

MS78

Stochastic Synchronization in the Olfactory System

In this talk I will discuss some work on optimality and
the ability of independent oscillators subjected to common
noise to synchronize. I use Euler-Lagrange equation to
compute the shapes of optimal phase-resetting curves in
order to maximize a Lyapunov exponent. I also show that
the color of the stochastic signal also has an optimum for
maximizing the exponent. I apply this to some recording
of olfactory mitral cells which recieve common noisy inputs
from shared granule cells.

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@math.pitt.edu

MS78

Synchrony and Oscillations in the Mouse Olfactory
Bulb

We analyzed responses of mitral/tufted cells in the olfac-
tory bulb of the awake behaving mouse. Three prominent
features of the extracellular potentials can be identified:
neuronal action potentials, theta-, and beta-oscillations.
We observed that timing of the action potentials tends to
be aligned with certain phases of gamma-oscillations. The
preferred phase of the action potential is not sensitive to
odors but, rather, to the behavioral state of the animal.

Alexei Koulakov
Cold Spring Harbor Laboratory
koulakov@cshl.edu

Dmitry Rinberg
Janelia Farm
rinbergd@janelia.hhmi.org

Alan Gelperin
Monell Chemical Senses Center
agelperin@monell.org

MS78

Rapid Plasticity Early in Olfactory Processing Un-
derlies Nonstationary Neural Responses

We seek to understand how the olfactory system encodes
natural odor plumes, which impinge repeatedly and chaot-
ically upon odor receptors. We found that two interact-
ing forms of plasticity, one peripheral, and one central,
strongly influence neural responses to odorants throughout
the olfactory system. We hypothesize that these timing-
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dependent forms of plasticity amplify odor signals at the
onset and offset of (or entrance and exit from) odor plumes
– information of great behavioral significance to animals.

Mark Stopfer, Joby Joseph, Stacey Brown Daffron

NIH/NICHD
stopferm@mail.nih.gov, josephjo@mail.nih.gov, brown-
sta@mail.nih.gov

MS78

Multiple Attractors and Transient Synchrony in a
Model for an Insect’s Antennal Lobe

I will present a biologically motivated model of an insects
antennal lobe. The model exhibits complex firing patterns
such as transient synchrony, long transients, multiple at-
tractors and a form of spatial decorrelation in which the
temporal representations of similar odors evolve to distinct
patterns. The model is analyzed by reducing it to a discrete
dynamical system. Analysis of the discrete system demon-
strates how the dynamics depends on parameters including
the network architecture.

David H. Terman
The Ohio State University
Department of Mathematics
terman@math.ohio-state.edu

MS79

Vorticity-Free Analyses of Animal Swimming Mea-
surements

We present an approach to quantify the unsteady fluid
forces, moments and mass transport generated by swim-
ming animals, based on the identification of Lagrangian
coherent structures (LCS) in the surrounding flow field.
The LCS dynamics are shown to be well approximated by
potential flow concepts, especially deformable body theory.
Examples of the application of these methods are given for
pectoral fin locomotion of the bluegill sunfish and undula-
tory swimming of jellyfish.

Jifeng Peng
Bioengineering
California Institute of Technology
jfpeng@caltech.edu

John O. Dabiri
Graduate Aeronautical Laboratories and Bioengineering
California Institute of Technology
jodabiri@caltech.edu

MS79

Computations of Wake Dynamics in a Simple
Model for Fish Schooling

We perform numerical simulations of the viscous flow pro-
duced by an array of three flapping hydrofoils. The system
serves as a low-order dynamical model for cooperative lo-
comotion in fish schooling. The interaction of the vortical
wakes of the three flappers in several configurations is ex-
amined, and the overall thrust generated by the system
is computed and compared with an isolated flapper. It is
found that cooperative flapping can lead to large improve-
ments in both thrust and efficiency. The thrust is shown to
be qualitatively consistent with recent experimental mea-

surements of forward swimming speed by Kelly and Xiong.

Jeff D. Eldredge
University of California, Los Angeles
Mechanical & Aerospace Engineering
eldredge@seas.ucla.edu

Daniel Hector
Mechanical & Aerospac Engineering
University of California, Los Angeles
dhector@ucla.edu

Scott D. Kelly
Department of Mechanical Science and Engineering
University of Illinois at Urbana-Champaign
sdk@uiuc.edu

MS79

Hydrodynamically-Coupled Solids

We consider the motion of systems of solid bodies in po-
tential flow. The primary motivation is to study the effect
of the hydrodynamic coupling on the motion of the sub-
merged solids and gain insight into the role of this cou-
pling in aquatic locomotion. To this end, a fish is modeled
as a system of articulated links, and the net locomotion
of the articulated body in potential flow is described in
terms of geometric phases over closed curves in the shape
space. We extend these models to study the interaction of
multiple bodies and show, through examples, that the hy-
drodynamic coupling plays a role in motion coordination,
which may be relevant to understanding the coordinated
motion in fish schooling.

Eva Kanso
University of Southern California
kanso@usc.edu

Sujit Nair
California Institute of Technology
nair@cds.caltech.edu

MS79

Self-Propulsion of a Free Deformable Hydrofoil in
an Ideal Fluid with Vortex Shedding

Models for aquatic locomotion that are rooted in ideal hy-
drodynamics are typically more accessible to analysis than
viscous models are, but the price of this accessibility can be
the faithful representation of essential physical phenomena.
We present a model for the self-propulsion of a deformable
hydrofoil in an ideal fluid subject to a time-periodic Kutta
condition that provides for the shedding of a discretized
propulsive vortex wake like the wakes of certain fish.

Hailong Xiong, Scott D. Kelly
Department of Mechanical Science and Engineering
University of Illinois at Urbana-Champaign
hxiong@uiuc.edu, sdk@uiuc.edu

MS79

A Hierarchy of Models for Control of Fish-like Lo-
comotion

Various models are presented to study the self-propulsion
and control of two-dimensional swimmers. The simplest
models assume potential flow and Stokes flow. From the
curvature of the connection relating shape changes to group
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motion, certain gaits to effect a desired motion may be
found by inspection. An improvement to the potential flow
model includes the shedding of vorticity via a numerical
Kutta condition. Swimming gaits are presented for forward
and turning motions.

Clancy W. Rowley
Princeton University
cwrowley@princeton.edu

Juan Melli
Department of Mechanical and Aerospace Engineering
Princeton University
jmelli@princeton.edu

MS79

Implementation of Shape Actuation Control for
Underwater Swimming

Modeling and control for agile gait generation in robots
built with fin propulsive and maneuvering surfaces are con-
sidered. Previous work has shown that simplified models
with quasistatic lift and drag can be used to construct
controls for forward and turning motions that strongly
resemble biomimetic motions. The use of such models
for agile maneuverability is evaluated here by comparing
biomimetic fast start and snap turn data from experiment
with simulation data from the model.

Kristi Morgansen
Dept. of Aero and Astro
U. of Washington
morgansen@aa.washington.edu

MS80

Delay Coupled Systems: Scaling Laws and Reso-
nances

We consider a model for two lasers that are mutually delay
coupled. Signal propagation time causes a significant delay
leading to the onset of oscillatory output. Multiscale per-
turbation methods are used to describe the amplitude and
period of oscillations as a function of the coupling strength
and delay time. Because we allow for independent con-
trol of the individual coupling constants, we show there is
an atypical amplitude-resonance phenomena. Our theoret-
ical results are consistent with recent experimental obser-
vations..

Thomas Carr
Southern Methodist University
tcarr@smu.edu

MS80

Phase Synchronization in Time-delay Systems

In this paper we report identification of phase synchroniza-
tion in coupled time-delay systems exhibiting hyperchaotic
attractor. We show that there is a transition from non-
synchronized behavior to phase and then to generalized
synchronization as a function of coupling strength. These
transitions are characterized by recurrence quantification
analysis, by phase differences based on a transformation of
the attractors, and also by the changes in the Lyapunov
exponents. We have found these transitions in coupled
piecewise linear and in Mackey-Glass time-delay systems.

Juergen Kurths
Universität Potsdam, Germany

juergen@agnld.uni-potsdam.de

MS80

Synchronized Dynamics of Cortical Neurons with
Time-delay Feedback

The dynamics of three mutually delay coupled cortical
neurons in a line are explored. The middle neuron leads
the outer ones by the delay time, while end neurons are
synchronized with zero lag. Synchronization depends on
the synaptic time constant, with faster synapses increas-
ing both the degree of synchronization and the firing rate.
Analysis shows pre-synaptic input during the inter-spike in-
terval stabilizes the synchronous state for arbitrarily weak
coupling, and independent of initial phase.

Alexandra Landsman
US Naval Research laboratory
Washington, DC 20375
alandsma@cantor.nrl.navy.mil

MS80

Dynamics of Nonlocally Delay Coupled Stuart-
Landau Oscillators

In large dynamical systems, time delayed mutual cou-
plings have been found to produce dramatic changes in
the dynamical behavior of the system, including creation
of higher frequency states, frequency suppression and delay
induced amplitude death among coupled identical oscilla-
tors. In this talk, we present new results of various types
of non-locally coupled systems will be reported, including
stability constraints on plane waves, spatial modulation of
chimera states and novel modification of ‘hole’ solutions.

Abhijit Sen
Institute for Plasma Research
Bhat, India
senabhijit@gmail.com

MS80

On the Dynamics of Mutually Delay Coupled
Spatio-temporal Systems

Small networks of mutually delay coupled fiber ring lasers
are used to explore the in-phase (isochronal) dynamics of
coupled spatio-temporal systems. We analyze a stochas-
tic differential delay equation modeling a network of two
mutually coupled fiber lasers. Delayed synchronization is
observed between the two lasers, the isochronal state be-
ing unstable. Addition of self-feedback loops in the system
stabilizes the isochronal solution. Analytical methods will
derive isochronal stability parameter dependences for small
networks of ring lasers.

Leah Shaw
US Naval Research Laboratory
Washington, DC 20375
lshaw@nls6.nrl.navy.mil

MS81

Numerical Integration of a Delay Equation of Elec-
trodynamics

We report on a numerical search for periodic orbits of a
delay equation of electrodynamics. The equation studied
describes the motion of two interacting charged particles
and has two state-dependent delays. Delay appears natu-
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rally in electrodynamics because the speed of light is finite.
We discuss a numerical method to search for periodic or-
bits.

Jayme De Luca
Departamento de Fisica
Universidade Federal de Sao Carlos
deluca@df.ufscar.br

MS81

Multistability in Spiking Neuron Models of De-
layed Recurrent Inhibitory Loops

Hodgkin-Huxley model of a recurrent inhibitory loop with
a linear signal function can exhibit coexisting periodic so-
lutions, but phenomenological spiking neuron models (such
as the linear or quadratic integrate-and-fire model) without
additional mechanisms fail to generate interesting coexist-
ing attractive patterns. We show in this paper that in-
corporating more biological realities of firing and rebound
as well as the absolute refractory period enables a simple
looking scalar differential equation with delayed monotone
feedback to generate large number of asymptotically stable
periodic solutions with complicated binary patterns.

Jianhong Wu
Department of Mathematics and Statistics
York University
wujh@mathstat.yorku.ca

Jianfu Ma
York University
majianfu@mathstat.yorku.ca

MS81

Singularly Perturbed State-Dependent Delay
Equations: Part II

We study delay-differential equations of the form

εẋ(t) = f(x(t), x(t− r)),

where the delay r = r(x(t)) ≥ 0 is state-dependent. After
determining the limiting shape of solutions for small ε, we
study their detailed asymptotics, thereby obtaining stabil-
ity and uniqueness results, including a new phenomenon
of superstability. These techniques are also appropriate
for problems with multiple delays. Degree theory, max-
plus operators, and geometric singular perturbations are
used in our analysis. Numerical results suggest a very rich
structure, particularly for multiple-delay problems.

John Mallet-Paret
Providence
Brown University
jmp@dam.brown.edu

MS81

Singularly Perturbed State-Dependent Delay
Equations: Part I

We discuss recent results on differential-delay equations
of the form εx′(t) = f(x(t), x(t − r)). We focus on the
case in which the delay r ≥ 0 is of state-dependent type
r = r(x(t)). After determining the limiting shape of so-
lutions for small ε, we study the detailed asymptotics of
these solutions. Such an analysis is important in obtain-
ing uniqueness and stability results, as well as for studying
problems with multiple delays. Intriguing numerical stud-

ies suggest a very rich structure, particularly in the case
of multiple delay problems. Although the theory here is in
its infancy, some new techniques seem very promising.

Roger Nussbaum
Mathematics Department
Rutgers University
nussbaum@math.rutgers.edu

MS81

Metastability (or long transients) in Delayed Dif-
ferential Equations

We consider the scalar delayed differential equation εẋ(t) =
−x(t) + f(x(t− 1)), where ε > 0, and f verifies df/dx > 0
and some other conditions ensuring the convergence of al-
most all solutions to a set of equilibria. We show that there
exists a large set of solutions of the above delayed equation
that oscillate for a very long time T before approaching
some equilibrium (T is of the order of magnitude of ec/ε,
as ε → 0). Related results for the case where df/dx < 0
are also presented.

Clodoaldo Ragazzo
So Paulo
Universidade de So Paulo, So Paulo
ragazzo@ime.usp.br

MS81

Periodic Orbits of a Planar Differential Equation
with Distributed Delays

We investigate a system of retarded differential equations

ẋ1 = αx1 +t
t−1 e

k(t−s)h1(x2(s))ds,

dotx2 = αx2 +t
t−1 e

k(t−s)h2(x1(s))ds

There is not much room for periodic orbits in this dynam-
ics. If α belongs to a small interval (αo, 0), plus some
conditions on the derivative of hi(y) at y = 0, we prove the
existence of periodic orbits of small amplitude encircling
the origin. For instance, taking α as a bifurcation param-
eter, the system undergoes a Hopf bifurcation at α = αo.

Plácido Taboas
So Carlos
Universidade de So Paulo
pztaboas@icmc.usp.br

MS82

Spiking-bursting Transition in a Neuron Model:
Ionic Mechanisms Using Low Dimensional Reduc-
tions

We study the dominant ionic mechanisms of a 16-dimen-
sional, two-compartment model of a crustacean pyloric
dilator neuron that exhibits distinct modes of oscillation –
tonic spiking, intermediate bursting, and strong bursting.
We systematically divide solution trajectories into regions
dominated by a smaller number of variables, resulting in a
reduced hybrid model having dimension as low as two in
some temporal regimes. The reduced model exhibits the
same modes of oscillation as the full model over a compa-
rable parameter range. We investigate the low-dimensional
organizing structure of the model dynamics and the depen-
dence of the model oscillations on parameters such as the
maximal conductances of calcium currents.

Robert Clewley
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Department of Mathematics
Cornell University
rhc28@cornell.edu

Cristina Soto-Trevino
Department of Mathematical Sciences
New Jersey Institute of Technology
cristina@stg.rutgers.edu

Farzan Nadim
Department of Mathematical Sciences
New Jersey Institute of Technology
farzan@njit.edu

MS82

Discussion

Discussion.

Jozsi Z. Jalics
Department of Mathematics and Statistics
Youngstown State Univeristy
jalics@math.ysu.edu

Stefanos Folias
Boston University
sf@math.bu.edu

Horacio G. Rotstein
New Jersey Institute of Technology
horacio@oak.njit.edu

MS82

Gamma Oscillations and Axo-axonic Cells

Gamma oscillations (30-90Hz) are thought to be important
for synchronizing ensembles of neurons and moreover for
sensory processing. How such gamma oscillations arise has
been a prevalent topic of research of the dynamical systems
of neural networks, often involving an interplay between
excitatory and inhibitory cells. Recently it has been shown
that axo-axonic cells, usually classified as inhibitory, can
in fact be excitatory. We examine this effect on a network
model of gamma oscillations.

Stefanos Folias
Boston University
sf@math.bu.edu

Nancy J. Kopell
Boston University
Department of Mathematics
nk@math.bu.edu

MS82

Manipulating Fast and Slow Neural Synchrony in
Olfactory Processing

The rodent olfactory system produces prominent oscilla-
tions in the theta (4-12 Hz), beta (15-30 Hz) and gamma
(35-100 Hz) bands. Gamma oscillations are significantly
enhanced when pattern discrimination is difficult. Theta
oscillations represent wide-scale coupling at the respiratory
frequency and help transfer the system between resting and
activated states. Beta oscillations indicate olfactory system
processes involved in approach/avoid behavioral associa-
tion learning. Rats modify all of these effects dynamically

according to task demands and behavioral state.

Leslie Kay
Dept. of Psychology and Comm. on Computational
Neuroscience
University of Chicago
lkay@uchicago.edu

MS82

Coupled Rhythms and Transitions in Rat Auditory
Cortex

We present a mathematical model to account for in vitro
recordings from rat auditory cortex. The recordings reveal
that two distinct frequencies, γ (40−80 Hz) and β2 (20−30
Hz), initially occur in superficial and deep cortical layers,
respectively. The rhythms synchronize at β1 (12 − 20 Hz)
frequencies after application of kainate. We present a sim-
ple biophysical model to account for the distinct frequen-
cies and the transition to synchronous dynamics.

Mark Kramer
Department of Mathematics and Center for Biodynamics
Boston University
mak@bu.edu

Nancy Kopell
Boston University
Department of Mathematics
nk@bu.edu

Miles Whittington
University of Newcastle
m.a.whittington@newcastle.ac.uk

Roger Traub
SUNY Downstate
roger.traub@downstate.edu

MS82

Half-center Bursting in a Two-cell Inhibitory Net-
work Captured by a Burst Length Return Map

We derive the burst length return map which fully char-
acterizes the anti-phase bursting in a mutually inhibitory
network of two cells with T-currents. Although the map is
constructed from the properties of a single isolated model
neuron, it accurately captures the periodic and the chaotic
activity of the full network. The parameter dependence of
the map describes the regulation of the burst length, and
elucidates conditions under which multistability of several
bursting solutions is achieved.

Amitabha Bose
New Jersey Inst of Technology
Department of Mathematical Sciences
bose@njit.edu

Farzan Nadim
NJIT and Rutgers-Newark
farzan@rutgers.newark.edu

Victor Matveev
New Jersey Institute of Technology
matveev@oak.njit.edu
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MS83

Physically Inspired Stochastic Partial Differential
Equations

The focus of the talk is on the heat, Burgers’ and Navier-
Stokes partial differential equations (PDEs) and their
stochastic counterparts. Questions related to existence
and uniqueness of the solutions will be discussed. For the
Navier-Stokes system, two potential stochastic evolution
PDEs will be explored: randomly forced Navier-Stokes sys-
tem in its velocity form and the stochastic vorticity equa-
tion. In connection with the stochastic vorticity equation,
results pertaining to filtering and large deviations problems
will be presented.

Anna Amirdjanova
University of Michigan
anutka@umich.edu

MS83

Stochastic Attractor for the Shell-GOY Model

The shell-GOY model is a simplified Fourier system with
respect to the Navier-Stokes one. We study its stochastic
version which is a non autonomous system. We prove exis-
tence of the stochastic attractor using a pullback approach.
We will also give some results on the determining modes.

Franco Flandoli
University of Pisa
flandoli@unipi.it

Edriss S. Titi
University of California, Irvine and
Weizmann Institute, Israel
etiti@math.uci.edu, edriss@wisdom.weizmann.ac.il

Hakima Bessaih
University of Wyoming
Bessaih@uwyo.edu

MS83

A Stochastic Lagrangian Representation of the 3-
Dimensional Incompressible Navier-Stokes Equa-
tions

In this talk I will derive a stochastic representation of the
Navier-Stokes equations based on ‘noisy’ particle paths.
Roughly speaking the representation can be thought of as
perturbing an inviscid flow with the Weiner process and
averaging. This leads to the physical interpretation of vis-
cous fluids as inviscid fluids plus Brownian motion of the
fluid particles. I will use this representation to sketch an
elementary proof of global existence for initial data which
is small in C2,α.

Peter Constantin
Department of Mathematics
University of Chicago
const@math.uchicago.edu

Gautam Iyer
Department of Mathematics
Stanford University
gautam@math.stanford.edu

MS83

Dynamics, Local Times, and a Class of Linear

Stochastic Partial Differential Equations

The main purpose of this talk is to describe two fami-
lies of results on linear stochastic partial differential equa-
tions: First, we establish a dynamical construction of the
Ornstein-Uhlenbeck process on Wiener space (Malliavin,
1987). This is based on joint work with David Levin and
Pedro Mendez (2005), and verifies a conjecture of Ben-
jamini, Häggström, Peres, and Steif (2003). Next we in-
troduce a one-to-one correspondence between a family of
linear stochastic partial differential equations and the the-
ory of local times for symmetric Lévy processes. This is
based on our on-going joint effort with Eulalia Nualart and
Mohammud Foondun. The said correspondence “explains”
why some of the exotic features of the stochastic heat equa-
tion (Walsh, 1986) hold.

Davar Khoshnevisan
University of Utah
Davar@math.utah.edu

MS83

Stochastic 2-D Navier-Stokes Equation with Arti-
ficial Compressibility

In this talk we consider the 2-D stochastic Navier-Stokes
equation with artificial compressibility in arbitrary un-
bounded domain and using the Minty-Browder monotonic-
ity argument we prove certain new results on the existence
and uniqueness for strong solutions and the limit to incom-
pressible flow.

Jose Menaldi
Wayne State University
jlm@math.wayne.edu

Sivaguru S. Sritharan
Department of Mathematics
University of Wyoming
sri@uwyo.edu

Utpal Manna
University of Wyoming
utpal@uwyo.edu

MS83

Randomness and Geometry in Two Dimensional
Turbulence

Incompressible ideal fluid flow can be understood as
geodesic motion on the diffeomorphism group. We show
how to include dissipation and fluctuation to give a geo-
metric description of stochastic Navier-Stokes equations.
An equilibrium probability distribution is shown to exist
and the rate approach to it is estimated.

Sarada Rajeev
University of Rochester
Depart of Physics
rajeev@pas.rochester.edu

MS84

Stability of Nonlinear Waves via the Krein Signa-
ture

Various problems in stability of nonlinear waves share the
same underlying structure. They can be posed as eigen-
value problems in an appropriate indefinite metric space.
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I will discuss particular cases when this approach guides
numerical search for eigenvalues using the Evans function.

Richard Kollar
University of Michigan
Department of Mathematics
kollar@umich.edu

MS84

Derivatives of the Evans Function and Fredholm
Determinants

We will discuss further connections of the Evans function
and Fredholm determimants of the Birman-Schwinger type
operators. In particular, we will show how to evaluate
derivatives of the Evans function and the related Fredholm
determinant in terms of solutions of the nonhomogeneous
Jost-type equation. This calculation is critical in stability
analysis of traveling waves.

Fritz Gesztesy
Department of Mathematics
University of Missouri-Columbia
fritz@math.missouri.edu

Yuri Latushkin
University of Missouri
yuri@math.missouri.edu

Kevin Zumbrun
Indiana University
USA
kzumbrun@indiana.edu

MS84

Evans Function Calculations for a Two-dimensional
System

All numerical computations of the Evans function up to
now concerned essentially one-dimensional systems. We
discuss the computation of the Evans function for a wrin-
kled front in a two-dimensional autocatalytic reaction-
diffusion system. Fourier decomposition in the transversal
direction brings the problem in the standard form, but the
number of variables is so high that we cannot use the usual
lift to the exterior product space.

Simon Malham
Heriot-Watt University
simonm@ma.hw.ac.uk

Jitse Niesen
La Trobe University, Melbourne
j.niesen@latrobe.edu.au

MS84

The Evans Function and Homogenization

We generalize the work of Oh and Zumbrun, and Serre
on spectral stability of spatially periodic traveling waves
of systems of viscous conservation laws from the one-
dimensional to the multi-dimensional setting. Specifically,
we extend to multi-dimensions the connection observed
by Serre between the linearized dispersion relation near
zero frequency of the linearized equations about the wave
and the homogenized system obtained by slow modulation
(WKB) approximation. This may be regarded as partial
justification of the WKB expansion; an immediate conse-

quence is that hyperbolicity of the multi-dimensional ho-
mogenized system is a necessary condition for stability of
the waves. As pointed out by Oh and Zumbrun in one
dimension, the description of the low-frequency dispersion
relation is also a first step in the determination of time-
asymptotic behavior.

Myunghyun Oh
University of Kansas
moh@math.ku.edu

MS84

Shock Wave Stability in Viscous and Viscous-
Dispersive Systems

We explore the stability problem for both viscous and
viscous-dispersive traveling waves in one-dimension. The
two main problems we consider are the p-system, also
known as the isentropic Navier Stokes equations and Slem-
rod’s model, which is the p-system with added capillar-
ity. We compare numerical simulation methods with Evans
function computation as a means of determining stability
and observing the onset of instability.

Blake Barker, Keith Rudd, Jeffrey Humpherys
Brigham Young University
bhbarker@byu.edu, keith.rudd@gmail.com,
jeffh@math.byu.edu

MS85

A Stochastic Immersed Boundary Method Incor-
porating Thermal Fluctuations: Toward Modeling
Cellular Micromechanics

Many processes within the cell involve spatially organized
and mechanically coupled events. In this talk we shall dis-
cuss a stochastic formulation of the Immersed Boundary
Method which can be used to model spatial and mechan-
ical aspects of cellular processes. In particular, we shall
discuss an extension of the framework which incorporates
thermal fluctuations through appropriate stochastic forc-
ing terms in the fluid equations. This gives a system of
stiff SPDE’s for which standard numerical methods per-
form poorly. We shall also present stochastic numerical
methods which handle the stiff features of the equations al-
lowing for simulations over long time scales. Applications
of the method in modeling the microscopic mechanics of
polymers and membrane structures, osmotic swelling phe-
nomena, and some basic models of molecular motor pro-
teins will be discussed.

Paul Atzberger
University of California-Santa Barbara
atzberg@math.ucsb.edu

MS85

Fusion Versus Endocytosis: A Stochastic Model for
the Fate of Viruses

The simplest mechanism of virus entry into a host cell in-
volves the binding of cell surface receptors to glycoproteins,
or “spikes,” on the virus membrane. Fusion peptides in
the spikes may then be triggered by pH changes or binding
of additional coreceptors. Thus, binding of virus envelope
proteins to cell surface receptors not only initiates the viral
adhesion and wrapping process necessary for internaliza-
tion, but also starts the direct fusion process. We develop a
stochastic model that incorporates both receptor mediated
fusion and endocytosis. The relative fusion and endocyto-
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sis probabilities of a virus particle initially nonspecifically
interacting with the host cell membrane are computed as
functions of receptor concentration, binding strength, and
number of spikes. Using asymptotic analysis for large num-
bers of viral spikes, we find qualitative behaviors that are
sensitive to only certain kinetic parameters.

Tom Chou
UCLA
Departments of Biomathematics and Mathematics
tomchou@ucla.edu

MS85

The Reaction-Diffusion Master Equation is an
Asymptotic Approximation of Diffusion to a Small
Target

We will present several mathematical models for study-
ing reaction-diffusion processes wherein both noise in
the chemical reaction process and diffusion of individual
molecules may be important. In particular, we will ex-
amine the relation between the reaction-diffusion master
equation model of spatially distributed stochastic chemical
kinetics and models that track individual particles. Our
analysis will demonstrate the importance of modeling point
binding, equivalently binding to a small target, in under-
standing the reaction-diffusion master equation.

Samuel A. Isaacson
University of Utah, Department of Mathematics
isaacson@math.utah.edu

MS85

Multiscale Analysis of Stochastic Reaction Net-
works

Stochastic models of cellular chemical reaction networks
typically involve chemical species numbers and reaction
rates varying over several orders of magnitude. A num-
ber of researchers have proposed exploiting the multiscale
nature of these models to reduce the complexity of the
model to be analyzed or simulated. Systematic approaches
to model reduction will be discussed.

Thomas Kurtz
University of Wisconsin - Madison
kurtz@math.wisc.edu

MS85

A Numerical Scheme for Optimal Transition Paths
of Stochastic Chemical Kinetic Systems

We present a new framework for finding the optimal tran-
sition paths of metastable stochastic chemical kinetic sys-
tems with large system size. The optimal transition paths
are identified, in terms of the reaction advancement coor-
dinate, to be the most probable paths according to Large
Deviation Theory of stochastic processes. Dynamical equa-
tions for the optimal transition paths are derived using the
variational principle. A modified Minimum Action Method
(MAM) is proposed as a numerical scheme to solve the
optimal transition paths. Compared with previous meth-
ods based on the limiting diffusion processes, the accuracy
of the proposed scheme is guaranteed on the infinite time
horizon. Applications to Gene Regulatory Networks such
as the toggle switch model and the lactose operon model
in E. coli are presented as numerical examples.

Di Liu

Michigan State University
Department of Mathematics
diliu@math.msu.edu

MS85

Bifurcation Analysis of Stochastic Gene Networks

Through both observation and theory, it is now generally
accepted that the dynamics of biological systems, espe-
cially gene networks, are a noisy process. It is also generally
agreed that a good description of the dynamics is either a
jump Markov process with a corresponding Master equa-
tion or a continuous Markov process with a correspond-
ing Langevin or Fokker-Planck equation. But what sort
of solutions do these Master, Fokker-Planck, or Langevin
equations generate? How do parameters of the model af-
fect the solution? How are solutions created or destroyed?
What does stability of the solution mean in the context of a
stochastic system? What does the noise do to the stability
of each solution? How may we quantify these effects? How
is the stability of a solution related to the escape rate from
it? The answers to these questions will help us create syn-
thetic gene networks that exhibit desired stochastic dynam-
ical behaviors. The study of these questions is bifurcation
analysis and its application to stochastic systems (called
random dynamical systems in the mathematics literature)
is a relatively new field. We aim at a conceptual presen-
tation of how bifurcation analysis of random dynamical
systems differs from deterministic ones (ODEs) and why it
is important to know about these differences. We present
our recent results on two new stochastic numerical methods
that compute the stable and unstable random attractor of
a chemical Master equation. We also discuss the existence
of an invariant non-stationary distribution. We use these
methods to compute the stochastic bifurcation diagram of
the bistable Schlogl model, a type of chemical normal form
for bistability in gene networks. We show how mesoscopic
solutions to a chemical Master equation can emerge, grow
in stability, lose stability, and collapse under small param-
eter changes. We also calculate the Lyapunov exponents
of these solutions to quantify their relative stability. These
results constitute a beginning to using stochastic bifurca-
tion analysis to study realistic biological systems.

Howard Salis
University of Minnesota
salis@cems.umn.edu

MS86

Atmospheric Response of Means, Variances and
Covariances using Fluctuation-Response Theory

Based on the fluctuation-dissipation theorem presented by
Leith (1975) and broadened by Majda (2005) and Dym-
nikov and Gritsun (2005), we construct, test and apply
three-dimensional operators that estimate response of the
atmosphere to external forcing. Operators are considered
that not only estimate the response of mean state vari-
ables but also variances and eddy fluxes of bandpass fields.
These are then applied to problems including determining
optimum excitation of the North Atlantic Oscillation and
midlatitude stormtracks.

Andrey Gritsun
Institute of Numerical Mathematics
asgrit@mail.ru

Andrew Majda
Courant Institute NYU
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jonjon@cims.nyu.edu

Grant Branstator
National Center for Atmospheric Research
branst@ucar.edu

MS86

A Generalized Fluctuation-Dissipation Relation in
Nonequilibrium Hydrodynamics

Eyink et al. (1996) derived hydrodynamic equations ap-
plicable to systems not in local thermodynamic equilib-
rium, by a method of Zubarev. The internal fluctuations
were shown to obey a generalized fluctuation-dissipation
relation (FDR), whose validity is not restricted to thermal
equilibrium or time-reversible systems or linear dynamics.
A review of this theory and its precedents will be given, and
a discussion of how the generalized FDR might be related
to the climate system are presented.

Gregory Eyink
Dept. Mathematics
Johns Hopkins University
eyink@ams.jhu.edu

MS86

Application of the Fluctuation-Dissipation Theo-
rem to Numerical Weather Prediction Forecasts

Recent advances in ensemble-based data assimilation ap-
plied to numerical weather prediction (NWP) models have
facilitated the construction of state-dependent ensemble es-
timates of space-time correlation functions. Researchers
in the field are beginning to exploit these correlations for
improved understanding of the physical system, and it is
expected that application of FDT ideas, a cornerstone of
modern statistical mechanics, will accelerate advances in
the field.

James A. Hansen
Naval Research Laboratory
Marine Meteorology Division
jim.hansen@nrlmry.navy.mil

MS86

The Influence of Tropical Convection on Mid-
latitude Atmospheric Statistical Predictability -
Part II

It is sometimes argued that the presence of the tropi-
cal Madden Julian Oscillation may improve mid-latitude
weather prediction. Given that current atmospheric NWP
models have trouble simulating the MJO well this is a po-
tentially important area for improving weather predictions.
We carefully analyze this question using simplified models
of both the MJO and the global atmosphere. Our focus is
on the influence of convection in shifting and transforming
ensemble predictions.

Richard Kleeman
Courant Institute of Mathematical Sciences
kleeman@cims.nyu.edu

MS86

The Fluctuation Dissipation Theorem in Climate
Theory

The Fluctuation Dissipation Theorem has found applica-

tion in turbulence theory in the papers of Kraichnan, Her-
ring and in atmospheric science in the 1975 paper of Leith.
The theorem relates the relaxation or autocorrelation time
of a system in thermal equilibrium with a reservoir to its
sensitivity to external perturbations. The potential for its
application to global climate theory is obvious: can we es-
timate climate sensitivity by studying the properties of the
system in equilibrium?

Gerold North
Dept. Meteorology
Texas A&M University
northead@ariel.met.tamu.edu

MS86

Using Fluctuation-dissipation Relationships to As-
sess Weather and Short-term Climate

Linear Inverse Models (LIMs) derived using Fluctuation-
Dissipation relationships are competitive with nonlinear
general circulation models (GCMs) at predicting short-
term climate variations. The predictable signal may be
identified with the LIM’s deterministic linear dynamics and
used to estimate a potential forecast correlation skill score
at each geographical location. Maps of potential and actual
forecast skill are constructed, and found to be very similar.
This result places important constraints on further forecast
skill improvements using GCMs

Prashant Sardeshmukh
Cooperative Institute for Research in Environmental
Sciences
University of Colorado
Prashant.D.Sardeshmukh@noaa.gov

MS87

Laplacian Eigenmaps and Manifold Learning

In this talk we will discuss some recent work on learn-
ing various invariants of a manifold given by point-cloud
data. The object of particular interest will be the Laplace-
Beltrami operator on the manifold and its eigenfunctions,
which have recently found applications in a variety of prob-
lems of machine learning and other areas. We will discuss
how these eigenfunctions can be computed, certain recent
convergence results and mention some applications.

Mikhail Belkin
Comp. Sci. & Eng.
Ohio State Univ
mbelkin@cse.ohio-state.edu

Partha Niyogi
University of Chicago
Computer Science and Statistics
misha@cs.uchicago.edu

MS87

Projected Dynamics from a Randomly Forced PDE

Please enter your abstract here. Seventy-five (75) word
maximum. Do not include self defined TeX commands.
The cable equation is a linear partial differential equation
model of an imperfectly insulated uniform conductor which
is coupled to its surroundings by capacitive effects. The
resulting dynamical system when this is subjected to ran-
domly selected discrete input pulses (representing a finite
alphabet of possible input symbols) can be thought of as
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iterated function system on a suitable Banach space. This
can be shown to have a unique compact attractor which has
a finite Hausdorff dimension. The context of this work is
our development of an approach to signal processing which
is not based on linear systems analysis. In this talk I will
focus on projecting the IFS and its dynamics on the attrac-
tor to give the kind of simple time series model generally
used by communications engineers.

David Broomhead
The University of Manchester
Applied Mathematics
David.Broomhead@manchester.ac.uk

MS87

The Lagrange Inversion Theorem, IFT, and Nash-
Moser

The relationships among the Lagrange inversion theorem,
implicit function theorem, and the Nash–Moser theorem
will be described. Since the Lagrange inversion theorem,
while classical, is not part of every mathematician or scien-
tist’s vocabulary, a clear and clean version will be stated.
The Lagrange inversion theorem applies to analytic func-
tions. The extension to, and limitations on the extension
to, the category of smooth functions will be described.

Harold R. Parks
Department of Mathematics
Oregon State University
parks@math.orst.edu

MS87

Classical Multidimensional Scaling and Manifold
Learning

Manifold learning (ML) techniques for nonlinear dimension
reduction posit that data lie (approximately) on a manifold
in an ambient space. Various ML techniques can be under-
stood as applications of classical multidimensional scaling
(CMDS), which embeds interpoint dissimilarities in Eu-
clidean space. A prototypical example is Isomap, in which
geodesic distance on the posited manifold is approximated
by shortest path distance on a suitable graph, then embed-
ded by CMDS. We survey several ML techniques from this
perspective.

Michael W. Trosset
Department of Statistics
Indiana University
mtrosset@indiana.edu

MS88

Diffusion Geometry as a Tool for Encapsulating
Complex Dynamics

We describe various applications of diffusion geometries as
a descriptive tool for organizing complex configurations in
high dimensions . In particular we describe the emergence
of natural multiscale geometries, enabling dimensional re-
duction of data . Our examples cove massive computer
network dynamics and control , as well as intrusion attacks
and anomaly detection. Other applications cover effective
descriptions of complex interactive particle systems.

Ronald Coifman, Zydrunas Gimbutas
Yale University
coifman@fmah.com, zydrunas.gimbutas@plainsight.com

MS88

Challenges in Design of Cyber-Physical Systems

The design of future networked embedded systems for con-
trol of physical systems with spatially distributed dynamics
will require the tight integration of IT systems (including
algorithms, computational architecture, and communica-
tions) with control, and dynamics. The need is to develop
research programs that include the elements of multiscale
modeling and analysis tools that specifically include dy-
namics of the physical as well as embedded software sys-
tems and methodology to include uncertainty in the mod-
eling and analysis.

Clas Jacobson
United Technologies
Research Center
jacobsca@utrc.utc.com

MS88

Uncertainty Quantification Methods in Modeling
Heterogenous Interacting Populations

We use uncertainty quantification tools to study the dy-
namics of heterogeneous interacting populations in prob-
lems ranging from the Kuramoto model to coupled cellu-
lar and neuronal oscillators as well as agent-based models.
Generalized polynomial chaos coefficients provide useful
coarse-grained observables; short bursts of appropriately
initialized detailed computations provide the information
through which coarse-grained, equation-free numerics can
be implemented. The agorithms demonstrated range from
coarse projective integration to coarse bifurcation compu-
tations. We will also explore the use of data analysis algo-
rithms to extract alternative coarse-grained observables.

Carlo R. Laing
Massey University
Auckland
c.r.laing@massey.ac.nz

Sung-Joon Moon
Princeton University
moon@princeton.edu

Yannis Kevrekidis
Princeton
yannis@princeton.edu

Katy Bold
Princeton University
kbold@princeton.edu

MS88

Accelerated Markov Chain Simulations for Aerosol
Processing in Clouds

We present a new direct method for the forward-time sim-
ulation of the Markov Chain describing stochastic particle
coagulation processes, applied to cloud droplet coagulation
and mixing. These systems have a large range of scales,
but no clear scale separation, preventing the use of exist-
ing accelerated methods. Our algorithm uses a hierarchical
accept-reject procedure and particle clustering to achieve
many orders of magnitude increases in efficiency.

Matthew West
Stanford University
westm@stanford.edu
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MS89

Density Functional Theory and Simulations of
Spherical Ions in Biological Ion Channels

Biological ion channels can selectively conduct ions across
cell membranes down the ions chemical potential gradients.
Discrimination between ion species occurs in a small part
of the channel where the ions are crowded into a very small
volume. The correlations of spherical ions at high densities
and how this leads to ion selectivity are discussed. The
model is a drift-diffusion system that includes spherical
ions via Density Functional Theory of fluids.

Dirk Gillespie
Department of Molecular Biophysics and Physiology
Rush Medical Center, 1759 Harrison Street, Chicago, IL
60612
Dirk Gillespie@rush.edu

MS89

Discussion

Discussion.

Bixiang Wang
Department of Mathematics, New Mexico Mining and
Technology
bwang@nmt.edu

Weishi Liu
Department of Mathematics
University of Kansas
wliu@math.ku.edu

MS89

Application of Dynamical System Theory to PNP
Equations

The Poisson-Nernst-Planck (PNP) system serves as a ba-
sic model for electro-diffusion processes. In this talk, we
will consider the dynamics of the PNP system taken as a
model for ion flows through membrane channels. A general
dynamical system framework will be set up for the steady-
state PNP systems and special properties for this specific
problem will be discussed. Recent results on the multiplic-
ity and spatial types of steady-states will be reported.

Weishi Liu
University of Kansas
wliu@math.ku.edu

MS89

Experimental Studies of Nonlinearities and Fluctu-
ations in Single Asymmetric Nanopores in Polymer
Films

We examined ion current through single conically shaped
nanopores at presence of sub-millimolar concentrations of
calcium and cobalt ions. The pores have opening diameters
of sereval nanometers and 1 micrometer, respectively. We
will show that both divalent ions induce voltage-dependent
ion current fluctuations and oscillations in time as well as
negative incremental resistance in current-voltage curves.
Application of this system for building a sensor will be
discussed as well.

Zuzanna Siwy
School of Physical Sciences
University of California, Irvine, CA 92697

zsiwy@uci.edu

MS90

Evaluation of Probability of Capsizing with Numer-
ical Simulation

A random dynamical system with two stable equilibria is
considered as a model of ship capsizing in irregular beam
seas. To avoid numerical difficulties related with the ex-
treme rarity of capsizing, it is computed as a combination
of the upcrossing of a threshold roll and of transitioning to
the “capsized” equilibrium after upcrossing. The probabil-
ities of both random events are evaluated from numerical
simulations made using the Large Amplitude Motion Pro-
gram (LAMP) time-domain seakeeping code.

Vadim Belenky
American Bureau of Shipping
vbelenky@eagle.org

Kenneth Weems
SAIC
kenneth.m.weems@saic.com

MS90

Round Table Discussion

This concluding time slot will be open for round table dis-
cussion of the topics presented throughout the two-part
minisymposium along with identification of directions for
future research.

Leigh Mccue
Department of Aerospace and Ocean Engineering
Virginia Tech
mccue@vt.edu

MS90

Unstable Motions Resulting from Non-Linear Cou-
pling of the Heave-Roll-Pitch Modes: Parametric
Rolling of Ships in Head Seas

Parametric rolling of ships is a nonlinear phenomenon that
has attracted much attention recently. A third order non-
linear mathematical model that couples heave, roll and
pitch motions has been proposed by the Authors. This
new model has succeeded in reproducing strong paramet-
ric resonance conditions in head seas. However, there are
some important non-linear characteristics that have not
been completely understood yet. This paper explores the
influence of third order nonlinearities as well as the rele-
vance of coupling between the vertical modes and the roll
motion in the modelling of parametric resonance in head
seas. Stability limits are derived and discussed using ana-
lytical based on Hill equation - and numerical approaches.
Some relevant dynamical aspects are clarified. The influ-
ence of initial conditions on the development of roll ampli-
fications is investigated and the effect of coupled or uncou-
pled modeling of the roll motion is addressed.

Marcelo Neves
Lab Oceano
COPPE/UFRJ
masn@peno.coppe.ufrj.br

Claudio Rodŕiguez
Lab Oceano
Coppe/UFRJ
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laboceano@laboceano.coppe.ufrj.br

MS90

Numerical Prediction of Surf-riding Threshold of
a Ship in Stern Quartering Waves as Heteroclinic
Bifurcation of Multi-dimensional System

A ship could suffer surf-riding, under which she runs with
a wave. The condition of transition from periodic motions
to surf-riding coincides with a heteroclinic bifurcation of
ship motions in waves. The authors numerically identified
the heteroclinic bifurcation points in a multi-dimensional
control space by utilising a coupled motion model in stern
quartering waves, which can be regarded as an autonomous
system. Here the Newton method is applied to a two-point
boundary value problem.

Naoya Umeda, Atsuo Maki, Hirotada Hashimoto
Osaka University
umeda@naoe.eng.osaka-u.ac.jp, unknown@naoe.eng.osaka-
u.ac.jp, h hashi@naoe.eng.osaka-u.ac.jp

MS91

Synthetic Chaos

Chaos is usually attributed only to nonlinear dynamical
systems. Yet surprisingly, we find that a linear filter driven
by a random binary waveform generates an output that,
when viewed backward in time, exhibits the essential qual-
ities of chaos, including determinism and a positive Lya-
punov exponent. Using different encodings of the random
symbols, the same filter can produce both Lorenz-like but-
terfly and Rossler-like folded band dynamics. Furthermore,
the encodings can be viewed as grammar restrictions on a
more general drive, which produces a chaotic superset con-
taining both the Lorenz and Rossler dynamics. Thus, the
language of chaos provides a useful description for signals
not generated by a nonlinear dynamical system, suggest-
ing chaos may be connected to physical theories whose un-
derlying framework is not that of a traditional nonlinear
dynamical system.

Shawn D. Pethel, Jonathan N. Blakely, Scott T. Hayes,
Ned J. Corron
U.S. Army RDECOM
shawn.pethel@us.army.mil, jonathan.blakely@us.army.mil,
sthayes@rcn.com, ned.corron@us.army.mil

MS91

A Topological Partition of the Hydrogen in Crossed
Fields Phase Space

The hydrogen in crossed electric and magnetic fields is
a well-studied atomic physics system whose phase space
transport exhibits so-called bottlenecks, i.e. competition
between phase space regions that inhibit transport and
hyperbolic structures that mediate it. We develop an ap-
proximate topological partition of unstable periodic orbits
belonging to the hyperbolic repelling set by labeling them
with two sets of indices, accounting for rotational and the
“stretch and fold” characters of the motion. This partition
enables us to systematically explore the hierarchy of unsta-
ble periodic orbits, and compute a large number of orbits
of increasing periods.

Rytis Paskauska
Georgia Institute of Technology
rytis.paskauskas@physics.gatech.edu

Predrag Cvitanovic
Center for Nonlinear Science
Georgia Institute of Technology
predrag.cvitanovic@physics.gatech.edu

MS91

Deconstructing Spatiotemporal Chaos using Local
Symbolic Dynamics

We propose local symbolic models as a practical tool for un-
derstanding high-dimensional spatiotemporal chaos in dif-
fusively coupled map lattices (CMLs). A local symbolic
model is a truncation of the full symbolic dynamics to one
that considers only a single element and a few neighbors.
Local symbolic models can be applied element by element
to a large lattice to build up an approximate picture of the
global dynamics. Whereas the difficulty of finding the ex-
act global symbolic dynamics increases exponentially with
lattice size, the difficulty of the approximation presented
here increases linearly at worst. The many uses of symbolic
dynamics for one-dimensional maps, including control and
targeting, are thus made practical for lattices. We explore
the efficacy of the concatenated local model approach and
give an example of controlling an arbitrary pattern in a
CML using only small perturbations.

Shawn Pethel
U.S. Army RDECOM
shawn.pethel@us.army.mil

MS91

Mostly Conjugate: Relating Dynamical Systems –
Beyond Homeomorphism

A centerpiece of Dynamical Systems is comparison by an
equivalence relationship called topological conjugacy. We
present details of how a method to produce conjugacy func-
tions based on a functional fixed point iteration scheme can
be generalized to compare dynamical systems which are not
conjugate. When applied to non-conjugate dynamical sys-
tems, we show that the fixed point is a function we now call
a ”commuter” a nonhomeomorphic change of coordinates
translating between dissimilar systems. This translation
is natural to the concepts of dynamical systems in that
it matches the systems within the language of their orbit
structures. We introduce methods to compare nonequiva-
lent systems by quantifying how much the commuter func-
tions fails to be a homeomorphism, an approach that gives
more respect to the dynamics than the traditional com-
parisons based on normed linear spaces. Our discussion
includes fundamental issues as a principled understanding
of the degree to which a toy model might be representa-
tive of a more complicated system, an important concept
to clarify since it is often used loosely throughout science.

Joseph Skufca
Clarkson University
jskufca@clarkson.edu

MS93

Schroedinger Flow and Landau-Lifshitz Dynamics

The Schroedinger flow into the 2-sphere is a geometric gen-
eralization of the linear Schroedinger equation, and a par-
ticular case of the Landau-Lifshitz equation for ferromag-
nets. In one space dimension, it is integrable, but in two
dimensions it is not, and understanding the fate of local
solutions (blow-up? asymptotics?) is a challenge. I will
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describe some recent work on these questions, part of a
joint project with K. Kang and T.-P. Tsai.

Stephen Gustafson
Department of Mathematics
University of British Columbia
gustaf@math.ubc.ca

MS93

Symmetry Breaking of Ground States in Nonlinear
Schroedinger Equation

The talk will focus on recent results regarding existence
and stability of periodic solutions for NLS with double
well potentials. It has been known that the equation ad-
mits periodic in time, symmetric in space, stable solutions
(ground states) with small L2 norms. In the case of at-
tractive Hartree nonlinearity these solutions become un-
stable for large L2 norms and are replaced by asymmetric
ground states. The new results show that the same phe-
nomena is present in the case of attractive, local, cubic
nonlinearity. The results are valid even when the ground
states are no longer minimizers of the energy functional
(space dimensions two and three). Moreover, for both local
and Hartree nonlinearity, we estimate the critical L2 norm
where the asymmetric ground states bifurcate and relate it
to the separation between the wells of the potential. This
is joint work with P. Kevrekidis (Univ. of Massachussetts),
E. Shlizerman (Weizmann Institute), and M.I. Weinstein
(Columbia Univ).

Eduard Kirr
Department of Mathematics
University of Illinois at Urbana-Champaign
ekirr@math.uiuc.edu

MS93

Towards Classification of Chaotic Orbits in the
Forced NLS

We propose that the hierarchy of bifurcations framework
may be used to judiciously choose the initial profiles and
parameter values which produce different types of chaotic
solutions in near-integrable Hamiltonian systems. Here,
depending on the forcing frequency of the perturbed NLS,
for low amplitude solutions which are close to the plane
wave solution, we show that three different chaotic scenar-
ios (homoclinic chaos, hyperbolic resonance and parabolic
resonance) emerge.

Vered Rom-Kedar
The Weizmann Institute
Applied Math & Computer Sci
vered.rom-kedar@weizmann.ac.il

Eli Shlizerman
The Weizmann Institute of Science
Department of Computer Science and Applied
Mathematics
eli.shlizerman@weizmann.ac.il

MS93

Large Time Behavior of NLS : Soliton Dynamics,
Numerics and Experiments

Abstract not available at time of publication.

Avraham Soffer
Departemnt of Mathematics

Rutgers University
soffer@math.rutgers.edu

MS94

Epidemic Dynamics on an Adaptive Network

We study epidemic dynamics on an adaptive network,
where the susceptibles are able to avoid contact with in-
fected by rewiring their network connections. This gives
rise to assortative degree correlation, oscillations, hystere-
sis and 1st order transitions. We propose a low-dimensional
model to describe the system and present a full local bi-
furcation analysis. Our results indicate that the interplay
between dynamics and topology can have important conse-
quences for the spreading of infectious diseases and related
applications.

Bernd Blasius
Inst. for Chemistry and Biology of the Marine
Environment
Carl von Ossietzky University, Oldenburg, Germany
bernd.blasius@gmail.com

MS94

The Adaptive Dynamics of Coevolving Communi-
ties

The ecological and evolutionary dynamics of communities
are linked inevitably and intricately, with frequency- and
density-dependent selection pressures playing key roles.
The theory of adaptive dynamics enables deriving fitness
functions, selection pressures, and evolutionary dynamics
from the underlying ecological interactions and population
dynamics. I will explain how to analyze the fundamental
feedback between a community and its fitness landscape(s)
and how thus to understand the evolutionary gain and loss
of biodiversity.

Ulf Dieckmann
Program in Ecology and Evolution
International Institute for Applied Systems Analysis
(IIASA)
dieckmann@tigris.iiasa.ac.at

MS94

Dynamics of Networking Social Agents: From
Diplomacy to Friendship

We discuss two models of socially interacting agents. First,
we consider a system of networking agents that seek to op-
timize their centrality in the network while keeping their
degree low. Second, we model friendship networks by com-
bining opinion spreading on the network with a preference
for similar people to get acquainted. We study the macro-
scopic behavior of these models, including a phase transi-
tion in the latter case, and discuss the connection between
these two models.

Petter Holme
University of New Mexico
holme@cs.unm.edu

MS94

Weighted Networks from Adaptive Synchroniza-
tion

We consider adaptation of connection strength in degree
heterogeneous network by local synchronization properties.
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The connection strength increases with a rate proportional
to the synchronization difference between a node and its
neighbours. We find that the network becomes weighted
and the connection weights are correlated with degree, so
that nodes with large degrees have weaker input links. Syn-
chronization can be enhanced significantly in this adaptive
network.

Juergen Kurths
Universität Potsdam, Germany
juergen@agnld.uni-potsdam.de

Changsong Zhou
Potsdam University, Germany
cszhou@agnld.uni-potsdam.de

MS95

Hardy-Rellich Type Inequalities and Lyapunov
Function Bounds

We consider the Lyapunov function method for producing
bounds for the Kuramoto-Sivashinsky and similar equa-
tions. We discuss an inequality of Hardy-Rellich type, and
its application to this problem. We give a physical inter-
pretation of the method, and consider some possible exten-
sions.

Jared Bronski
University of Illinois Urbana-Champain
Department of Mathematics
jared@math.uiuc.edu

MS95

Decomposing the Dynamics of Spatiotemporal
Chaos in Rayleigh-Benard Convection

The spatiotemporal chaos of Rayleigh-Bénard convection
(a fluid layer heated from below) is explored using large-
scale numerical simulations for experimentally realistic
conditions. Recent results show convection to yield ex-
tensive chaos and we discuss whether extensivity is found
for arbitrarily small changes in system size (microexten-
sivity). Using calculations of the Lyapunov spectra, frac-
tal dimension, and Karhunen-Loève decomposition (proper
orthogonal decomposition) we further quantify and discuss
the underlying structure of the spatiotemporal chaos.

Mark Paul
Department of Mechanical Engineering
Virginia Tech
mrp@vt.edu

Andrew Duggleby
Virginia Tech
duggleby@vt.edu

MS95

Estimates for Kuramoto-Sivashinsky Type Equa-
tions

The recent work of Bronski and Gambill for obtaining
bounds on the Kuramoto-Sivashinsky equation has pro-
vided a powerful real-space construction of the Lyapunov
function, which can be generalized to numerous related sys-
tems. We discuss some of these extensions.

Razvan Fetecau
Department of Mathematics

Simon Fraser University
van@math.sfu.ca

MS95

Bounds on Rayleigh-Bénard Convection with Con-
ductive Plates

We formulate a uniform variational bounding principle to
obtain rigorous theoretical estimates for bulk heat trans-
port in turbulent Rayleigh-Benard convection as a function
of the temperature drop across the fluid. We treat a full
range of thermal boundary conditions between the fixed
temperature and fixed flux extremes, and show that the
usual fixed temperature assumption is a singular limit of
the full problem. We also obtain analytical bounds in the
physically realistic case of a fluid bounded by conductive
plates, and discuss some generalizations.

Ralf W. Wittenberg
Simon Fraser University
Department of Mathematics
ralf@sfu.ca

MS96

Role of Gap Junctions in a Network of Globally
Coupled Phase Oscillators

Globally coupled phase oscillators has been studied for a
long time. Depending on the coupling function and hetero-
geneity, the network can exhibit synchrony, asynchrony or
clustered solutions. We take such a network where equal
sized two-cluster solutions are stable. After adding small
amount of nearest neighbor gap junctions, the cluster so-
lution becomes unstable. More interesting behavior is ob-
served when gap junction coupling is as strong as synap-
tic coupling: traveling waves. Depending on the size of
the network and strength of coupling, different varieties of
traveling waves are found in the system. As gap junction
coupling gets weaker, traveling waves bifurcate at a Hopf
point giving rise to periodic solutions with a zig-zag pat-
tern. In a small region for the bifurcation parameter, stable
two-cluster state and periodic zig-zag solution coexist. We
hereby present both analytical and numerical results.

Fatma Gurel Kazanci
University of Pittsburgh
fag4+@pitt.edu

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@math.pitt.edu

MS96

Normal Forms for Blue-Sky Catastrophe and
Lukyanov-Shilnikov Bifurcation: Application to
Bursting Neurons

Shilnikov and Cymbalyuk have shown the existence of
many exotic bifurcations in detailed models of bursting
neurons. I will show how the models can be reduced to
normal forms near these bifurcations, so that they can be
studied analytically.

Eugine Izhikevich
The Neurosciences Institute
10640 John Jay Hopkins Drive
Eugene.Izhikevich@nsi.edu
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MS96

Phase Response and Spike Number Transitions in
Bursting Neural Models

Phase response curves are often used to study the response
of model neurons to synaptic inputs, but these typically as-
sume biologically unrealistic (infinitesimal, instantaneous)
perturbations. We show that bursting neural models ex-
hibit a high degree of phase sensitivity to biologically re-
alistic inputs, including changes in the number of spikes
per burst. Using multiple time scale analysis and a re-
duction to discrete maps, we elucidate the mechanism of
spike addition/deletion and its implications for burst phase
response.

William E. Sherwood
Center for Applied Mathematics
Cornell University
sherwood@cam.cornell.edu

Robert Clewley
Department of Mathematics
Cornell University
rhc28@cornell.edu

John Guckenheimer
Cornell University
jmg16@cornell.edu

MS96

Homoclinic Chaos on a Spike Adding Route into
Bursting Neurons

Bursting is a manifestation of the complex, multiple time
scale dynamics observed in diverse neuronal models. A
description list of the nonlocal bifurcations leading to its
onset is far from being complete and presents a dare need
for interdisciplinary science of neurobiology. There was a
recent breakthrough in this direction that explains a few
novel mechanisms of transitions between tonic spiking and
bursting activity, as well as their co-existence in models of
leech interneurons through homoclinic saddle-node bifur-
cations of periodic orbits including a blue sky catastrophe.
Here we report and describe another such mechanism in
a model of a leech heart interneuron, the so-called a spike
adding route: as a parameter shifting the membrane po-
tential of half-inactivation slow potassium current is mono-
tonically changed, a sequence of bifurcations occurs caus-
ing incremental change of the number of spikes in a burst.
Of our special interest is the origin of the sequence, where
each transition is accompanied by chaos within a narrow
parameter window. To figure out the transition dynamics
we construct a one-parameter family of the Poincare re-
turn mappings on the central manifolds of slow motions.
We show that the transitions in question are due to the
bifurcations of homoclinics of a repelling point of the map
that is a threshold between tonic spiking and hyperpolar-
ized states of the neuron model. A symbolic description
applied to the trajectory behavior of the map allows us to
systemize the order of interburst spike variations.

Gennady S. Cymbalyuk
Georgia State University
Department of Physics and Astronomy
gcym@phy-astr.gsu.edu

Andrey Shilnikov
Georgia State University
Dept Mathematics Statistics

ashilnikov@gsu.edu

Paul Channell
Department of Mathematics and Statistics
Georgia State Univeristy
pchannell1@student.gsu.edu

PP0

Newtons Problem of Minimal Resistance in the
Class of Solids of Revolution

As is well known, Newton found the solution of the prob-
lem of the body of minimal resistance in the class of convex
solids of revolution. We consider this problem in the wider
class of (generally nonconvex) solids of revolution. It ap-
pears that omitting the convexity assumption allows one
to find bodies of smaller resistance than Newtons body of
minimal resistance. We present the solution of the problem
and construct the minimizing sequence of bodies.

Alena I. Aleksenko
Aveiro University, Portugal
alena-aleksenko@rambler.ru

PP0

Cooperative Dynamics in Coupled Noisy Dynami-
cal Systems Near a Critical Point: the dc-SQUID
as a case study

Dynamical systems that operate near the onset of coupling-
induced oscillations can exhibit enhanced sensitivity to ex-
ternal perturbations. We investigate this cooperative be-
havior and the attendant enhancement in the system re-
sponse (quantified via signal-to-noise ratio analysis). As a
prototype, we study arrays of dc SQUID and of Fluxgate
magnetometers locally coupled in a ring configuration. We
show that biasing the arrays near the bifurcation point of
coupling-induced oscillations can lead to significant perfor-
mance enhancements.

Antonio Palacios, John L. Aven
San Diego State University
Department of Mathematics
palacios@euler.sdsu.edu, chaotic aven@yahoo.com

Visarath In, Patrick Longhini, Adi Bulsara
SPAWAR Systems Center, San Diego
visarath@spawar.navy.mil, longhini@spawar.navy.mil, bul-
sara@spawar.navy.mil

PP0

Continuation of Defects in Reaction-Diffusion Sys-
tems

Reaction-diffusion systems posed on the real line can ex-
hibit solutions formed by wave trains at x = −∞ and
x = +∞ which are connected by an intermediate interface
region: such solutions are referred to as defects. Contin-
uation of defects involves solving a boundary-value prob-
lem in an appropriate frame of reference. We discuss var-
ious methods for the discretisation of such problems and
present numerical continuation results of symmetric stand-
ing sources.

Bjorn Sandstede
University of Surrey
b.sandstede@surrey.ac.uk
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Daniele Avitabile
University of Surrey, Department of Mathematics
d.avitabile@surrey.ac.uk

PP0

AWM Poster: Modeling Migration: Simulating the
Migration of the Capelin Around Iceland

In this poster, I will discuss a model of fish behavior which
I am using to describe the annual migration of the Capelin
around Iceland. I will describe the model which my re-
search group is currently analyzing, how it evolved, the
relevant biology behind it, and how we are working with
the model in the context of the migration. I will also talk
about the associated system of ODEs and the solutions
which we have found.

Alethea Barbaro
University of California, Santa Barbara
alethea@math.ucsb.edu

PP0

Turbulent-Laminar Patterns in Shear Flows

Plane Couette flow near transition displays steady periodic
oblique bands of alternating turbulent and laminar flow.
Numerical simulations of the Navier-Stokes equations in a
tilted domain show a rich variety of such patterns, includ-
ing spatio-temporal intermittency, branching and travel-
ling states, and localized states analogous to spots. Quan-
titative analysis of the Reynolds-averaged equations reveals
that both the mean flow and the turbulent force are cen-
trosymmetric and can be described by only three trigono-
metric functions, leading to a model of six ODEs.

Laurette S. Tuckerman
PMMH-ESPCI
laurette@pmmh.espci.fr

Dwight Barkley
University of Warwick
Mathematics Institute
barkley@maths.warwick.ac.uk

PP0

The Dynamics of Interacting Kuramoto Systems

We study multiple interacting Kuramoto systems in which
the connectivity is specified by a general matrix. Knowl-
edge of this matrix is sufficient to determine the onset of
collective synchronous behavior. We also discuss novel in-
teraction dynamics and the effects of time-varying connec-
tivity.

Ernest Barreto
George Mason University
Krasnow Institute
ebarreto@gmu.edu

Paul So
George Mason University
The Krasnow Institute
paso@gmu.edu

Bernard Cotton
Dept. of Physics & Astronomy
George Mason University
bcotton@gmu.edu

PP0

Qualitative Study of the (N+1)-Body Ring Problem

We present a qualitative study of a simplified N -body prob-
lem: the (N + 1)-ring Problem. We describe the evolution
of the equilibrium points, their stability and their bifur-
cations. Besides, we use new numerical techniques: the
OFLI2 to study the chaoticity of the orbits and the Crash
test to classify the orbits as bounded, escape or collisions.
Finally, we have performed a systematic search of symmet-
ric periodic orbits of the system.

Roberto Barrio, Sergio Serrano, Fernando Blesa
University of Zaragoza, SPAIN
rbarrio@unizar.es, sserrano@unizar.es, fblesa@unizar.es

PP0

Global Dynamics of a Non-Smooth Model of Metal
Cutting

High-speed cutting processes often exhibit non-smooth be-
haviour due to a self-excited instability known as chat-
tering, where the cutting tool repeatedly loses and re-
establishes contact with the workpiece. We consider a cut-
ting model that is formulated as a system of non-smooth
delay differential equations (DDE). We show, via numerical
continuation of the non-smooth problem, that stable chat-
tering motion occurs after a grazing bifurcation where the
cutting tool loses contact with the surface of the workpiece.

David A. Barton
University of Bristol, U.K.
david.barton@bristol.ac.uk

PP0

Dynamically-Natural Spacecraft Formations

Spacecraft formation flying involves creating and maintain-
ing a desired configuration or geometrical shape. In this
investigation of the circular, restricted three-body prob-
lem, two controllers were designed: one to allow multiple
spacecraft traveling in separate periodic orbits to be phase-
locked and the other to establish the desired formation.
Since the spacecraft are phase-locked on a single periodic
orbit, the standard equations of motion (where neither con-
troller is active) allows for the formation to be maintained
over time.

Paul Newton
Univ Southern California
Dept of Aerospace Engineering
newton@spock.usc.edu

Ralph R. Basilio
University of Southern California
rbasilio@usc.edu

PP0

Voter Model on An Adaptive Disordered Network

We study voter dynamics on a network in which the con-
nections evolve together with the dynamics of the agents.
This dynamical model is exactly solvable. We obtain the
final state of the sytem for arbitrary initial condition. On
long time scales the network reaches one of its absorbing
states (completely ordered), whereas on intermediate time
scales a “neutral” state (with zero magnetization) or an ac-
tive state (with finite magnetization) can persist for long
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time.

Izabella J. Benczik
Department of Physics, Virginia Tech
Blacksburg, Virginia
ibenczik@vt.edu

Beate Schmittmann, Royce Zia
Department of Physics
Virginia Tech
schmittm@vt.edu, rkpzia@vt.edu

PP0

Analysis of Clustered Solutions in a Globally In-
hibitory Network of Spiking Cells

A neuronal network of cells exhibits patterns of complex
activity playing a major role in processing sensory informa-
tion. We consider a globally inhibitory network contain-
ing an inhibitory neuron. This sends depressing synapses
onto multiple uncoupled excitatory neurons, coupled recip-
rocally to the inhibitory neuron. We prove the existence
and stability of 2 clustered solutions and generalize to n-
clustered solutions showing how synaptic depression allows
the network to display multi-stability of clustered solutions
and determines interspike interval.

Amitabha Bose
New Jersey Inst of Technology
Department of Mathematical Sciences
bose@njit.edu

Lakshmi Chandrasekaran
Dept. of Mathematical Sciences
N.J.I.T, Newark, NJ
lc42@njit.edu

PP0

An Integrative Approach to Modelling the Neuro-
muscular Control of the Finger

An ultimate goal of the biomechanical modelling of the
hand is to determine a single integrated model that in-
cludes muscle activation, tendon and ligament coupling,
and torque/force production. Presently there are several
distinct models for each of these aspects. We use a data-
driven approach to explore the appropriate coupling be-
tween existing state-of-the art model components in order
to dynamically model a simple control task involving only
the index finger.

John Guckenheimer
Cornell University
jmg16@cornell.edu

Robert Clewley
Department of Mathematics
Cornell University
rhc28@cornell.edu

Francisco Valero-Cuevas, Madhusudhan Venkadesan
Neuromuscular Biomechanics Laboratory
Cornell University
fv24@cornell.edu, mv72@cornell.edu

PP0

AWM Poster: Superlattice Patterns in Oscillatory

Systems with Three-Frequency Forcing

Superlattice patterns, while well-studied in Faraday waves
in viscous fluids, have found little attention in forced oscil-
latory systems. We find stable subharmonic supersquares
in the near-resonantly forced complex Ginzburg-Landau
equation. Using Floquet theory and weakly nonlinear anal-
ysis we obtain the amplitude equations for patterns com-
prised of 2, 3, or 4 modes of different orientation. Employ-
ing three forcing frequencies, we stabilize superlattices via
spatiotemporal resonances. Numerical simulations in small
and large systems confirm our analysis.

Jessica Conway
Northwestern University
Applied Math
j-conway@northwestern.edu

PP0

Cardiac Excitation Propagation Without Gap
Junctions

Cardiac cells are electrically coupled through gap junction
channels. However, it has been suggested that propaga-
tion might be possible without gap junctions, via negative
electric potentials in the narrow cleft space between abut-
ting cells. By considering a simple two cell model of this
mechanism, we find that there are two time scales involved
in the dynamics of propagation. Phase portrait analysis of
the slow subsystem reveals there are two distinct types of
propagation failure.

James P. Keener, Elizabeth D. Copene
University of Utah
keener@math.utah.edu, doman@math.utah.edu

PP0

Exploration of Lattice Boltzmann Based Immersed
Boundary Calculations

The Lattice Boltzmann Method is a relatively new com-
putational approach for fluid flow problems that uses a
mesoscopic particle-based technique. Its advantage over
traditional CFD is that it bypasses the need to solve for
the pressure gradient. This poster presents a LBM algo-
rithm that incorporates the Immersed Boundary Method
in order to simulate deformable particles, such as platelets
in blood. The accuracy and speed of this method is com-
pared to the Navier Stokes IBM.

Aaron L. Fogelson
University of Utah
fogelson@math.utah.edu

Lindsay M. Crowl
University of Utah
Graduate Student
crowl@math.utah.edu

PP0

Periodic Bursting Through Resonance

We consider a pair of cells that inhibit one another. In
the absence of input, each cell is bistable. The attractors
are a rest state and a periodic solution, separated by an
unstable periodic solution. Each cell is resonant and re-
sponds only to inputs that have frequency in a given range.
We demonstrate periodic bursting without using excitatory
connections or external stimuli. The bursting frequency
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is approximated using the resonance characteristics of the
cells.

Amitabha Bose
New Jersey Inst of Technology
Department of Mathematical Sciences
bose@njit.edu

Jonathan Drover
New Jersey Institute of Technology
drover@njit.edu

PP0

Travelling Waves in a Radiation-Combustion Free-
Boundary Model for Flame Propagation

We study a combustion-radiation model which models pre-
mixed flames propagating in a gaseous mixture with dust.
This model combines diffusion of mass and temperature
with reaction at the flame front, as well as radiation mod-
elled by Eddington’s equation. For the resulting free
boundary problem we study the stability of the propagat-
ing flames.

Jan Bouwe Van Den Berg, Joost Hulshof
VU Amsterdam
Department of Mathematics
janbouwe@few.vu.nl, jhulshof@few.vu.nl

Hala Elrofai
Department of Mathematics , Faculty of Siences
Vrije Universiteit, Amsterdam
elrofai@few.vu.nl

PP0

Instabilities at the Locking Boundary of Two
Delay-Coupled Semiconductor Lasers

Two lasers are locked, when their optical fields oscillate
with a common frequency, irrespective of a possible differ-
ence in their solitary frequencies. However, locking is lost
when the parameter detuning between the two lasers be-
comes too large. We study the bifurcations and instabilities
at the boundary of the locking region. Typical bifurcation
scenarios are found, depending on parameters such as the
coupling phase, the detuning, and the pump current.

Daan Lenstra
Theoretical Physics
Vrije Universiteit Amsterdam
lenstra@nat.vu.nl

Hartmut Erzgraber
Vrije Universiteit Amsterdam
Afdeling Natuurkunde en Sterrenkunde
h.erzgraber@few.vu.nl

Bernd Krauskopf
University of Bristol
b.krauskopf@bistol.ac.uk

PP0

Mixed-Mode Dynamics in Coupled Oscillator Sys-
tems

M. Krupa et al examined the mixed-mode dynamics of the
coupled oscillator model of the dopaminergic neuron in the
mammalian brain stem. Analysis focused on the case of

two oscillators and showed that observed mixed mode dy-
namics arose due to the generalized canard mechanism.
They obtained detailed results on the existence and bifur-
cation structure of the mixed-mode periodic orbits. We
generalize the results and analysis to a case of arbitrarily
many oscillators.

Martin Krupa, Suzanne Galayda
New Mexico State University
mkrupa@nmsu.edu, sgalayda@nmsu.edu

PP0

Stability of Flame Balls for a Free Boundary Com-
bustion Model with Radiative Transfer

We study radial flame ball solutions of a three dimensional
free boundary problem (FBP) which models combustion
of a gaseous mixture with dust in a micro-gravity environ-
ment. The radiative flux is modelled by Eddington’s radia-
tive transfer equation. We first prove existence of spherical
flame ball solutions for the stationary FBP. Stability prop-
erties are then discussed.

Jan Bouwe Van Den Berg
VU Amsterdam
Department of Mathematics
janbouwe@few.vu.nl

Vincent Guyonne, Josephus Hulshof
Vrije Universiteit Amsterdam
vincent@few.vu.nl, jhulshof@few.vu.nl

PP0

A Simple Molecular Model of Mammalian Hiber-
nation

A simple model of the dynamics of the body temperature of
a hibernating mammal will be presented. Our model pro-
vides a good match to available experimental data, show-
ing the interruption of low-temperature torpor bouts with
periodic interbout arousals (IBAs). Because many of the
biochemical mechanisms are unknown, this is a preliminary
and largely phenomenological model that we hope will in-
spire further investigation.

Marshall Hampton
University of Minnesota, Duluth
mhampton@d.umn.edu

Matthew Andrews
Department of Biology
University of Minnesota, Duluth
mandrews@d.umn.edu

PP0

Comparison of Two Methods for Analyzing the Dy-
namics of a Hanging Chain

We compare the effectiveness of two numerical methods in
analyzing the dynamics of a driven hanging chain. One in-
cludes the tension necessary to keep the length of the chain
fixed, while the other employs a Lagrangian scheme which
removes the necessity of calculating the forces of constraint.
Advantages and disadvantages of the two methods are dis-
cussed, including such issues as computational efficiency,
conceptual simplicity, and transparency of the dynamics.

Cavendish Q. McKay, Glenn Hollandsworth
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Marietta College
cavendish.mckay@marietta.edu, hollandw@marietta.edu

PP0

Models of Discrete and Continuous Rings of Hopf
Oscillators with Time-Delayed Nonlocal Coupling

Models of discrete and continuous rings of uniformly spaced
identical Hopf oscillators that interact through a time-
delayed nonlocal coupling are considered. Plane-wave equi-
libria of the models, and the linear stability thereof, as well
as oscillator death, are studied.

Abhijit Sen
Institute for Plasma Research
abhijit@ipr.res.in

George Johnston
EduTron Corp.
gljohnston@comcast.net

Mitaxi Mehta
Institute for Plasma Research
mitaxi@ipr.res.in

PP0

AWM Poster: A Producer-Grazer Model: Dynam-
ics and Spatial Structure

The interaction between a forest pest(gypsy moths) and
the tree cover is moderated by the availability and recy-
cling of nutrients in the soil. A seasonal model is devel-
oped that determines the dynamics of this interac- tion as
a function of the total available nutrients and the nutrient
uptake rate. The most interesting phenomena observed in-
volve bistability be- tween chaotic and stationary dynam-
ics. One and two dimensional spatial models in the form of
reaction diffusion networks or integrodifferential equations
are discussed. Front propagation as well as spatio-temporal
chaos are studied. This is a joint work with Armbruster
Dieter and Kuang Yang.

Yun Kang
Mathematics and Statistics
Arizona State University
ykang@mathpost.la.asu.edu

PP0

AWM Poster: Multiscale Method in Heat Shock
Model

A reaction network contains multiple reactions and chem-
ical species. The number of molecules can be modeled
stochastically using continuous time Markov processes.
Since the abundance of the number of each molecule is dif-
ferent, we apply multiscale method. We scale the number
of molecules and the reaction rates with the same param-
eter. By averaging and law of large number, fast and slow
components are separated. We can reduce the dimension-
ality of complex models.

Hye-Won Kang
University of Wisconsin-Madison
hkang@math.wisc.edu

PP0

Transition of Intrinsic Localized Modes in Coupled

Cantilever Array Depending on Phase Structure

The intrinsic localized mode (ILM) is spatially localized
and temporary periodic solution in nonlinear coupled oscil-
lator arrays. Recently the modes have been experimentally
observed in coupled cantilever array of MEMS devices. We
investigate dynamical property of the modes which are spa-
tially fixed in the array. Stability and phase structure de-
pending on nonlinear coupling coefficient are numerically
discussed. The possibility of the manipulation of ILM is
proved by the control of coupling parameter.

Masayuki Kimura
Department of Electrical Engineering
Kyoto University
kimura@dove.kuee.kyoto-u.ac.jp

Takashi Hikihara
Kyoto University
Department of Electrical Engineering
hikihara@kuee.kyoto-u.ac.jp

PP0

AWM Poster: Coarse Analysis of Stochasticity-
Induced Switching in a Schooling Model

Many organisms display ordered collective motion, such as
geese flying in formation, locusts swarming in sub-Saharan
Africa, and fish schooling. Individual based models are
often used when modeling aggregation since they can in-
corporate detailed descriptions of the interactions among
agents. However, for realistic numbers of individuals, the
models can become computationally and analytically in-
tractable. I will highlight an individual-based stochastic
model for fish schooling which exhibits noise induced tran-
sitions between two metastable collective states. I will then
describe a coarse, ”equation-free” computational frame-
work that efficiently allows the construction of an effec-
tive potential, enabling coarse bifurcation analysis and the
estimation of mean residence times in each state.

Allison Kolpas
Department of Mathematics
University of California, Santa Barbara
allie@math.ucsb.edu

PP0

Periodic Solutions of Fourth Order Differential

In this poster periodic solutions of the fourth order differ-
ential equation

u′′′′ + αu′′ + u3 − u = 0, (2)

for α ∈ R are studied. We classify solutions according
to their braid type and existence of the different types of
periodic solutions is proven. For this we use a connection
between the solutions of the equation and fixed points of
the flow Ψt generated by a parabolic recurrence relation.
Topological tools as Conley index theory are used to study
invariant sets of Ψt.

Jan Bouwe Van Den Berg
VU Amsterdam
Department of Mathematics
janbouwe@few.vu.nl

Miroslav Kramar, Rob Van Der Vorst
Vrije University Amsterdam
mkramar@few.vu.nl, vdvorst@few.vu.nl
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PP0

Nonlinear Time Series Analysis of Musical Compo-
sitions

We demonstrate the application of the methods of nonlin-
ear time series analysis on serveral of Beethoven’s compo-
sitions. In particular, we are interested in computing the
transfer entropy between the time series generated by dif-
ferent instruments in Beethovens symphonies and between
staffs of some of his piano music. This allows us to demon-
strate certain relationships among instruments.

Christopher W. Kulp
Dept. of Physics and Astronomy
chris.kulp@eku.edu

Jennifer Powell, Ashley Aurand
Department of Physics and Astronomy
Eastern Kentucky University
jennifer powell60@eku.edu, ashley aurand@eku.edu

Sarrah Morris
Department of Mathematics and Statistics
Eastern Kentucky University
sarah morris43@eku.edu

PP0

AWM Poster: Analysis of a 2D Smoluchowski
Equation for Magnetic Dispersions

We study a two-dimensional Smoluchowski equation for
magnetic nano-rod dispersions. Steady state solutions un-
der imposed magnetic fields and linear flow fields with zero
vorticity tensor are of Boltzmann type, which is completely
determined by the total potential. The total potential
can be parameterized by order parameters and material
parameters, and governed by two algebraic-integral equa-
tions representing an exact, finite-dimensional reduction of
the infinite-dimensional PDE. We construct bifurcation di-
agrams by solving the algebraic-integral equations. We also
obtain the exact steady state solution of the Smoluchowski
equation under general linear flows in semi-implicit form.

Joohee Lee
University of North Carolina, Chapel Hill
jooheele@email.unc.edu

PP0

The Endothelial Glycocalyx: Flow, Stress and Va-
soregulation

Endothelial cells are exposed to fluid mechanical forces
such as shear stress. Variations in shear stress are known
to affect many processes needed for proper vasoregulation.
The endothelial glycocalyx, a dense matrix of membrane-
bound macromolecules, plays a substantial role in the reg-
ulation of these processes. We use mathematical models
to explore the effect of different matrix permeabilities and
Reynolds number regimes on flow through a porous matrix
to find the resulting exerted fluid stresses.

Aaron L. Fogelson
University of Utah
fogelson@math.utah.edu

Laura Miller
University of North Carolina - Chapel Hill
n/a

Karin Leiderman
Mathematics Department
University of Utah
karin@math.utah.edu

PP0

AWM Poster: Self-Assembly of Quantum Dots in
a Thin Epitaxial Film Wetting an Elastic Substrate

The self-assembly of quantum dots in thin solid films
caused by epitaxial stress and wetting interaction with the
substrate is studied. It is shown that wetting interactions
change the instability spectrum from long wave to short
wave which can lead to spatially regular arrays of quan-
tum dots. A nonlocal, nonlinear evolution equation for the
film shape is derived, and the stability of dot arrays with
different symmetries is studied. Regions in the parameter
space are determined where spatially regular surface struc-
tures can be observed in experiments.

Alexander A. Golovin
Department of Engineering Sciences and Applied
Mathematics
Northwestern University
a-golovin@northwestern.edu

Stephen H. Davis
Dept. of Engineering Sciences and Applied Math
Northwestern University
sdavis@northwestern.edu

Peter Voorhees
Northwestern
matsci@northwestern.edu

Margo Levine
Department of Engineering Sciences and Applied
Mathematics
Northwestern University
margo@northwestern.edu

PP0

Control and Removing of Instabilities in Low Dis-
persion Photonic Crystal Fiber Resonators

We show that it is necessary to take into account up to the
fourth order dispersion term to capture the full dynamics of
a passive fiber resonator, especially when proceeding close
to the zero dispersion wavelength. We demonstrate that a
second frequency of instability can be observed at the pri-
mary threshold of instability and that this stationary state
can be restabilized at large powers. Numerical simulations
for a flattened dispersion fiber resonator confirm analytical
predictions.

Andrei Vladimirov
Weierstrass Institute, Berlin
vladimir@wias-berlin.de

Mustapha Tlidi
université Libre de Bruxelles
Optique nonliéaire Théorique
mtlidi@ulb.ac.be

Eric Louvergneaux
Université de Lille 1 - France
Laboratoire de Physique des Lasers Atomes et Molécules
eric.louvergneaux@univ-lille1.fr
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Majid Taki
PHLAM - Universite de Lille, France
Abdelmajid.Taki@phlam.univ-lille1.fr

Arnaud Mussot
Laboratoire de Physique des Lasers, Atomes et Molécules
Université de Lille 1 - France
arnaud.mussot@phlam.univ-lille1.fr

Gregory Kozyreff
Optique Nonlinéaire Théorique
Université Libre de Bruxelles - Belgium
gregory.kozyreff@icfo.es

PP0

The Role of the Bidomain Model of Cardiac Tissue
in the Dynamics of Phase Singularities

The left ventricle of the heart consists of nested fiber sur-
faces in which the orientation of fibers in successive layers
rotates through the thickness of the ventricle. Previous
numerical and analytical works have shown this rotating
anisotropy to be important in the generation of scroll wave
instabilities in the context of the monodomain description
of cardiac tissue. The bidomain model is widely recog-
nized as providing a more accurate description of cardiac
tissue than the monodomain model in describing macro-
scopic electrical wave phenomena in the heart, particu-
larly in studies involving applied current. In this work,
we present a systematic study of the comparison between
the bidomain and monodomain descriptions of cardiac tis-
sue in the generation of rotating-anisotropy-induced scroll
wave instability. These results provide further insight into
and complement existing work on the role of the bidomain
on the dynamics of phase singularities.

Sima Setayeshgar
Indiana University Bloomington
simas@indiana.edu

Jianfeng Lv
Indiana University, Bloomington
jilv@indiana.edu

PP0

Dynamics of Symplectic Subvolumes

We analyze even-dimensional symplectic subvolumes in
Hamiltonian systems, specifically differential ones that
evolve along solution trajectories, and their constraints.
We relate volume expansions to the local collapse of the
tangent space in chaotic Hamiltonian systems. We also
relate the general theory to probability maps in asteroid
tracking. A practical computational approach is presented
that utilizes the State Transition Matrix.

Jared M. Maruskin
University of Michigan
jmaruski@umich.edu

PP0

Modelling Backlash Oscillations in Geared Systems

This poster describes models of gear-rattle in Roots blower
vacuum pumps. We present nonsmooth ODE models for
the dynamics of the pump, where the nonlinearity arises
from the backlash in the gear mechanism. It is found that
eccentric mounting causes the gears to lose and re-establish

contact, generating noise and vibration. To minimise the
machine’s susceptibility to this phenomenon, we propose
possible design solutions, and illustrate their implications
for pump design.

Martin Homer
University of Bristol
Engineering Mathematics Dept
martin.homer@bristol.ac.uk

Joanna F. Mason, R.Eddie Wilson
Department of Engineering Mathematics
University of Bristol
joanna.mason@bristol.ac.uk, re.wilson@bristol.ac.uk

PP0

Travelling Solitary Waves in Saturable Schrödinger
Lattices

A model of a photorefractive crystal described by a dis-
crete Schrödinger lattice with a saturable nonlinearity is
presented. In a one-dimensional system travelling solitary
waves with zero tail amplitude are found. The stability of
the waves with respect to amplitude perturbations is inves-
tigated numerically. Two-dimensional lattices are found to
exhibits travelling wave like solutions obtained by ’kicking’
stationary solutions, which can then travel in any direction
on the lattice with little or no radiative loss.

Panayotis Kevrekidis
UMass, Amherst
Dept of Mathematics
kevrekid@math.umass.edu

Thomas Melvin
University of Bristol
thomas.melvin@bris.ac.uk

Alan Champneys
University of Bristol
Dept. of Engineering Maths
a.r.champneys@bristol.ac.uk

Jesus Cuevas
Escuela Universitaria Politecnica
jcuevas@us.es

PP0

A Three-Dimensional Model of Cellular Electrical
Activity

We present a model of cellular electrophysiology that takes
into account the three-dimensional geometry of biological
tissue as well as ionic concentration dynamics. The result-
ing PDE system is studied using both asymptotic and an-
alytic methods. We find that the model possesses multiple
temporal and spatial scales, which has important conse-
quences for developing an efficient numerical scheme. Sim-
ulations with this model are used to explore the character-
istics of cardiac action potential propagation without gap
junctions.

Joseph W. Jerome
Department of Mathematics
Northwestern University
jwj@math.northwestern.edu

Charles S. Peskin
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Courant Institute of Mathematical Sciences
New York University
peskin@cims.nyu.edu

Yoichiro Mori
Department of Mathematics
University of British Columbia
mori@math.ubc.ca

Glenn Fishman
School of Medicine
New York University
glenn.fishman@nyumc.org

PP0

The Role of Synaptic Depression in Phase Mainte-
nance

We address the issue of phase maintenance by constructing
and analyzing a model network of a subgroup of neurons
found in the Stomatogastric Nervous System. This network
consists of an oscillator neuron that inhibits two follower
neurons. We analyze how the phase of activity between
this set of neurons is determined in the presence of depress-
ing synapses between the neurons. We show that constant
phase maintenance can be achieved solely through the in-
terplay of the two follower neurons due to the depressive
nature of their connectivity.

Amitabha Bose
New Jersey Inst of Technology
Department of Mathematical Sciences
bose@njit.edu

Christina L. Mouser
Medgar Evers College of CUNY
cmouser@mec.cuny.edu

Farzan Nadim
New Jersey Institute of Technology
farzan@cancer.rutgers.edu

PP0

Dynamics of Real and Simulated Computer Perfor-
mance

Computer hardware is too expensive and time consuming
to build during design, so computer architects build soft-
ware simulation engines that model real hardware. Vali-
dation of these engines is paramount to their usability for
design space exploration. We use standard nonlinear time-
series analysis methods to compare program traces of a
SPEC benchmark running on real hardware and various
simulator configurations.

Todd D. Mytkowicz
University of Colorado, Boulder
Todd.Mytkowicz@colorado.edu

Elizabeth Bradley
University of Colorado
lizb@cs.colorado.edu

Matthias Hauswirth
University of Lugano
matthias.hauswirth@unisi.ch

Peter Sweeney

IBM T.J Watson Research Center
pfs@us.ibm.com

Amer Diwan
University of Colorado, Boulder
diwan@cs.colorado.edu

PP0

Learning and Recalling the Periodic Environmental
Changes in An Amoeba

We will present the evidence that the amoeboid organism
of true slime mold, the plasmodium of Physarum poly-
cephalum, had capacity of memorizing, anticipating and
recalling the timing of periodic event. Possible mechanism
is proposed from a dynamical system point of view.

Atsushi Tero
School of Engineering
Hokkaido University
tero@topology.coe.hokudai.ac.jp

Toshiyuki Nakagaki
Research Institute for Electronic Science
Hokkaido University
nakagaki@es.hokudai.ac.jp

Tetsu Saigusa
Creative Research Initiative Sousei
Hokkaido University
saigusa@cris.hokudai.ac.jp

PP0

Numerical Techniques for the Onset of Thermal
Convection in Spherical Geometry

Two new numerical methods are developed to compute
the neutral stability curves and dominant eigenfunctions
for the onset of thermal convection in rotating spherical
fluid shells. The first computes the eigenvalues by evolving
the linearized equations a time interval, and the second is
based on a double complex shift. Both are applied to an-
alyze the most difficult range of parameters, namely, low
Prandtl number fluids and fast rotation rates with non-slip
boundary conditions.

Marta Net, Juan Sánchez, Ferran Garcia
Universitat Politècnica de Catalunya
marta@fa.upc.es, sanchez@fa.upc.edu, ferran@fa.upc.edu

PP0

Asynchronous activity in a non-weakly coupled
two-cell inhibitory network with finite synaptic de-
cay time

Synchronization between inhibitory neurons is of interest
for the study of rhythmogenesis in biological networks. We
analyze the dynamics of two type-I spiking model neurons
coupled by reciprocal inhibition with non-negligible synap-
tic decay time. Relaxing the assumption of weak instan-
taneous pulse coupling destabilizes the synchronous firing
and leads to a period-2 spike-order alternating state, as
well as chaotic dynamics. These results can be understood
geometrically based on the effective phase resetting curve
of each cell.

Victor Matveev
New Jersey Institute of Technology
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Myongkeun Oh
Department of Mathematical sciences,
New Jersey Institute of Technology
mo42@njit.edu

PP0

Wave Chaos in a New Class of Optical Microcavity

We introduce a new class of open optical microcavity whose
confinement and directional emission properties can be en-
gineered through modification of a space-dependent refrac-
tive index. Numerical results are provided for a microdisc
with gaussian deformation of the refractive index. This
leads to a new way of breaking integrability and induc-
ing chaos in the classically equivalent system (photonic bil-
liard) and to the potential fabrication of reconfigurable mi-
crolasers.

Jauzette Lépine, Julien Poirier,
Guillaume Painchaud-April
Université Laval
Department of Physics, Physics Engineering and Optics
jauzette@hotmail.com, julien.poirier.1@ulaval.ca,
gupaa@phy.ulaval.ca

Samir Sadi
Université Pierre et Marie Curie
Paris 6
saidi@ccr.jussieu.fr

Louis Dubé, Pierre-Yves St-Louis
Université Laval
Department of Physics, Physics Engineering and Optics
ljd@phy.ulaval.ca, pierre-yves.st-louis@mddep.gouv.qc.ca

PP0

Experimental Versus Theoretical Studies on
Stochastic Evolution Models for Neurogenesis

In vitro studies use time-lapse microscopy of live neurons,
to study the dynamics of axonal growth and the conse-
quences of the disruption of their growth, by the use of
ethanol. I propose stochastic techniques through mathe-
matical modeling of neurogenesis with an emphasis on the
axons spatial behaviors. From assumptions based on ex-
perimental observations we begin by describing our model
as comparable to Langevin dynamics, we study and com-
pare coupled stochastic differential systems to experimen-
tal data.

Donald A. Drew
Rensselaer Polytech Institute
Dept of Mathematical Sciences
drewd@rpi.edu

Emilio Castronovo
New York University Courant
castrono@cims.nyu.edu

Yanthe E. Pearson
Rensselaer Polytechnic Institute
pearsy@rpi.edu

PP0

Autonomous Coupled Oscillators with Hyperbolic

Strange Attractors

We describe several models of coupled autonomous oscil-
lators possesing hyperbolic strange attractors. One model
is a fourth-order system of two coupled oscillators that has
a strange attractor of Smale-Williams type. Other mod-
els are based on a construction of three coupled oscillators
possesing a heteroclinic cycle. With different additional
couplings this system demonstrates attractors of Smale-
Williams type, Arnold cat map, and a hyperchaotic torus
map.

Arkady Pikovsky
University of Potsdam
pikovsky@uni-potsdam.de

Sergey Kuznetsov
Institute of Radio-Engineering and
Electronics RAS
kuznetsov@sgu.ru

PP0

Hopf and Saddle-Node Bifurcation Points for
Waves of Hodgkin-Huxley Type

For equations of Hodgkin-Huxley type under a traveling
wave condition we describe the geometry of the subsets
of parameter space were the stability of equilibria is lost
through either saddle-node or Hopf bifurcation. These sets
are singular submanifolds of the parameter space ruled by
affine subspaces contained in the hyperplanes where the
equilibrium is constant. In both cases, regular points and
the geometry and codimension of singular points on these
manifolds are described.

Isabel Labouriau
Universidade do Porto
islabour@fc.up.pt

Paulo Pinto
Centro de Matematica da Universidade do Porto
R. do Campo Alegre 687, Zip 4169-007, Porto, Portugal
oluap otnip@hotmail.com

PP0

Classical Chaos in a Novel Inhomogeneous Pho-
tonic Billiard

Dielectric microcavities / microlasers are becoming key
components for novel opto-electronic devices. They repre-
sent a realization of a wave chaotic system (see companion
contribution) where for instance the lack of symmetry in
the resonator shape leads to non-integrable ray dynamics
in the short-wavelength limit (photonic billiard). Contrary
to usual procedure where a transition from a regular to
a chaotic regime is induced by a geometric deformation
of a circular cavity, we propose a scenario inducing rota-
tional symmetry breaking by choosing an inhomogeneous
dielectric material inside a circular cavity, i.e chaos in an
integrable billiard geometry . We study the consequences of
this choice, isolate the conditions for integrability in such
systems, describe the transition to chaos and classify the
effects of the symmetry of the inhomogeneous dielectric on
the trajectories.

Louis J. Dube
Université Laval
ljd@phy.ulaval.ca



192 DS07 Abstracts

S. Saidi
Université Pierre et Marie Curie
saidi@ccr.jussieu.fr

G. Painchaud-April, J. Poirier, P.-Y. St-Louis, J. Lépine
Université Laval
gupaa@phy.ulaval.ca, julien.poirier.1@ulaval.ca,
pystl@phy.ulaval.ca, josette.lepine.1@ulaval.ca

PP0

One-Dimensional Spatiotemporal Chaos in the
Nikolaevskii Equation

The Nikolaevskii equation is a sixth-order model partial
differential equation for short-wave pattern formation cou-
pled with a neutrally stable long-wave mode. Our exten-
sive numerical investigations have shown that the ampli-
tude equations obtained at leading order in multiple scale
analysis do not fully capture the scaling on the spatiotem-
porally chaotic attractor. However, we find the addition
of a single Burgers-like term at the next order appears to
capture corrections to scaling, and discuss the implications.

Ralf W. Wittenberg
Simon Fraser University
Department of Mathematics
ralf@sfu.ca

Ka Fai Poon
Simon Fraser University
kfpoon@sfu.ca

PP0

Resonance Crossing and the Breakdown of WKB

We review the phase space method of dealing with mode
conversion in inhomogeneous wave problems by examining
a resonance crossing in a pair of coupled oscillators. The
Wigner tensor of the solution can be computed as a func-
tion on phase space. This function can give insight into
the behavior of the system, and could be a useful tool for
investigations into coherent interactions and the effects of
noise in the system.

Eugene R. Tracy
William & Mary
Department of Physics
ertrac@wm.edu

Allan Kaufman
Lawrence Berkeley Laboratory

John M. Finn
Los Alamos National Laboratory
finn@lanl.gov

Andrew S. Richardson, Yanli Xiao
College of William and Mary
asrich@wm.edu, yxxiao@wm.edu

PP0

Limit Cycles in a Macroscopic Neuronal Population
Model: Local and Global Stability

We present rigorous results concerning the stability of limit
cycles in a macroscopic neuronal population model. Limit
cycles have been demonstrated to be important in the

study of certain generalized epilepsies, notably absence
seizures. In particular we focus on a specific reduction
of Freeman’s KII sets, denoted RKII sets. Developing a
theoretical understanding of the stability of limit cycles in
models of this type has important implications in clinical
neuroscience.

John R. Terry
Department of Engineering Mathematics
University of Bristol
J.R.Terry@bristol.ac.uk

Jorge Goncalves
Department of Engineering
University of Cambridge
jmg77@cam.ac.uk

Serafim Rodrigues
Department of Engineering Mathematics
University of Bristol
s.rodrigues@bristol.ac.uk

PP0

Feedback Suppression of Neural Synchrony by Van-
ishing Stimulation

We suggest a method for suppression of collective syn-
chrony in an ensemble of all-to-all interacting units. The
suppression is achieved by organizing an interaction be-
tween the ensemble and a passive oscillator. Technically,
this can be easily implemented by a feedback scheme. The
important feature of our approach is that the feedback sig-
nal vanishes as soon as the control is successful. The tech-
nique is illustrated by simulation of a model of an isolated
neuronal population.

Michael Rosenblum
Potsdam University
Department of Physics
mros@uni-potsdam.de

Juergen Kurths
Universität Potsdam, Germany
juergen@agnld.uni-potsdam.de

Arkady Pikovsky
Department of Physics
University of Potsdam, Germany
pikovsky@stat.physik.uni-potsdam.de

Natalia Tukhlina
Potsdam University
tukhlina@agnld.uni-potsdam.de

PP0

Dynamical Systems Approach to Mixing in Hurri-
cane Models

Distinguished hyperbolic trajectories and their stable and
unstable manifolds can be used to quantify fluid transport
through lobe dynamics for time aperiodic velocity fields.
We apply these ideas to a 2-D axisymmetric hurricane
model to describe mixing between the eye and eyewall. We
also use these techniques to look at formation of polygonal
structures within 2-D horizontal hurricane models. These
ideas can be extended to three dimensions to describe mix-
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ing within more complicated models.

Gerhard Dangelmayr
Colorado State University
Department of Mathematics
gerhard@math.colostate.edu

Blake D. Rutherford
Colorado State University
rutherfo@math.colostate.edu

PP0

Random Walk Simulation of the Q-Cycle Model of
Electron Transport in Photosynthesis

Cytochrome b6f in an enzyme in the thylakoid membranes
of chloroplasts which receives high free-energy electrons
and uses this energy to pump protons across the membrane.
The most popular hypothesis for the mechanism is the Q-
cycle model. This poster presents a random walk simula-
tion of the Q-cycle model, with the mechanism modified to
explain experimental results when the electron-accepting
sites of cyt b6f are initially reduced or oxidized. Simula-
tion results will be compared with experiment.

Mark F. Schumaker, Chandana Somayaji, Talitha
Anderson
Department of Mathematics
Washington State University
schumaker@wsu.edu, somayaji@math.wsu.edu,
talithajanderson@mail.wsu.edu

David Kramer
Institute of Biological Chemistry
Washington State University
dkramer@wsu.edu

PP0

Dynamical Behaviour of Pool-Boiling Systems

Pool-boiling systems serve as model problem for boiling
heat transfer in industry under natural-convection condi-
tions. Such systems admit description by a mathemati-
cal model that involves only the temperature distribution
within the heater and models the heat exchange with the
fluid via a nonlinear boundary condition imposed on the
fluid-heater interface. The dynamical behaviour of this
nonlinear heat-transfer problem has been studied through
bifurcation and stability analyses. Results thus attained
are consistent with laboratory experiments.

Michel Speetjens
Laboratory for Energy Technology, Dept. Mech. Eng.
Eindhoven University of Technology
m.f.m.speetjens@tue.nl

Wolfgang Marquardt
RWTH Aachen, Germany
marquardt@lpt.rwth-aachen.de

Arnold Reusken
Numerical Mathematics
RWTH Aachen University, Aachen, Germany
reusken@igpm.rwth-aachen.de

PP0

AWM Poster: Modeling Dna Self-Assembly with

Graphs

Using weak hydrogen bonds DNA molecules non-
deterministicly self- assemble into larger complexes. To
study possible assembled complexes and the process of self-
assmebly we developed a graph theoretical model. Given
a pot of molecules, a labeled multigraph is assigned to the
complexes that can arise, and a labeled multigraph to the
pot itself. The model, besides giving information about
the outcomes of the process, also gives raise to new math-
ematical facts and their applications.

Ana Staninska
University of South Florida
staninsk@mail.usf.edu

PP0

Statistical Comparison of Complex Networks

An important problem in complex network theory is to
compare two different, but in some sense similar networks,
no matter what their presentation or configuration, mean-
ing regardless of permutations. We propose a useful statis-
tic for comparison following a well chosen set of permuta-
tions to bring the network to a canonical presentation in
which form we will show successful direct comparison by
the simple statistic to another network also in its corre-
sponding canonical form.

Erik Bollt, Jie Sun
Clarkson University
bolltem@clarkson.edu, sunj@clarkson.edu

PP0

Branching Dendrites with Resonant Membranes

Dendrites is the main site for synaptic input to neurons.
An important feature in dendrites are intrinsic resonant
properties. We model these resonances by linearising fully
non-linear currents such as the Ih current. The resulting
system of PDE’s is solved in Laplace space with the aid
of Green’s solutions. To capture the diverse morphology
of dendrites the solution is constructed by a generalised
version of the “Sum-Over-Trips” approach that was derived
by Abbot et al.

Stephen Coombes
University of Nottingham
stephen.coombes@nottingham.ac.uk

Yulia Timofeeva
University of Warwick
y.timofeeva@warwick.ac.uk

Carl-Magnus G. Svensson
University of Nottingham
pmxcms1@nottingham.ac.uk

PP0

Indecisive Behavior of Amoeba Encountering the
Presence of An Environmental Barrier

We found that an amoeboid organism shows indecisive
behavior which higher animals such as human frequently
show. An amoeboid organism, the Physarum plasmodium,
shows tree deferent behaviors after indecisive period when
it encounters the presence of a chemical repellent. These
behaviors are reproduced by a model based on reaction-
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diffusion equations. The origin of long-time stopping and
three different outputs may be reduced to the hidden in-
stabilities of internal dynamics of the pulse.

Seiji Takagi
Research institute for Electronic Science
Hokkaido University
takagi@es.hokudai.ac.jp

PP0

Stochastic Calcium Release in Ventricular Cardiac
Myocytes

Calcium release in cardiac cells is inherently stochastic and
detailed models of this are computationally expensive. Us-
ing a variety of asymptotic approximations, we have built
a simplified yet reliable model of stochastic calcium flux
through a release unit that incorporates the interactions
of ryanodine receptors with cytoplasmic and sarcoplas-
mic reticulum calcium, and also calsequestrin. With this
model, we calculate the probability of spontaneous sparks
and the sparks to wave transition in a spatially extended
system.

James P. Keener
University of Utah
keener@math.utah.edu

Nessy Tania
Department of Mathematics
University of Utah
tania@math.utah.edu

PP0

AWM Poster: Dafermos Regularization of the
Modified KdV Burgers Equation

This project involves Dafermos regularization of partial dif-
ferential equations of order higher than 2. We show the
existence of Riemann-Dafermos solutions near a given Rie-
mann solution using geometric singular perturbation the-
ory. Also we study the stability of Riemann-Dafermos so-
lutions as stationary solutions by means of linearization.

Monique Taylor
North Carolina State University
mlrichar@ncsu.edu

PP0

Biparametric Analysis of Stationary and Static So-
lutions of Two Beam Transport Systems

Bifurcations of the biparametric static solutions of the fluid
description of the classical Pierce model are investigated
and, by the first time, related with the existence of chaotic
regions in the parameter space, with no occurrence of re-
flecting particles. Particularly, our investigation reveals
that the system is not structural stable in relation to new
considered parameter. Furthermore, the biparametric de-
pendence of stationary states of two electrostatic systems
are investigated by Particle-In-Cell simulations and results
are related with static solutions of the one-dimensional
fluid model.

Maisa O. Terra
ITA - Technological Institute of Aeronautics
Mathematics Department
maisa@ita.br

PP0

Multicomponent WKB and Path Integrals

By examining path integral methods for multicomponent
wave equations in the presence of localized resonances, we
are led to a new approach to multicomponent WKB. We
are pursuing a new formalism, developed by N. Zobin,
which should make it easier to identify uncoupled disper-
sion functions and polarizations, even in complicated ge-
ometry. As an example, a toroidally symmetric plasma is
studied using a cold plasma model similar to that used in
[1].
1] A. N. Kaufman, E. R. Tracy, and A. J. Brizard, “Helical
rays in two-dimensional resonant wave conversion”, Phys.
Plasma 12 (2005) 022101.

Eugene R. Tracy
William & Mary
Department of Physics
ertrac@wm.edu

Allan Kaufman
Lawrence Berkeley Laboratory

Andrew S. Richardson, Nahum Zobin
College of William and Mary
asrich@wm.edu, zobin@math.wm.edu

PP0

A Karhunen-Loeve Method of Characterizing
Spatio-Temporal Chaos in a Ginzburg-Landau Sys-
tem

We present a method of characterizing spatio-temporal
patterns. We exemplify our method on a system of four
globally-coupled Ginzburg-Landau equations derived from
the weak electrolyte model for electroconvection in nematic
liquid crystals. Our method identifies complex solutions of
this system as motion on a torus with chaotic excursions.
This is done by reconstructing this behavior in lower di-
mensions, using the highest energy Karhunen-Loeve modes
amplitudes.

Ioana A. Triandaf
Naval Research Laboratory
Plasma Physics Division
triandaf@russel.nrl.navy.mil

Gerhard Dangelmayr
Colorado State University
Department of Mathematics
gerhard@math.colostate.edu

Iuliana Oprea
Department of Mathematics
Colorado State University
juliana@math.colostate.edu

Ira B Schwartz
Naval Research Laboratory
Plasma Physics Division, Washington DC
ira.schwartz@nrl.navy.mil

PP0

Using Guassian Expansions to Approximate Vor-
ticity Solutions to the 2D Navier-Stokes Equations

By expanding solutions to the vorticity equation for 2D in-
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compressible fluid flow in time dependent, Guassian deriva-
tives we are able to study the vorticity dynamics on all
of R2. The resulting tensor evolution equations are com-
puted up to the hexadecpole moments and the convergence
of such expansions are considered. Simulations will be
demonstrated, including the classical coalescence of two
rotating vortices.

Eugene Wayne
Boston University
Department of Mathematics and Statistics
cew@math.bu.edu

David T. Uminsky, Ray Nagem, Guido Sandri
Boston University
duminsky@bu.edu, nagem@bu.edu, sandri@bu.edu

PP0

Pulse Dynamics in a Three-Component System

We investigate various types of pulse solutions in a certain
singularly perturbed, bi-stable, three-component, reaction-
diffusion system, that has a natural two-component limit.
Using geometric singular perturbation theory and the
Evans function approach, we study the existence, stability
and bifurcations of standing pulses, traveling pulses and
double-pulse solutions. Moreover, we consider the limit to
the two-component system, that exhibits significantly less
rich dynamics.

Tasso J. Kaper
Boston University
Department of Mathematics
tasso@math.bu.edu

Arjen Doelman
CWI Amsterdam, the Netherlands
A.Doelman@cwi.nl

Peter Van Heijster

Centrum voor Wiskunde en Informatica (CWI)
heijster@cwi.nl

PP0

Equation-Free Computing: a Lattice Boltzmann
Case Study

The coarse-grained time-stepper is the basic tool in
equation-free computing which allows us to extract the
macroscopic dynamics from a microscopic model when a
macroscopic description is not available. We present a
detailed analytical and numerical study of the properties
of the different components of this coarse-grained time-
stepper when the microscopic model is a lattice Boltzmann
model. The insights obtained here can guide further devel-
opments in this area.

Pieter Van Leemput
Department of Computer Science
Katholieke Universiteit Leuven
pieter.vanLeemput@cs.kuleuven.be

Christophe Vandekerckhove, Dirk Roose
Dept of Computer Science
Katholieke Universiteit Leuven
christophe.vandekerckhove@cs.kuleuven.be,
dirk.roose@cs.kuleuven.be

PP0

AWM Poster: Elastic Growth in Tissues

Growth plays a key role in many fundamental biological
processes. In the theory of elastic growth, the growth pro-
cess can be modeled as a sequence of incremental steps,
where each step consists of a local addition of material fol-
lowed by an elastic response to ensure integrity and com-
patibility of the body. I will present a general formulation
of growth for a three-dimensional nonlinear elastic body
and apply it to specific geometries relevant in many phys-
iological and biological systems (such as the cylindrical
growth of arteries and stems).

Rebecca Vandiver
University of Arizona
rvandiver@math.arizona.edu

PP0

Formal Asymptotics for Blowup in the Willmore
Flow

The Willmore flow is a model in biophysics and has its ori-
gin in conformal geometry. It is an open question whether
the Willmore flow can produce a singularity in finite time
on a smooth surface. In our research we analyze the
blowup, if any, on a particular axisymmetrical surface. If
finite time blowup should occur, we investigate its asymp-
totics to give the blowup behaviour of this singularity.

Michelangelo Vargas Rivera
Vrije Universiteit Amsterdam
mvargas@few.vu.nl

PP0

Dynamics of Neural Field Models

Neural fields are integro-differential equations used to
model cortical dynamics. They are known to exhibit a
wide variety of spatio-temporal behaviours with many par-
allels in neuroscience experiments. We are investigating a
newly discovered type of dissipative soliton dynamics for
localised solutions (bumps) in models with threshold ac-
commodation, reported in [Coombes and Owen. Bumps,
breathers and waves in a neural network with SFA. 2005].
We are most interested in the interactions between bumps,
including particle-like scattering, deformation and anihi-
lation, and describe mathematical techniques that can be
used to probe such behaviour.

Markus Owen, Stephen Coombes, Nikola A. Venkov
University of Nottingham
markus.owen@nottingham.ac.uk,
stephen.coombes@nottingham.ac.uk,
nikola.venkov@maths.nottingham.ac.uk

PP0

AWM Poster: Lower Branch ECS - Backbone of
the Separatrix

Exact Coherent Structures (ECS) come in pairs with an
upper branch and a lower branch that bifurcate from a
neutrally stable streaky flow. The lower branch ECS con-
sist of O(1) streaks sustained by O(1/R) streamwise rolls
and a streak instability eigenmode which develops a criti-
cal layer structure. They have a 1D unstable manifold and
may be viewed as the backbone of the phase space bound-
ary separating the basin of attraction of the laminar point
from that of the turbulent state. The very low dimension-
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ality of the lower branch unstable manifold suggests new
turbulence control strategies.

Jue Wang
University of Wisconsin-Madison
wang@math.wisc.edu

PP0

Optimal Strategy in E. Coli Chemotaxis

Biochemical signal transduction is the most basic level of
biological information processing. Adaptation is important
in signaling networks. Using a computational implementa-
tion of bacterial chemotaxis that includes a stochastic de-
scription of the signal transduction network coupled to an
experimentally realistic motor response, we investigate the
role of network adaptation in optimizing chemotactic re-
sponse in terms of input/output information transmission.
We make connection with existing and future experiments
that probe information processing in biochemical signaling
networks.

Lin Wang, Sima Setayeshgar
Indiana University Bloomington
lw1@indiana.edu, simas@indiana.edu

PP0

Complex Dynamics in a Simple Multi-Lane Traffic
Model

We demonstrate different families of periodic solutions in
a simple microscopic multi-lane traffic model, posed on
a ring road, where vehicles are nonlinearly coupled and
lane changes are deterministic. We examine how model
parameters change the system output and illustrate quali-
tatively different solution regimes. Finally, we investigate
how these results may be used to aid the design of macro-
scopic traffic models.

Jonathan Ward
University of Bristol
UK
Jon.Ward@bristol.ac.uk

R. Eddie Wilson
University of Bristol
re.wilson@bristol.ac.uk

PP0

Exploration of Phase Space Reconstruction of
Nonlinear Differential Equations Using Perona’s
Method

Perona et al.’s nonlinear differential equations reconstruc-
tion algorithm using only time series data has yielded a
useful method for reconstructing first-principle-like models
via a user defined set of nonlinear basis functions. Re-
sults of our ongoing exploration of these methods into dif-
feomorphic attractor space reconstructions of sufficiently
connected and observable systems will be presented, e.g.
applications of Taken’s Embedding Theorem and Sauer’s
Spike Train Embedding Conjecture are explored.

Charles R. Tolle
Idaho National Laboratory
Instrumentation, Control, and Intelligent Systems
Signature
charles.tolle@inl.gov

Keith H. Warnick
Utah State University
Department of Physics
khwarnick@cc.usu.edu

PP0

Processing of Odor Information in Simple Network
Models of the Olfactory Bulb: Concentration De-
pendence

We study the processing of odor information in the olfac-
tory bulb, which is the first structure in the brain to re-
ceive the output from the olfactory sensory neurons. Us-
ing a class of simple, experimentally supported firing-rate
models we address the question of how the output pat-
terns from the bulb, which are essential determinants for
the perception of the corresponding odor, change with odor
concentration and how this change depends on the network
connectivity.

Hermann Riecke
Northwestern University
Dept of Applied Mathematics
h-riecke@northwesterne.edu

Stuart D. Wick
Northwestern University
Dept of Engineering Sciences and Applied Mathematics
stuart.wick@gmail.com

Martin Wiechert, Rainer Friedrich
MPI Medical Research,
Heidelberg, Germany
martin.wiechert@mpimf-heidelberg.mpg.de,
rainer.friedrich@mpimf-heidelberg.mpg.de

PP0

Bifurcations and Control of Flocks under LJ-
Potential Rules

We will investigate the flocking of automata which inter-
act via Lennard-Jones type potentials (long range attrac-
tion, short range repulsion) together with viscous terms
which tend to align the velocities of nearby agents. When
Euclidean symmetry is broken via a global central force
field with elliptical equipotential surfaces, a rich bifurcation
structure of competing equilibrium patterns is revealed —
giving new insights into the minimum-bandwidth control
of the flock.

Eddie Wilson
University of Bristol, U.K.
re.wilson@bristol.ac.uk

PP0

Neural Population Dynamics and Cannabinoids
Signaling

We consider an excitatory-inhibitory spiking neural net-
work, introducing a phenomenological model of Cannabi-
noids dynamics underlying DSI (depolarization-induced
suppression of inhibition). Cannabinoids are retrograde
messengers which are released postsynaptically and bind
to presynaptic receptors, allowing fine-tuning of neuronal
response. Moreover we develop a Wilson-Cowan style fir-
ing rate model incorporating the Cannabinoids dynamics.
Importantly we consider an application of sensory gating in
hippocampus and demonstrate its abolishment by cannabi-
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noids agonists, in a manner consistent with our experimen-
tal findings.

Markus Owen, Stephen Coombes
University of Nottingham
markus.owen@nottingham.ac.uk,
stephen.coombes@nottingham.ac.uk

Margarita Zachariou
School of Mathematical Sciences
University of Nottingham
pmxmz@nottingham.ac.uk

Dilshani Dissanayake, Rob Mason
School of Biomedical Sciences
University of Nottingham
mbxwdnd@nottingham.ac.uk,
rob.mason@nottingham.ac.uk

PP0

Wave Propagation in Spike Response Models of
Neuronal Networks Connected by Electrical and
Inhibitory Coupling

We study wave propagation in models of a sub-network
of layer 4 neocortex that consist of fast-spiking inhibitory
neurons connected by both electrical synapses and chemical
synapses. We explore two types of spike response models:
one with a voltage-based description of spikes and another
with a current-based description of spikes. We determine
conditions for the existence of waves, as well as the velocity
of the waves as a function of model parameters.

Jie Zhang
University of California, Davis
jvzhang@math.ucdavis.edu

Tim Lewis
University of California
at Davis
tjlewis@ucdavis.edu

PP0

AWM Poster: Minimizing Action Integrals in the
Comet 3-Body Problem

Using variational techniques, I examine the family of comet
orbits for the 3-body problem. First I find the minimizing
orbit of the curves which start collinear and end isosceles
and then I consider how moving the initial condition on
the shape sphere leads to a family of orbits.

Elizabeth Zollinger
Boston University
eaz@math.bu.edu


