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IP1

Tire Tracks, the Stationary Schrödinger’s Equation
and Forced Vibrations

I will describe a newly discovered equivalence between the
first two objects mentioned in the title. The stationary
Schrödinger’s equation, a.k.a. Hills equation, is ubiqui-
tous in mathematics, physics, engineering and chemistry.
Just to mention one application, the main idea of the Paul
trap (for which W. Paul earned the 1989 Nobel Prize in
physics) amounts to a certain property of Hill’s equation.
Surprisingly, Hill’s equation is equivalent to a seemingly
completely unrelated problem of “tire tracks”. As a fur-
ther surprise, there is a yet another connection between
the “tire tracks” problem and the high frequency forced
vibrations.

Mark Levi
Department of Mathematics
Pennsylvania State University
levi@math.psu.edu

IP2

Linear and Nonlinear Problems of Mathematical
Finance

We start with a general overview of financial markets as
dynamical systems and introduce primary financial assets
including bonds, equities, currencies, and commodities.
Next, we give a broad outline of market microstructure,
market impact, and algorithmic trading, with a particular
emphasis of limit order books and their dynamics. We also
discuss technical trading and time-series analysis. After
that, we introduce financial derivatives and describe their
risk-neutral and real-world valuation. We discuss possi-
ble choices of stochastic processes used for modeling pri-
mary assets; derive the corresponding pricing equations for
derivatives, and demonstrate how these equations can be
solved. We conclude our presentation by formulating some
open problems of mathematical finance.

Alexander Lipton
Bank of America Merrill Lynch &
Imperial College London, United Kingdom
a.lipton@imperial.ac.uk

IP3

Particle Trajectories Beneath Irrotational Travel-
ling Water Waves

We describe the pattern of the particle trajectories beneath
a travelling wave moving at the surface of water in irrota-
tional flow and with a flat bed, with no underlying current,
both in the setting of periodic waves and in the setting of
solitary waves.

Adrian Constantin
King’s College London, United Kingdom
adrian.constantin@kcl.ac.uk

IP4

Triggered Slip Processes in Earth

In 1992, a magnitude 7.3 Landers earthquake occurred in
Southern California. As seismic waves were radiated, other
earthquakes were dynamically triggered both nearby and
far away, and elevated seismicity, termed delayed trigger-
ing, lasted for several months. Recent observations based
on rapidly improving instrumentation show that a major-

ity of earthquakes may be dynamically triggered. Our work
indicates that the granular physics of the fault core, fault
gouge, plays a key role in triggering. Because direct access
to the fault is not possible, we are characterizing the granu-
lar physics of triggering at laboratory scales using physical
experiments and numerical simulations.

Paul Johnson
Los Alamos National Laboratory, USA
paj@lanl.gov

IP5

Pattern Recognition with Weakly Coupled Oscilla-
tory Networks

Traditional neural networks consist of many interconnected
units and are thus inherently difficult to construct. In the
lecture, we focus on neural network models of weakly cou-
pled oscillators with time-dependent coupling. In these
models, each oscillator has only one connection to a com-
mon support, which makes them predestinated for hard-
ware implementation. Two coupling strategies are consid-
ered. The first network was proposed by Hoppensteadt and
Izhikevich [F.C: Hoppensteadt and E.M. Izhikevich, Phys.
Rev. Lett. 82, 2983 (1999)] and possesses a global coupling
function. The second one is a novel architecture with indi-
vidual coupling functions. We present experimental real-
izations of both networks and demonstrate that the devices
can reliably perform pattern recognition tasks. However,
the scalability of the novel network architecture is much
superior to the one of the globally coupled oscillators.

Robert Hölzel, Kathrin Kostorz, Katharina Krischer
Technische Universität München
rhoelzel@ph.tum.de, kathrin.kostorz@ph.tum.de,
krischer@ph.tum.de

IP6

The Topology of Fluid Mixing

Topological chaos is a type of chaotic behavior that is
forced by the motion of obstacles in some domain. I will
review two approaches to topological chaos, with applica-
tions in particular to stirring and mixing in fluid dynamics.
The first approach involves constructing devices where the
fluid motion is topologically complex, usually by impos-
ing a specific motion of stirring rods. I will then discuss
optimization strategies that can be implemented. The sec-
ond approach is diagnostic, where flow characteristics are
deduced from observations of periodic or random orbits
and their topological properties. Many tools and concepts
from topological surface dynamics have direct applications:
mapping class groups, braids, the Thurston-Nielsen classifi-
cation theorem, topological entropy, coordinates for equiv-
alence classes of loops, and the Bestvina-Handel algorithm
for train tracks.

Jean-Luc Thiffeault
Dept. of Mathematics
University of Wisconsin - Madison
jeanluc@math.wisc.edu

IP7

Modeling Reactive Events in Complex Systems

Reactive events such as conformation change of macro-
molecules, chemical reactions in solution, nucleation events
during phase transitions, thermally induced magnetization
reversal in micromagnets, etc. pose challenges both for
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computations and modeling. At the simplest level, these
events can be characterized as the hopping over a free en-
ergy barrier associated with the motion of the system along
some reaction coordinate. Indeed this is the picture un-
derlying classical tools such as transition state theory or
Kramers reaction rate theory, and it has been successful to
explain reactive events in a wide variety of context. How-
ever this picture presupposes that we know or can guess
beforehand what the reaction coordinate of the event is.
In many systems of interest – protein folding, enzyme ki-
netics, protein-protein interactions, etc. – making such
educated guesses is hard if not impossible. The question
then arises whether we can develop a more general frame-
work to describe reactive events, elucidate their pathway
and mechanism, and give a precise meaning to a concept
such as the reaction coordinate. In this talk I will discuss
such a framework, termed transition path theory, and in-
dicate how it can be used to develop efficient algorithms to
accelerate the calculations and analysis of reactive events.

Eric Vanden-Eijnden
Courant Institute
New York University
eve2@cims.nyu.edu

IP8

Predicting Epidemic Rare Events: A Dynami-
cal Systems Perspective of Disease Extinction and
Control

As seen by the many new vaccination campaigns across the
world, disease control is of paramount importance in pub-
lic health with eradication as the ultimate goal. Without
intervention, disease extinction in a large well mixed pop-
ulation would be a rare event. In this talk, I will review
some of the mathematical models and machinery used to
describe the underlying dynamics of rare events in finite
population disease models. I will show how to derive a
new dynamical model that includes a dynamical systems
description of the effective fluctuations of the noise that
drives the disease to extinction. In analyzing the dynamic
topology of the new expanded model, we can understand
extinction from a dynamical systems perspective, thus dis-
covering how to best use disease controlling resources.

Lora Billings
Montclair State University
Dept. of Mathematical Sciences
billingsl@mail.montclair.edu

IP9

Engineered Gene Circuits: From Oscillators to
Synchronized Clocks and Biopixels

This talk will focus on the development of synthetic gene
oscillators and their synchronization. I will first describe
an engineered intracellular oscillator that is fast, robust,
and persistent, with tunable oscillatory periods as fast as
13 minutes. Experiments show remarkably robust and
persistent oscillations in the designed circuit; almost ev-
ery cell exhibits large-amplitude fluorescence oscilla- tions
throughout each experiment. Theory reveals that the key
design principles for constructing a robust oscillator are a
small time delay in the negative feed- back loop and enzy-
matic protein decay that functions as an overloaded queue.
I will then describe intercellular coupling that is used to
generate synchronized oscillations in a growing population
of cells. Microfluidic devices tailored for cel- lular popu-

lations are used to demonstrate collective synchronization
properties along with spatiotemporal waves occurring on
millimeter scales. While quorum sensing proves to be a
promising design strategy for reducing variability through
coordination across a cellular population, the length scales
are limited by the diffusion time of the small molecule gov-
erning the intercellular communication. I will conclude
with recent progress engineering the synchronization of
thousands of oscillating colony biopixels over centimeter
length scales.

Jeff Hasty
University of California, San Diego
jmhasty@ucsd.edu

SP1

Juergen Moser Lecture: Title to Be Announced

To be posted when available.

Nancy Kopell
Boston University
Department of Mathematics
nk@bu.edu

CP1

A New, Braid-Theoretic Approach to Uncovering
Transport Barriers

In oceanic settings, it is desirable to identify key transport
barriers that organize the material transport. In many
cases the only velocity fields that are available for process-
ing to find these barriers are geophysical models, which
may not reliably represent the surface flow or the motion
of particles on the ocean surface. In situations where the
surface velocity field is not reliably known, however, there
is the still the possibility of making direct measurements of
trajectories through tracking floats. We look to develop a
method that has the potential to harness this trajectory in-
formation to identify the existence of transport barriers by
using tools from topology, in particular braid theory. We
will present our braid theory based method and procedures
for improving the accuracy of the resulting approximation
for the transport barrier location.

Michael Allshouse
Dept. of Mechanical Engineering
Massachusetts Institute of Technology
mra23@mit.edu

Thomas Peacock
Massachusetts Institute of Technology
tomp@mit.edu

Jean-Luc Thiffeault
Dept. of Mathematics
University of Wisconsin - Madison
jeanluc@math.wisc.edu

CP1

Development of An Efficient and Flexible Pipeline
for Lagrangian Coherent Structure Computation

The utility of Lagrangian coherent structures for advective
transport analysis is well-established. Broader adoption of
this method is facilitated by development of robust and
flexible software elements that accommodate wide-ranging
application areas, and modularity that is easily extended
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or modified. We discuss use of Visualization Toolkit li-
braries and standards as a foundation for object-oriented
LCS computation, and how this facilitates integration with
flow visualization softwares. We discuss GPU kernels for ef-
ficient parallel computation, including optimization strate-
gies for better utilization.

Shawn C. Shadden
Cardiovascular Biomechanics Research Laboratory
Stanford University
sshadden@gmail.com

Sivash Ameli, Yogin Desai
Illinois Institute of Technology
sameli@iit.edu, ydesai1@hawk.iit.edu

CP1

New Developments in LCS Theory: Forward-Time
Unstable Manifolds and Generalized Shearless Tori

The recent geodesic theory of Lagrangian coherent struc-
tures (LCS) [Haller & Beron-Vera, Physica D 241 (2012)]
has enabled the accurate computation of transport barriers
in temporally aperiodic flows, including generalized stable
and unstable manifolds, generalized KAM tori, and gener-
alized shear jets. For two-dimensional flows, the remain-
ing challenges in LCS detection include the computation of
generalized stable and unstable manifolds from a single nu-
merical run, and the identification of generalized shearless
(or twistless) KAM tori. In this talk, we present results
on both of these problems, and show their application to
unsteady fluid flows.

Mohammad Farazmand
PhD student, Mathematics, ETH Zurich
farazmand@imes.mavt.ethz.ch

Daniel Blazevski
Department of Mechanical and Process Engineering
ETH Zurich
blazevski@imes.mavt.ethz.ch

George Haller
ETH, Zurich, Switzerland
georgehaller@ethz.ch

CP1

Detecting Invariant Manifolds in Aperiodically
Forced Mechanical Systems

We show how the recently developed theory of geodesic
transport barriers for fluid flows can be used to uncover
key invariant manifolds in externally forced, one-degree-of-
freedom mechanical systems. Specifically, invariant sets in
such systems turn out to be shadowed by least-stretching
geodesics of the Cauchy-Green strain tensor computed
from the flow map of the forced mechanical system. This
approach enables the finite-time visualization of general-
ized stable and unstable manifolds, attractors and general-
ized KAM curves under arbitrary forcing, when Poincaré
maps are not available. We illustrate these results by de-
tailed visualizations of the key finite-time invariant sets of
conservatively and dissipatively forced Duffing oscillators.

Alireza Hadjighasem
Research Assistant at McGill University
alireza.hadjighasem@mail.mcgill.ca

Mohammad Farazmand

PhD student, Mathematics, ETH Zurich
farazmand@imes.mavt.ethz.ch

George Haller
ETH, Zurich, Switzerland
georgehaller@ethz.ch

CP1

Finite-time Scalar Reaction-diffusion with La-
grangian Coherent Structures

In recent years, the concept of Lagrangian coherent struc-
tures (LCS) has gained popularity in identifying finite-time
invariant manifolds in aperiodic dynamical systems. They
are relevant to quantifying the chaotic transport in non-
diffusive fluid flows. In this talk, I will discuss some recent
efforts on extending the use of LCS in systems with finite
diffusion and reaction. It is found that in geophysically
relevant regimes, LCS closely relate to the variability of
scalar reaction-diffusion processes, suggesting its further
use beyond a diagnostic tool for chaotic transport.

Wenbo Tang
Arizona State University
wenbo.tang@asu.edu

CP2

Steady Periodic Waves Bifurcating for Fixed-
Depth Rotational Flows

We consider the existence of steady periodic water waves
for rotational flows with a specified fixed-depth over a flat
bed. We construct a modified height function which ex-
plicitly introduces the mean-depth into the rotational wa-
ter wave problem, and use the Crandall-Rabinowitz local
bifurcation theorem to establish the existence of solutions
of the resulting problem. In the process we obtain explicit
dispersion relations for the resulting flows.

David Henry
University of Vienna
david.henry@univie.ac.at

CP2

Revisiting the Two Wakes Interaction

this paper describes a model of two landau equations that
captures the interaction between the wakes of the incom-
pressible flow between two cylinders in side by side arrange-
ment. From the calculation of the stability problem in the
proximity of the first Hopf bifurcation for this particular
type of flow, and an asymptotic approach appears this dy-
namic system of two coupled Landau equations, which in
our view captures the nonlinear dynamics of this type of
flow.

Jose Ignacio H. Lopez
Mackenzie Presbiterian University, Rua da
Consolao, 930,Cep:01302-907, So Paulo, Brasil.
jihlopez@mackenzie.com.br

CP2

Cross-Waves Driven by Extended Forcing

The nonlinear Schrodinger equation models successfully
used to study cross-waves since Jones (JFM 138, 1984)
rely on the assumption that modulations occur on a slow
lengthscale compared to the subharmonic wavelength and
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to the spatial extent of the forcing. Neither assumption
holds for high frequency (large aspect ratio) experiments.
We extend the theory to include surface tension and a spa-
tially extended forcing term and compare the resulting am-
plitude equations with recent experiments, finding good
agreement.

Jeff Porter, Ignacio Tinao, Ana Laveron-Simavilla
Universidad Politecnica de Madrid
jeff.porter@upm.es, itinao@eusoc.upm.es,
ana.laveron@upm.es

CP2

Rayleigh Surface Wave in An Incompressible
Earths Crustal Layer Sandwiched Between a Rigid
Boundary Plane and a Half Space

In the present paper, Rayleigh surface wave in an earths
crustal layer has been studied. In the first case, the layer
has been kept sandwiched between a rigid boundary plane
and a sandy half space, while in the second case the sandy
half space has been replaced by an elastic half space with
void pores. The dispersion relation has been deduced
and the effect of sandy parameter, rigid boundary, wave
number, inhomogeneity parameter and void parameter has
been illustrated and displayed by means of graphs.

Sumit K. Vishwakarma
Indian School of Mines, Dhanbad, Jharkhand,
India-826004
sumo.ism@gmail.com

CP3

Measurement and Validation of Coupled-Patch
Population Models Via Computational Topology

Coupled patch models of population dynamics combine lo-
cal dynamics on patches with rules for dispersal of the pop-
ulation between patches. Thresholded population values
give rise to spatial patterns and may evolve in a compli-
cated manner in time. I will discuss joint work with Ben-
jamin Holman in which we study coupled Ricker maps and
the complicated patterns they produce. I will also present
preliminary work on model construction and validation us-
ing field measurements of population distribution and den-
sity.

Sarah Day
The College of William and Mary
sday@math.wm.edu

Jesse Berwald
College of William and Mary
jberwald@gmail.com

CP3

Bifurcation Analysis of Reaction-Diffusion Vege-
tation Pattern Formation Models for Semi-Arid
Ecosystems

We consider a class of reaction-diffusion models that seek to
explain spatial vegetation patterns in semi-arid ecosystems.
As a precipitation parameter is varied in these models, pat-
terned states are created and destroyed in a pair of Turing
bifurcations. The patterned states are characterized by up
and down-hexagons on either side of a labyrinthine inter-
mediate. We look at the transition between patterns using
bifurcation theory to identify generic scenarios for transi-

tions between these states.

Karna V. Gowda
Northwestern University
karna.gowda@u.northwestern.edu

Mary Silber
Northwestern University
Dept. of Engineering Sciences and Applied Mathematics
m-silber@northwestern.edu

Hermann Riecke
Applied Mathematics
Northwestern University
h-riecke@northwestern.edu

CP3

Highly Heteroclinically Connected Population
Models

Modeling population dynamics using approximately con-
served quantities facilitates analysis of phenomena driven
by unpredictable time-dependent factors (e.g. annual rain-
fall). Level sets containing several saddle points linked by
heteroclinic orbits can approximate complex behavior that
is poorly modeled by single equilibrium conservative mod-
els such as Lotka-Volterra—small perturbations can trigger
rapid, dramatic changes in qualitative dynamics. Highly
heteroclinic models fit to the well-known Isle Royale wolf-
moose and Hudson Bay Company lynx-hare harvest data
successfully capture pivotal transitions.

Debra Lewis
Department of Mathematics
UC Santa Cruz
lewis@ucsc.edu

CP3

An Age-Structured Population Model with State-
Dependent Delay: Derivation and Numerical Inte-
gration

We present an age-structured population model that ac-
counts for the following aspects of complex life cycles: (i)
There are juvenile and adult stages, (ii) only the adult stage
is capable of reproducing, (iii) cohorts of juveniles can tran-
sition to the adult stage when they have consumed enough
nutrition and (iv) the juvenile and adult populations con-
sume different limited food sources. Taking all of these
into account leads to a new mathematical model that can-
not be directly analyzed using the established framework of
functional differential equations or simulated by standard
numerical schemes for age-structured populations. My talk
will present the derivation of the model, its properties and
numerical scheme to integrate the equations.

Felicia Magpantay
Dept of Mathematics & Statistics
McGill University
fmagpant@mathstat.yorku.ca

Nemanja Kosovalic
Department of Mathematics and Statistics
York University
nemanjak@mathstat.yorku.ca

Jianhong Wu
Department of Mathematics and Statistics
York University
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CP4

Second Invariants for the Topological Characteri-
zation of the Iteration of Differentiable Functions

We consider dynamical systems defined by a particular
class of differentiable functions, as fixed state space. The
dynamics is given by the iteration of an operator induced
by a polynomial map which belongs to an appropriate fam-
ily of bimodal interval maps. We characterize topologically
these dynamical systems, in particular using the second in-
variants defined for the iteration of the bimodal interval
maps.

Maria F. Correia
University of Evora
mfac@uevora.pt

CP4

Bifurcation of Safe Sets in 1-Dimensional Dynami-
cal Systems

Partial-control in dynamical systems is a relatively new
concept in which the trajectory is sought to be confined
within a compact set rather than made to follow a pre-
scribed trajectory. Safe sets arise naturally in partial-
control and are typically compact sets with interior and
depend on two parameters, the disturbance and control
bounds. Here, the change in safe sets in 1-dimensional sys-
tems with changes in the parameters is studied and the
singularities classified and explained.

Suddhasattwa Das
Department of Mathematics
University of Maryland, College Park
iamsuddhasattwa@gmail.com

CP4

Metric Entropy for Nonautonomous Dynamical
Systems

In my talk, I introduce the notion of metric entropy for
a nonautonomous dynamical system given by a sequence
(Xn, μn) of probability spaces and a sequence of measur-
able maps fn : Xn → Xn+1 with fnμn = μn+1. This
notion generalizes the classical concept of metric entropy
established by Kolmogorov and Sinai, and is related via a
variational inequality to the topological entropy of nonau-
tonomous systems as defined by Kolyada, Misiurewicz and
Snoha.

Christoph Kawan
Institute of Mathematics
University of Augsburg
christoph.kawan@math.uni-augsburg.de

CP4

Graphical Krein Signature and Its Application to
Hamiltonian-Hopf Bifurcations

We present a new type of criterion for Hamiltonian-Hopf
bifurcation, particularly exact conditions allowing or pre-
venting a collision of eigenvalues of opposite Krein signa-
ture. We give an exact condition contrary to the exist-
ing work that only covers ’generic’ systems. The criterion
arises from the geometrical theory of graphical Krein signa-
ture. This is a joint work with Peter Miller (U Michigan).

Richard Kollar
Comenius University
Department of Applied Mathematics and Statistics
kollar@fmph.uniba.sk

CP4

Two Linear Foci Suffice to Get Three Nested Limit
Cycles

By considering a specific family of discontinuous differen-
tial systems with two linear zones sharing the equilibrium
position, strong numerical evidence about the existence
of three nested limit cycles was obtained very recently in
[Huan, S.-M. and X.-S. Yang, On the number of limit cy-
cles in general planar piecewise linear systems, Discrete
and Continuous Dynamical Systems-A, 32 (2012), 2147–
2164]. We show, thanks to the canonical forms introduced
in [Freire, E., Ponce, E., and F. Torres, Canonical Discon-
tinuous Planar Piecewise Linear Systems, SIAM J. Applied
Dynamical Systems, 11 (2012), 181–211] how to prove in
an analytical way the existence of such three limit cycles
in more general cases, by following a bifurcation approach.

Francisco Torres, Emilio Freire
Departamento Matematica Aplicada II
Universidad de Sevilla, Spain
ftorres@us.es, efrem@us.es

Enrique Ponce
Departamento de Matemática Aplicada
Escuela Técnica Superior de Ingenieros, Seville, Spain
eponcem@us.es

CP5

Spinodal Decomposition for the Cahn-Hilliard-
Cook Equation

We study the Cahn-Hilliard-Cook equation, which is a
model for a binary alloy. Spinodal decomposition in this
model is described by different stages, based on the inter-
play of linear solution, nonlinearity and stochastic forcing.
It can be shown that initially the additive white noise de-
termines the exact position of the patterns arising. The
characteristic features of the decomposed pattern are inde-
pendent from the noise. After the initial stage the general
dynamics behaves mostly deterministic until the pattern is
fully developed.

Philipp Düren
Universität Augsburg
philipp.dueren@math.uni-augsburg.de

Dirk Blömker
Universitat Augsburg
Germany
dirk.bloemker@math.uni-augsburg.de

CP5

Localized Radial Solutions of the SwiftHohenberg
Equation on the Poincaré Disk

In this talk, we present a result of existence of stationary
localized radial solutions of the Swift-Hohenberg equation
on the real hyperbolic space of dimension two, that we
identify with the Poincaré disk. This type of solutions



DS13 Abstracts 101

is of particular interest for some problems of orientation
tuning in the visual cortex. The proof relies on spatial
dynamics techniques. We also use numerical continuation
to highlight our theoretical result.

Gregory Faye
School of Mathematics
University of Minnesota
gfaye@umn.edu

CP5

Fluctuations of Lyapunov Exponents in Space-
Time Chaos: A Diffusion Process Linked to Surface
Roughening

In a recent paper Kuptsov and A. Politi [Phys. Rev.
Lett. 107, 114101 (2011)] reported on numerical simula-
tions showing that the Lyapunov exponents fluctuations
scale with system size according to a universal scaling law.
Here we show that both the power law scaling and the
universal exponent can be deduced analytically from the
scaling behavior of the characteristic (or covariant) Lya-
punov vectors. In particular, we define a surface asso-
ciated with each Lyapunov vector such that the surface
turns out to be a fractal whose roughening exponents (i.e.
fractal dimensions) are directly linked to the Lyapunov
exponent fluctuation exponent through a universal scal-
ing relation. We, therefore, uncover a profound connec-
tion between the Lyapunov spectrum of (deterministic)
chaotic spatially extended systems and the dynamics of
non-equilibrium (stochastic) surfaces.

Juan M. Lopez

Instituto de Fisica de Cantabria (IFCA), CSIC-UC
lopez@ifca.unican.es

Diego Pazo
Instituto de Fisica de Cantabria, IFCA
pazo@ifca.unican.es

Antonio Politi
Institute for Complex Systems and Mathematical Biology,
University of Aberdeen, UK
a.politi@abdn.ac.uk

CP5

Invariant Manifolds Describing the Dynamics of
a Hyperbolic-Parabolic Equation from Nonlinear
Viscoelasticity

The governing equations for a collection of dynami-
cal problems for heavy rigid attachments carried by
light, deformable, nonlinearly viscoelastic bodies are stud-
ied. These equations are a discretization of a nonlinear
hyperbolic-parabolic partial differential equation coupled
to a dynamical boundary condition. A small parameter
measuring the ratio of the mass of the deformable body to
the mass of the rigid attachment is introduced, and geo-
metric singular perturbation theory is applied to reduce the
dynamics to the dynamics of the slow system. Fenichel the-
ory is then applied to the regular perturbation of the slow
system to prove the existence of a low-dimensional invari-
ant manifold within the dynamics of the high-dimensional
discretization.

J. Patrick Wilber
Department of Mathematics
University of Akron
jw50@uakron.edu

CP5

A Continuous Generalization of the Ising Model

Traditionally, ferromagnetism is studied from the stand-
point of statistical mechanics, using the Ising model. While
retaining the Ising energy arguments, we use techniques
previously applied to sociophysics to propose a continuum
model. Our formulation results in an integro-differential
equation that allows for asymptotic analysis of phase tran-
sitions, material properties, and the dynamics of the for-
mation of magnetic domains.

Haley Yaple, Daniel Abrams
Northwestern University
haleyyaple@u.northwestern.edu,
dmabrams@northwestern.edu

CP6

Reduction Methods for a Family of Infinite-
dimensional Nonsmooth Energy Balance Models

We study a family of energy balance models that nu-
merically exhibit sustained oscillations of canard and
relaxation-type. Although the full infinite-dimensional sys-
tem can be reduced to a two-dimensional invariant mani-
fold, one finds that within this manifold a slow-fast system
governs the dynamics and that the associated vector field
is nonsmooth. The lack of smoothness is due to physical
assumptions on the system and results in a slow manifold
which is only piecewise smooth. In this talk, we introduce
techniques for proving the existence of periodic orbits in
the full system in the presence of this difficulty.

Anna M. Barry
Institute for Mathematics and its Applications
University of Minnesota
annab@ima.umn.edu

CP6

Effects of Noise on Grazing Bifurcations

In this talk I will describe the effects of incorporating noise
into a canonical vibro-impacting model. An attractor of
the deterministic model becomes an invariant density when
noise is added. Under parameter change, the density tran-
sitions between approximately Gaussian and highly non-
Gaussian forms. Impacts correspond to an extreme nonlin-
earity and as a consequence the size of the invariant density
may be proportional to the square-root of the noise ampli-
tude.

David J. Simpson
Department of Mathematics
University of British Columbia
d.j.w.simpson@massey.ac.nz

John Hogan
Bristol Centre for Applied Nonlinear Mathematics
Department of Engineering Mathematics, University of
Bristol
s.j.hogan@bristol.ac.uk

Rachel Kuske
University of British Columbia
rachel@math.ubc.ca

CP6

On Quasi-Periodic Perturbations of Hyperbolic-
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Type Degenerate Equilibrium Point of a Class of
Planar Systems

This paper considers two-dimensional nonlinear quasi-
periodic system with small perturbations. Assume that
the unperturbed system has a hyperbolic-type degenerate
equilibrium point and the frequency satisfies the Diophan-
tine conditions. By KAM iteration we prove that for suffi-
ciently small perturbations, the system can be reduced to
a suitable normal form with an equilibrium point at the
origin.

Junxiang Xu
Southeast University, China
xujun@seu.edu.cn

CP6

Infinitely Many Homoclinic Orbits for Superlinear
Hamiltonian Systems

In this paper we study the first order nonautonomous
Hamiltonian System z? = JHz(t, z), where H(t, z) de-
pends periodically on t. By using a generalized linking
theorem for strongly indefinite functionals, we prove that
the system has infinitely many homoclinic orbits for weak
superlinear cases.

Wang Jun
Jiangsu University
wangmath2011@126.com

Junxiang Xu, Fubao Zhang
Southeast University, China
xujun@seu.edu.cn, zhangfubao@seu.edu.cn

CP7

Self-Organized Network Structure by Co-Evolving
Dynamics Between Reaction-Diffusive Resources
on Nodes and Weighted Connections

We investigated a simple model of a co-evolving weighted
network exhibiting a dissipative diffusion process of a re-
source over a weighted network and resource-dependent
evolution of the link weights. We demonstrate that this
interplay between dynamics both on and of the network,
yields an emergence of power-law distributions in both the
quantities of the resource and the strengths of the links, ac-
companied with a microscopic continuous evolution of the
network.

Takaaki Aoki
Faculty of Education
Kagawa university
aoki@ed.kagawa-u.ac.jp

Toshio Aoyagi
Graduate School of Informatics
Kyoto University
aoyagi@i.kyoto-u.ac.jp

CP7

Oscillatory Network Turing Instability

Diffusion-induced instabilities in network-organized sys-
tems are investigated. The oscillatory Turing instability
is observed in three-component reaction-diffusion systems.
In networks, the instability leads to spontaneous develop-
ments of oscillations in a subset of nodes, depending on

the network architecture, while the other nodes continue
to rest in the stationary steady state. Our results reveal
that oscillations may occur even though individual nodes
are not oscillators. This gives us a new scenario of oscilla-
tory dynamics in network-organized systems.

Shigefumi Hata
Nonliner Dynamics Group, Department of Physics,
Graduate School of Sciences, Kyoto University
hata@fhi-berlin.mpg.de

Hiroya Nakao
Graduate School of Information Science and Engineering,
Tokyo Institute of Technology
nakao@mei.titech.ac.jp

Alexander Mikhailov
Complex systems group, Department of Physical
Chemistry,
Fritz-Haber-Institute of the Max-Planck-Society
mikhailov@fhi-berlin.mpg.de

CP7

Interplay Between Network Topology and Stabil-
ity of a Linear Time Invariant (lti) Control System
with Homogeneous Delays

We focus on a class of LTI system with homogeneous inter-
agent delays broadly studied in the literature, to present
how the arising network structures (graphs) and delays are
correlated from stability point of view, and how one can
design the graphs such that the network can tolerate large
delays without losing stability. We present these results
based on our Responsible Eigenvalue concept, analytical
study of rightmost eigenvalues and delay-adaptive inter-
agent coupling design.

Wei Qiao
Northeastern University
qiao.w@husky.neu.edu

Rifat Sipahi
Department of Mechanical and Industrial Engineering
Northeastern University
rifat@coe.neu.edu

CP7

The Joint Effect of Network Topology and Update
Functions on the Stability of Boolean Networks

Boolean networks are dynamical systems commonly used
to model gene regulation. We study the stability of at-
tractors in a Boolean network with respect to small per-
turbations. While recent work has addressed the separate
effects on stability of nontrivial network topology and up-
date functions, only very crude information exists on how
these effects interact. We present a general solution which
includes both effects, and we show that our predictions
agree with simulations of threshold Boolean networks.

Shane A. Squires
University of Maryland
Institute for Research in Electronics and Applied Physics
shane2squires@gmail.com

Andrew Pomerance
University of Maryland–College Park
pompypants@gmail.com
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Edward Ott
University of Maryland
Inst. for Plasma Research
edott@umd.edu

Michelle Girvan
University of Maryland–College Park
mgirvan@gmail.com

CP7

Large Systems of Interconnected Switches and Os-
cillators

While networks of interacting dynamical systems are of
widespread interest, most research has been restricted to
systems containing a single type of dynamical system (e.g.,
coupled phase oscillators). We analyze large systems of in-
terconnected oscillators and switches and find several co-
existing stable solutions. Transitions between these steady
state solutions are explored, where we find that heterogene-
ity may play an essential role in stabilizing the macroscopic
dynamics of large complex systems.

Dane Taylor
Department of Applied Mathematics
University of Colorado - Boulder
dane.taylor@colorado.edu

Juan G. Restrepo
Department of Applied Mathematics
University of Colorado at Boulder
Juanga@Colorado.EDU

Elana Fertig
Oncology Biostatistics
Johns Hopkins University
ejfertig@jhmi.edu

CP8

On the Role of Intrinsic Neuronal Dynamics for
Relay Synchronization

Recently, a new form of synchronous behaviour has been
discovered in a general context where two oscillators syn-
chronize without being directly coupled, and the informa-
tion transmission is going only via a third, relaying oscil-
lator which is not synchronizing with the other ones (relay
synchronization). A thorough computational study of the
effect of different intrinsic dynamical states of Huber-Braun
model neurons exhibiting relay synchronization under gap-
junction coupling is presented.

Christian Finke
Theoretical Physics/Complex Systems Group
Carl-von-Ossietzky-Universität Oldenburg
christian.finke@uni-oldenburg.de

Epaminondas Rosa
Illinois State University
Department of Physics
erosa@ilstu.edu

Hans Braun
Philipps University of Marburg, Germany
braun@staff.uni-marburg.de

Ulrike Feudel
University of Oldenburg

ICBM, Theoretical Physics/Complex Systems
ulrike.feudel@uni-oldenburg.de

CP8

Suppression of Bursting Synchronization in Clus-
tered Scale-Free Neuronal Networks

Functional brain networks are composed of cortical areas
that are anatomically and functionally connected. One of
the cortical networks for which more information is avail-
able is the cat cerebral cortex. Statistical analyses of the
latter suggest that its structure can be described as a clus-
tered network, in which each cluster is a scale-free network
possessing highly connected hubs. Those hubs are, on their
hand, connected together in a strong fashion (’rich-club’
network). We have built a clustered scale-free network
inspired in the cat cortex structure so as to study their
dynamical properties. We focus on the synchronization of
bursting activity of the cortical areas and how it can be
suppressed by means of neuron deactivation through suit-
ably applied light pulses. It is possible to effectively sup-
press bursting synchronization by acting on a single, yet
suitably chosen neuron, as long as it is higly connected,
thanks to the ’rich-club’ structure of the network.

Ricardo L. Viana
Departmento de Fisica
Federal University of Parana
viana@fisica.ufpr.br

Ewandson Lameu
Graduate Program in Physics
State University of Ponta Grossa, Brazil
ewandson.ll@gmail.com

Carlos Batista
Department of Physics
Federal University of Parana, Brazil
batiscarlos@gmail.com

Antonio Batista
Department of Mathematics and Statistics
State University of Ponta Grossa, Brazil
antoniomarcosbatista@gmail.com

Kelly Iarosz
Graduate Program in Physics
State University of Ponta Grossa, Brazil
kiarosz@gmail.com

Sergio R. Lopes
Department of Physics
Federal University of Parana
lopes@fisica.ufpr.br

Juergen Kurths
Humboldt Univ,Germany, Potsdam Institute for Climate
Impact
Research, Germany, and Aberdeen University, UK
juergen.kurths@pik-potsdam.de

CP8

Optimal Chaotic Desynchronization and Its Appli-
cation in Neural Populations

We develop a procedure which suggests a powerful alterna-
tive to the use of pulsatile stimuli for deep brain stimulation
treatment of Parkinson’s disease. The procedure finds an
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energy-optimal stimulus which gives a positive Lyapunov
exponent, and hence desynchronization, for a neural pop-
ulation, and only requires knowledge of a neuron’s phase
response curve, which can be measured experimentally. We
illustrate the procedure for a model for thalamic neurons,
which are believed to play an important role in Parkinson’s
disease.

Dan D. Wilson
Mechanical Engineering
University of California, Santa Barbara
dan.d.wilson8@gmail.com

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

CP8

Mathematical Models of Bidirectional Signaling in
the Neurovascular Unit

Neural network models can now simulate entire brain sec-
tions resolved to individual cells. The roles of neurovas-
cular and neuroglial interactions are less well understood.
We have developed the first bidirectional model of the neu-
rovascular unit, comprising synaptic discharge, glia, and
arterioles. It is a mechanical, electrical, and biochemical
model with several interactional feedback loops. We will
describe the biological system, model ODEs, and validation
with experimental literature.

Alix Witthoft
Brown University
alix@brown.edu

CP8

Limb Coordination in Crayfish Swimming: The
Neural Mechanisms and Mechanical Implications

During forward swimming, rhythmic movements of limbs
on different segments of the crayfish abdomen progress
from back to front with the same period, but neighbor-
ing limbs are phase-lagged by 25% of the period. This
coordination of limb movements is maintained over a wide
range of frequency. The exact mechanisms underlying this
robustly stable phase-locking are not known. We use dy-
namical systems and fluid mechanics in conjunction with
experimental results to obtain insight into these mecha-
nisms.

Calvin Zhang
University of California, Davis
jwzh@ucdavis.edu

Qinghai Zhang
University of Utah
qinghai@math.utah.edu

Robert D. Guy
Mathematics Department
University of California Davis
guy@math.ucdavis.edu

Brian Mulloney
University of California Davis
bcmulloney@ucdavis.edu

Timothy Lewis
Department of Mathematics
University of California, Davis
tjlewis@ucdavis.edu

CP9

The Average Velocity of Planar Jordan Curves

We present a bound on the integral of the velocity of
a planar Jordan curve in the interior of another Jordan
curve. This bound is applied to verify a new Poincare-
Bendixson type result for planar infinite-horizon optimal
control. Namely, verifying the optimal value is attained by
a periodic solution.

Ido Bright
University of Washington
ibright@uw.edu

Zvi Artstein
The Weizmann Institute of Science
zvika@weizmann.ac.il

CP9

Bio-Inspired Sensing and Control of An Underwa-
ter Vehicle in a Karman Vortex Street

By incorporating bio-inspired sensing modalities such as
those based on a fish lateral line system, underwater vehi-
cles may be able to navigate complex, unknown environ-
ments autonomously. This presentation describes results
from using potential flow theory to model the flow around
a fish-like body in a Karman vortex street. Assuming sen-
sors collect noisy measurements of the flow, a nonlinear
observer is incorporated to estimate the flow for use in a
feedback controller designed for station-holding behavior.

Levi DeVries, Derek A. Paley
University of Maryland
Department of Aerospace Engineering
lddevrie@gmail.com, dpaley@umd.edu

CP9

Amplitude Death Solutions for Stabilization of
Dc Microgrids with Instantaneous Constant-Power
Loads

Constant-power loads on dc microgrids create a destabi-
lizing effect on the circuit that can lead to severe voltage
and frequency oscillations. Amplitude death is a coupling
induced stabilization of the fixed point of a dynamical sys-
tem. We apply amplitude death methods to the stabiliza-
tion problem in this constant-power setting. The ampli-
tude death methods provide an open-loop control solution
to stabilize the system.

Stanley R. Huddy, Joseph Skufca
Clarkson University
huddysr@clarkson.edu, jskufca@clarkson.edu

CP9

Controller
Space Categorization for Delay-Independent Sta-
bility of Linear Time-Invariant (LTI) Systems with
Multiple Uncertain Delays

In many dynamical systems, delays can be uncertain mak-
ing their control difficult. For such systems, it would be
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beneficial to design controllers that guarantee stability “in-
dependent of delays’. On a general LTI system with multi-
ple uncertain delays, we present a non-conservative frame-
work to achieve this delay-independent stability (DIS) con-
trol design even when the control matrices are structured.
This framework is based on analysis of polynomials, al-
though stability is associated with infinitely many eigen-
values.

Payam M. Nia
Northeastern University
nia.p@husky.neu.edu

Rifat Sipahi
Department of Mechanical and Industrial Engineering
Northeastern University
rifat@coe.neu.edu

CP9

Branch and Bound Approach to the Optimal Con-
trol of System Dynamics Models

The System Dynamics (SD) methodology is a framework
for modeling and simulating the dynamic behavior of so-
cioeconomic systems. In order to optimally control such
dynamic systems, we propose a branch-and-bound ap-
proach that is based on a) a bound propagation method,
b) primal heuristics, and c) spatial branching on underly-
ing nonlinear functions of the SD model. Our methods are
implemented in the MINLP solver SCIP. Numerical results
for test instances will be presented.

Ingmar Vierhaus
Zuse Institute Berlin
vierhaus@zib.de

Armin Fügenschuh
Zuse Institut Berlin
fuegenschuh@zib.de

CP10

Cell Cycle Clustering in a Nonlinear Mediated
Feedback Model

The concept of an RS type feedback model for Yeast Au-
tonomous Oscillation is extended to include a mediating
chemical signaling agent. The dynamical properties of the
resulting system include and extend previous results and
may explain the onset of spontaneous density-dependent
oscillations seen in experiments.

Richard Buckalew
Ohio University
rb301008@ohio.edu

Todd Young
Ohio University
Department of Mathematics
youngt@ohio.edu

Erik Boczko
Vanderbilt University
erik.boczko@vanderbilt.edu

CP10

Period-Adding Cascades in Models of the Eukary-

otic Cell Cycle

Low-dimensional models of the eukaryotic cell cycle rep-
resent cell division by discontinuous jumps in the model
state, in response to the crossing of a protein concentra-
tion below a critical level. This work documents period-
adding cascades in such models, associated with conver-
gent sequences of grazing bifurcations, and induced by this
jump discontinuity. It establishes the universal nature and
scaling characteristics of such cascades in the unfolding of
suitably constrained border-collisions and saddle-node bi-
furcations of period-two orbits.

Harry Dankowicz
University of Illinois at Urbana-Champaign
Department of Mechanical Science and Engineering
danko@illinois.edu

Mike R. Jeffrey
University of Bristol
mike.jeffrey@bristol.ac.uk

CP10

Dispersion and Breakup of Clusters in Cell Cycle
Dynamics by Various Mechanisms

Random perturbations of the cell-cycle dynamics with feed-
back model tend to disperse clusters. We consider and
contrast the effects of mechanisms of stochastic perturba-
tions, variable division time and generational differences
on dispersion and eventual breakup of the clusters in the
feedback model. Beginning with numerical simulations, we
study the differences in the effects of these three types of
perturbations in the system in the setting of both small
and large perturbations.

Xue Gong
Ohio University
xg345709@ohio.edu

Todd Young
Ohio University
Department of Mathematics
youngt@ohio.edu

Alexander Neiman
Department of Physics and Astronomy
Ohio University
neimana@ohio.edu

Richard Buckalew
Ohio University
rb301008@ohio.edu

Erik M. Boczko
Department of Biomedical Informatics
Vanderbilt University Medical Center
erik.m.boczko@vanderbilt.edu

CP10

Universality of Stable Periodic Solutions in a Cell
Cycle Mode

We study a model of cell cycle ensemble dynamics from the
perspective of parameter space - a two dimensional triangle
T . For the type of system consider and any positive inte-
ger k there exists a special periodic solution that we call
k-cyclic. We show under very general nonlinear feedback
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that for a given k the stability of the k cyclic periodic solu-
tions can be characterized completely in parameter space.
For a given k we prove that T is partitioned into k2 sub-
triangles on which k cyclic solutions all have the same sta-
bility. We observe that for negative feedback parameter
space is nearly fully covered by regions of stability of k
clustered solutions with k small, e.g. k ≤ 7. For many
parameter values we observe bi-stability or multi-stability.
We also observe that as k grows large, the parameter re-
gion for which the k cyclic solution is stable becomes small
in area and tends to the boundaries of parameter space.

Gregory Moses
Ohio University
gm192206@ohio.edu

CP10

On Cyclin/cdk Oscillations in the Cell Cycle

Abstract: The cell cycle is driven by complexes formed
from cyclin dependent kinases (CDKs) and their cyclin
subunits (Clb2). Exiting mitosis requires a shift of balance
between Clb2:CDK1 and the phosphatase Cdc14. Exper-
iments show that Cdc14 can be locked in an oscillatory
regime by stabilising Clb2. Using a model we propose that
Cdc14 being part of a biochemical oscillator increases its
tunability, and Clb2 acting as a feedback controller leads
to increased robustness of Cdc14 activation.

Thomas Todd
University of Bristol
tom.todd@bristol.ac.uk

CP11

Calculating Early Treatment Gains

The setting is a patient infected with a proliferating
pathogen. We consider the problem of calculating the
difference in time to resolution for the same interven-
tion/adjuvant applied at two different times. Our goal is
to develop a framework with which it is possible to regress
the early treatment gain from a minimal set of data.

Erik M. Boczko
Department of Biomedical Informatics
Vanderbilt University Medical Center
erik.m.boczko@vanderbilt.edu

Todd Young
Department of Mathematics
Ohio University
toddryoung@gmail.com

CP11

On Spread of Phage Infection of Bacteria in a Petri
Dish

A reaction diffusion system with time delay is proposed for
virus spread on bacteria immobilized on an agar-coated
plate. The delay explicitly accounts for a virus latent pe-
riod. The focus is on the speed of spread of infection result-
ing from a localized inoculum of virus and of the existence
of traveling waves of infection.

Hal L. Smith
Arizona state university
halsmith@asu.edu

Horst Thieme
Arizona State
hthieme@asu.edu

Don Jones
Arizona State University
Department of Mathematics
dajones@math.asu.edu

CP11

A Perspective on Multiple Waves of Influenza Pan-
demics

The past four influenza pandemic outbreaks in the United
States has had multiple waves of infections, although the
underlying mechanisms are uncertain. We use mathemat-
ical models to exhibit four mechanisms each of which can
quantitatively reproduce the two waves of the 2009 H1N1
pandemic. All models indicate that significantly reduc-
ing or delaying the initial numbers of infected individuals
would have little impact on the attack rate. This reduction
or delay results in only one wave.

Howard Weiss
Georgia Tech
weiss@math.gatech.edu

CP11

The Significance of Hiv Modelling on Public Health
Strategies

It has been widely reported that new public health strate-
gies have had a significant impact on decreasing new in-
fection rates for HIV - in regions where the approach has
been implemented. In 2011 the journal Science declared
that the biggest scientific breakthrough of the year was
the new approach to HIV. I will explain how mathematical
modelling of HIV transmission dynamics has played a sig-
nificant role (possibly negative) in controlling the spread of
HIV. My work on HIV is joint with Brandy Rapatski and
Fred Suppe.

James A. Yorke
University of Maryland
Departments of Math and Physics and IPST
yorke@umd.edu

CP11

The Heterogeneous Dynamics of the Transcription
Factor NF-kB

NF-kB is a transcription factor that controls hundreds of
genes. Single-cell imaging has shown that when certain
stimuli hit the cell, NF-kB nuclear concentration oscillates.
Our experiments show that NF-kB dynamics in cells is
more heterogeneous than previously reported: in partic-
ular, for some cells oscillations are not observed. We at-
tempt to unveil the origin of this heterogeneity using a
mathematical model involving the main components of the
system.

Samuel Zambrano
San Raffaele University
zambrano.samuel@hsr.it

Marco E. Bianchi
San Raffaele University, Milan (Italy)
bianchi.marco@hsr.it
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San Raffaele Research Institute, Milan (Italy)
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CP12

An Approach to Secure Communication in Chaotic
Systems Without Synchronization

The secure communication is important for several pur-
poses, for example, to keep safe: banking sites, government
secrecy, ... A traditional way to build a secure communi-
cation system is through the synchronization, instead of it
we present a novel feature without use synchronization as
the coding mechanism. In this work we will show how the
transfer entropy can be use to determine the coupling di-
rections in coupled map lattices and then transmit secure
information.

Fabiano Ferrari
Universidade Federal do Paraná
fabianosferrari@gmail.com

Ricardo L. Viana
Departmento de Fisica
Federal University of Parana
viana@fisica.ufpr.br

Romeu Szmoski, Sandro Pinto
Universidade Estadual de Ponta Grossa
rmszmoski@gmail.com, desouzapinto@gmail.com

CP12

The Approximation of Coherent Structures in Non-
Autonomous Dynamical Systems

Coherent structures in the context of non-autonomous dy-
namical systems can be analyzed using transfer operator
methods based on long-term simulations of trajectories on
the whole state-space. In principal these methods are also
applicable to a part of the state-space. In this talk we
present an algorithm that automatically selects a subset
of the state-space probably containing coherent structures.
This preselection is based on the approximation of almost
invariant sets and reduces the numerical effort significantly.

Christian Horenkamp
Chair of Applied Mathematics
University of Paderborn
christian.horenkamp@math.upb.de

Michael Dellnitz
University of Paderborn, Germany
dellnitz@math.upb.de

CP12

Autosynchronization Methods for Pde Model Fit-
ting and Nonlinear Data Assimilation for Ocean
Ecology Informed by Partially-Observed Hyper-
spectral Satellite Imagery

Applications of synchronization to modeling ocean ecol-
ogy by partially observed cloud-covered satellite imagery
are discussed. When modeling spatiotemporal systems for
which not all variables are observable, often the observ-
able contains still hidden regions. Given multiple images
of a dynamic scene and assumed model describing chaotic
reaction diffusion dynamics, parameters and model states
are adaptively observed by synchronization of the model

to observed data, a specialized autosynchronization. Au-
tosynchronization is effective despite hidden spatial infor-
mation.

Sean Kramer
Clarkson University
kramersj@clarkson.edu

CP12

Monitoring the State of in-Land and Coastal Wa-
ters from Space

I’ll describe current multi- and hyper-spectral imagers cur-
rently used to examine water quality of coastal and in-land
sites such as the Columbia River Mouth or Lake Erie. Be-
sides showing many beautiful images, I’ll also provide an
overview of the current ’product’ algorithms used to es-
timate geo-chemical-bio water parameters such as chloro-
phyll concentration. I’ll further describe some new product
algorithms based on insights from nonlinear dynamics de-
signed to capture the ’shape’ of ocean and lake color.

Nicholas Tufillaro
dynamic penguin, LLC.
nbt@aquahue.net

CP13

Multiple Snaking Scenarios in Three-Dimensional
Doubly Diffusive Convection

Doubly diffusive convection is a classic example of a
pattern-forming system. Among the variety of solutions
exhibited by systems of this type are the interesting time-
independent spatially localized states called convectons.
Here, we focus on a three-dimensional binary fluid in a
vertically extended cavity with no-slip boundary conditions
whose motion is driven by temperature and concentration
differences between a pair of opposite vertical walls. No-
flux boundary conditions are imposed on the remaining
walls. When the temperature and concentration contribu-
tions to buoyancy balance the system admits a conduc-
tion state whose instability leads to quasi two-dimensional
spatially localized rolls with D2 symmetry located on a
pair of primary snaking branches. Secondary symmetry
breaking instabilities occur during every nucleation pro-
cess along the primary snaking branches and lead to fully
three-dimensional twisted convectons with Z2 symmetry
which also snake.

Cedric Beaume
Department of Physics
University of California, Berkeley
ced.beaume@gmail.com

Alain Bergeon
Universite de Toulouse (France)
abergeon@imft.fr

Edgar Knobloch
University of California at Berkeley
Dept of Physics
knobloch@berkeley.edu

CP13

Localized Pattern Formation in Reaction Diffusion
Equations with a Source Term

In this talk we will show how the theory of localized pat-
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tern formation, via so-called homoclinic snaking arises nat-
urally in systems of reaction diffusion equations in param-
eter regimes where Turing instabilities occur. The key cri-
terion is that the Turing instability should be sub-critical.
We shall show how this situation arises naturally in a
Schnakenberg system with a constant source term. This
leads to an interplay between quadratic and cubic nonlin-
ear terms when the problem is re-centered on the nontrivial
equilibrium. For an appropriate set of parameter values, of
relevance to a problem in plant biology, the restabilization
of the bifurcating branches leads to a snaking-like structure
whose dynamics can also be described using the theory
of semi-strong interaction. This provides a link between
asymptotic theories of non-local spike interaction and un-
derlying local Turing bifurcations.

Alan R. Champneys, Victor Brena-Medina
University of Bristol
a.r.champneys@bristol.ac.uk,
victor.brenamedina@bristol.ac.uk

CP13

Spatial Localization in Two-Dimensional Convec-
tion with a Large Scale Mode

Localized states (LS) are of considerable interest in both
rotating convection [C. Beaume et al., J. Fluid Mech.,
in press (2012)] and magnetoconvection [D. Lo Jacono,
A. Bergeon and E. Knobloch, J. Fluid Mech. 687, 595
(2011)]. In 2d convection with stress-free boundary condi-
tions (BCs), the formation of LS is due to the interaction
between convective rolls and a large scale mode. We de-
velop a fifth order nonlocal Ginzburg-Landau theory [H.-C.
Kao and E. Knobloch], in preparation to describe the ef-
fects of spatial modulation near a cod-2 point where the
leading order theory breaks down [C. Beaume et al., J.
Fluid Mech., in press (2012)]. With mixed velocity BCs
the large scale mode becomes (weakly) damped and a new
length scale appears in the problem. This permits the in-
terpolation between global and local coupling and sheds
light on numerical continuation results for 2d rotating con-
vection with stress-free and no-slip BCs.

Hsien-Ching Kao
University of California at Berkeley, Department of
Physics
hckao@berkeley.edu

Cedric Beaume
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Edgar Knobloch
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Alain Bergeon
Universite de Toulouse (France)
abergeon@imft.fr

CP13

Phase Reduction Analysis of Oscillatory Patterns
in Reaction-Diffusion Systems

Phase reduction method for oscillatory spatiotemporal dy-
namics of reaction-diffusion systems, such as localized
spots, spiral waves, and target patterns, is developed.

Phase sensitivity function of the system, which quanti-
fies linear phase response of the system to weak spatial
perturbations, is obtained as the solution of an appropri-
ate adjoint equation. Layers of coupled reaction-diffusion
systems exhibiting oscillatory dynamics are analyzed us-
ing the developed method, and interesting synchronization
phenomena, such as multi-modal phase locking, are found.

Hiroya Nakao
Graduate School of Information Science and Engineering,
Tokyo Institute of Technology
nakao@mei.titech.ac.jp

Tatsuo Yanagita
Osaka Electro-Communication University
yanagita@oecu.jp
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The Earth Simulator Center
Japan Agency for Marine-Earth Science and Technology
ykawamura@jamstec.go.jp

CP13

Eisenman2012 Arctic Sea Ice Model: Analysis in
Discontinuous Albedo Limit

We analyze the Eisenman (2012) version of a low-
dimensional Arctic sea ice model, developed to investigate
Arctic sea ice retreat under increasing greenhouse gases. It
includes sea-ice thermodynamics, albedo feedback, and pe-
riodic solar forcing, and is piecewise smooth. In the limit of
a discontinuous albedo, a Poincaré map can be derived and
analyzed exactly to determine stability boundaries for its
fixed points. This approximation also introduces dynamics
associated with Filippov piecewise-smooth systems, which
we explore.

Kaitlin Speer, Mary Silber
Northwestern University
kspeer@u.northwestern.edu, m-silber@u.northwestern.edu

CP14

Understanding Cellular Architecture in Cancer
Cells

Progression to cancer causes a complex set of transforma-
tions in a cell. Neoplastic cells are known to display marked
changes in the morphology of their organelles. However,
there is still no clear mechanistic understanding of this
transformation process. We present a dynamical systems
approach for the evolution of organelles morphology in can-
cer cells. The results provided by this work may increase
our insight on the mechanism of tumorigenesis and help
build new therapeutic strategies.

Simone Bianco, Yee-Hung Mark Chan
UC, San Francisco
simone.bianco@ucsf.edu, yhmchan@ucsf.edu

Susanne Rafelski
UC, Irvine
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UC, San Francisco
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ruggerod@urology.ucsf.edu
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Chao Tang
Peking University and UC, San Francisco
chao.tang@ucsf.edu

CP14

Structural Adaptation of a Microvascular Network

The cardiovascular network provides oxygen and other nu-
trients and removes waste from tissue. Network structure
and function are thought to be maintained by vascular
adaptation, the geometric structural change of microves-
sels in response to hemodynamic and metabolic stimuli -
abnormal vascular adaptation is thought to be associated
with conditions such as hypertension, diabetes, and obe-
sity. In this presentation we examine the dynamics of an
adaptation model in a small network, and demonstrate that
bistability and limit cycles are to be expected.

John B. Geddes, Elizabeth Threlkeld, Margaret-Ann
Seger
Franklin W. Olin College of Engineering
john.geddes@olin.edu,
elizabeth.threlkeld@students.olin.edu,
margaret-ann.seger@students.olin.edu
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UC Berkeley
rsnancollas@gmail.com

Alisha Sieminski
Olin College
alisha.sarang-sieminski@olin.edu

CP14

Robustness of Gene Regulatory Networks

The global dynamics of gene regulatory networks are
known to show robustness to perturbations of different
kinds: intrinsic and extrinsic noise, as well as mutations
of individual genes. One molecular mechanism underlying
this robustness has been identified as the action of so-called
microRNAs that operate via different types of feedforward
loops. We will present results of a computational study,
using the modeling framework of generalized Boolean net-
works, that explores the role that such network motifs play
in stabilizing global dynamics.

Claus Kadelka
Virginia Bioinformatics Institute, Virginia Tech
claus89@vt.edu

David Murrugarra
School of Mathematics, Georgia Tech
davidmmurrugarra@gmail.com

Reinhard Laubenbacher
Virginia Bioinformatics
Institute
reinhard@vbi.vt.edu

CP14

Chemical Signal Processing for Biological Magnetic
Sensors

Geomagnetic fields measurably affect some animals be-
havior but the mechanisms are poorly understood. In a
leading theory supported by some experiments, quantum-
mechanical oscillation modulates chemical reactions that

are sensitive to angular momentum. To thoroughly probe
this theory, one must consider downstream chemical re-
actions which may process photic and magnetic stimuli in
complicated ways. Toward this, we consider singular chem-
ical dynamics perturbed by coherent oscillation, both in the
deterministic (thermodynamic) limit and with fluctuation.

Gregory A. Robinson
University of Colorado at Boulder
University of California, Davis
Gregory.A.Robinson@Colorado.edu

CP14

Stability and Hopf Bifurcation in a Mathematical
Model for Erythropoiesis

We consider an age-structured model for erythropoiesis
that describes the production of blood cells under the influ-
ence of the hormone erythropoietin. Hemoglobin and ery-
thropoietin are involved in a negative feedback loop. We
reduce the model to a system of two nonlinear ordinary
differential equations with two constant delays for which
we show existence of a unique steady state. We deter-
mine all instances at which this steady state loses stability
via a Hopf bifurcation and establish analytical expressions
for the scenarios in which these arise. We show examples
of supercritical Hopf bifurcations for parameter values es-
timated according to physiological values and present nu-
merical simulations in agreement with the theoretical anal-
ysis. We provide a strategy for parameter estimation to
match empirical measurements and compare existing data
on hemoglobin oscillation in rabbits with predictions of our
model.

Susana Serna
Department of Mathematics
Universitat Autonoma de Barcelona
serna@mat.uab.es

CP15

Chaotic Sickle Cell Blood Flow

Sickle cell blood flow is governed by the Navier-Stokes and
oxygen transport equations. For an assumed time varying
solution, neglecting higher order terms, non-linear PDEs
are transformed to autonomous ODEs and related alge-
braic equations. Fixed points, eigenvalues, and Lyapunov
exponent for the ODEs are calculated. Computed deter-
ministic, aperiodic, and initial condition sensitivity of the
ODEs show the chaotic nature of sickle cell blood flow.

Louis C. Atsaves, Wesley Harris
Massachusetts Institute of Technology
latsaves12@gmail.com, weslhar@mit.edu

CP15

Multistable Dynamics in Electroconvecting Liquid
Crystals

By using a timescale separation algorithm based on diffu-
sion map delay coordinates we have identified a small num-
ber of multistable dynamical states in a small, 30 m wide,
electroconvecting liquid crystal sample. These dynamics
are categorized by the repetitive formation, propagation,
and annihilation of instabilities, or defects, in the sample.
By perturbing the applied voltage at different phases of
this defect cycle we are able to steer the system between
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different multistable states.

Zrinka Greguric Ferencek
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CP15

Marangoni Oscillations in Rehology of Langmuir
Polymer Monolayers

The dynamics of monolayers is important in a wide variety
of scientific and technological fields. In the case of Lang-
muir polymer monolayers, experiments are commonly per-
formed to measure surface rheological properties on which
the dynamics is strongly dependent. In these experimental
configurations, a shallow liquid layer is slowly compressed
and expanded in periodic fashion by moving two solid bar-
riers, changing the free surface area and simultaneously
measuring surface properties. Since the forcing frequency
is small, current theoretical studies only include surface
phenomena while ignoring fluid dynamics in the bulk. This
approximation provides good results only if the dynamics is
sufficiently slow. Here we present a long wave theory that
does take fluid dynamics into account. This addresses the
issue of flow effects in the measurement of surface prop-
erties and allows one to determine how small oscillation
frequencies should be to obtain accurate values of rheolog-
ical properties.
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CP15

Nonlinear Stability Analysis of Convective Rolls in
Granular Fluid

In this talk we focus on granular convection. The granular
convection resembles Rayleigh Benard convection as both
are induced by the gravity and the temperature gradient.
The linear stability analysis shows that the conduction be-
comes unstable above the critical parameters which trigger
convection. The nonlinear stability analysis, around the

critical parameters, predicts that the transition from con-
duction to convection state is via a supercritical bifurcation
and this result agrees well with classical convection.

Priyanka Shukla
JNCASR, India
priyankashuk@gmail.com
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CP15

Front Propagation in Steady Cellular Flows: A
Large-Deviation Approach

We examine the propagation speed of Fisher–Kolmogorov–
Petrovskii–Piskunov chemical fronts in steady cellular
flows. A number of predictions have previously been de-
rived assuming small molecular diffusivity (large Péclet
number) and either slow (small Damköhler number) or fast
(large Damköhler number) reactions. Here, we employ the
theory of large deviations to obtain an eigenvalue problem
whose matched-asymptotics solution provides a description
of the front speed for all Damköhler values. Earlier results
are recovered as limiting cases.

Alexandra Tzella
DAMTP, CMS
a.tzella@ed.ac.uk

Jacques Vanneste
School of Mathematics
University of Edinburgh
J.Vanneste@ed.ac.uk

CP16

Controlling Macroscopic Chaos in a Network of
Coupled Oscillators

A non-autonomous infinite network of coupled oscillators
can exhibit chaos. We derive a reduction that accurately
describes its collective asymptotic behavior and design a
control scheme based on this reduced system. The strategy
is then applied to a finite network. Three examples are
studied: a bimodal Kuramoto system, a network of theta
neurons, and a network of Josephson junctions. We also
examine robustness with respect to the network size and
random link removal.

Alexandre Wagemakers
Universidad Rey Juan Carlos
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CP16

Designing Pulse Coupled Oscillators

Pulse coupled oscillators have numerous real world applica-
tions in biology, and increasingly, applications in the con-
trol of and synchronization of system clocks. We describe
a class of oscillators which mix excitation and inhibition as
well as change their own frequencies so as to synchronize
robustly, even when there is a complex network structure,
time delays and heterogeneous oscillator frequencies. We
present both numerical and analytical arguments for this
highly non-linear system.

Joel D. Nishimura, Eric Friedman
Cornell University
jdn48@cornell.edu, ejf@icsi.berkeley.edu

CP16

Synchronous Dynamics and Bifurcation Analysis in
Two Delay Coupled Oscillators with Recurrent In-
hibitory Loops

In this study, the dynamics and low-codimension bifurca-
tion of the two delay coupled oscillators with recurrent
inhibitory loops are investigated. We discuss the abso-
lute synchronization character of the coupled oscillators.
Then the characteristic equation and the possible low-
codimension bifurcations of the coupled oscillator system
are studied. Applying normal form theory and the center
manifold theorem, the stability and direction of the codi-
mension bifurcations are determined. Finally, numerical
results are applied to illustrate the results obtained.

Jian Peng
Hunan University
pengjian@hnu.edu.cn

CP16

Effects of Degree-Frequency Correlations on Net-
work Synchronization

We study network synchronization where internal dynam-
ics (natural frequency) of each oscillator is correlated with
local network properties (nodal degree). Recent studies
have found that such correlations can enhance synchro-
nizability and cause explosive synchronization. Here we
provide a framework for studying the dynamics and de-
scribe a class of correlations with remarkable dynamical
properties. These results show that collective behavior in
network-coupled dynamical systems can be made complex
by creating correlations between dynamical and structural
properties.
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CP16

Loop Searching System with Self-Recovery Prop-
erty

We propose an autonomous system which is capable of
searching for closed loops in a network in which nodes are
connected by unidirectional paths. A closed loop is defined
as a phase synchronization of a group of oscillators belong-
ing to the corresponding nodes. In addition, to develop a
system capable of self-recovery, we have developed novel
regulatory rules for the interaction between nodes.

Kei-Ichi Ueda
RIMS, Kyoto University
kueda@sci.u-toyama.ac.jp

CP17

Spectral Representation of Oscillators

Nonlinear flows exhibiting self-sustained oscillations are
represented by the spectrum of the linear Koopman op-
erator. The resonances (Koopman eigenvalues) given by
the trace of the Koopman operator form a lattice in the
stable half of the complex plane. Near the critical param-
eters for the onset of oscillations, the associated basis of
coherent structures (Koopman modes) is constructed from
a multiple-scale expansion of the flow field and a spectral
expansion of the corresponding amplitudes. Using the two-
dimensional cylinder flow, it is shown that Ritz vectors and
values extracted from the dynamic mode decomposition al-
gorithm approximate the derived Koopman spectrum, as
long as the flow is on or near the limit cycle. Nonlinear dy-
namics near the unstable equilibrium results in continuous
damped branches of Ritz values, that do not correspond to
any discrete Koopman eigenvalues.

Shervin Bagheri

KTH Mechanics (Stockholm - Sweden)
shervin@mech.kth.se

CP17

Building Energy Efficiency Using Koopman Oper-
ator Methods

Building energy models have widespread use in evaluat-
ing building performance. Models simulate thermal condi-
tions at sub-hourly time-scales for the duration of a year.
Despite their capability, zoning approximations, i.e., the
subdivision of building volume into regions with uniform
properties, is performed to manage complexity. By pro-
jecting temperature histories of zones onto eigenmodes of
the Koopman operator, a systematic approach to zoning
is introduced. This technique is illustrated on a building
model of an actual building.

Michael Georgescu
UCSB
mvgeorge@engineering.ucsb.edu

Igor Mezic
University of California, Santa Barbara
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CP17

Sparsity-Promoting Dynamic Mode Decomposi-
tion

Dynamic mode decomposition (DMD) represents an effec-
tive means for capturing the essential features of numeri-
cally or experimentally generated flow fields. In order to
strike a balance between the quality of approximation (in
the least-squares sense) and the number of modes that are
used to approximate the given fields, we develop a sparsity-
promoting version of the standard DMD algorithm. This
is achieved by combining tools and ideas from convex op-
timization and the emerging area of compressive sensing.
Several examples of flow fields resulting from simulations
and experiments are used to illustrate the effectiveness of
the developed method.

Mihailo R. Jovanovic
Electrical and Computer Engineering
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CP17

Detecting Unstable Koopman Modes from Power
Grid Disturbance Data

Emergent disturbances in large-scale interconnected power
grids are repeatedly experienced in the world. We use the
Koopman mode analysis based on the properties of the
point spectrum of the Koopman operator for analysis of
data on physical power flows sampled from a major distur-
bance. This unveils the existence of unstable power flow
patterns that govern the complex dynamics occurring dur-
ing the disturbance.

Yoshihiko Susuki
Kyoto University
Department of Electrical Engineering
susuki.yoshihiko.5c@kyoto-u.ac.jp

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

CP17

Comparison of PCA and Koopman Mode Decom-
position Applied to Estuary Flow

We analyze near-bank velocities recorded by HADCP at
West Point NY in the Hudson River. To the north, a sharp
bend and deep main channel disequilibrate flow during ebb
(falling) tide, yielding an asymmetric temporal signature of
the second PC. We want to characterize, then accurately
compute, the dominant near-bank turbulent eddies. With
PCA and KMD, we aim to quantify spatiotemporal dynam-
ics from field data, thence permitting rational comparison

with computation.
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CP18

Energy-Level Cascades in Physical Scales of 3D In-
compressible Magnetohydrodynamic Turbulence

Working in physical scales, total energy in 3D magnetohy-
drodynamical turbulence is shown to cascade over an in-
ertial range determined by a modified Taylor length scale.
Direct cascades are investigated for energies transported
by distinct mechanisms. Also included are a comment on
flux locality, a scenario in which the inter-medium energy
transfer is predominantly kinetic to magnetic, and a note
regarding the cascade of kinetic energy for non-decaying
fluid turbulence.
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University of Virginia
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Department of Mathematics
University of Virginia
zg7c@virginia.edu

CP18

Analytical Approaches of One-Dimensional Con-
servative Solute Transport in Hetrogeneous Porous
Medium

To solves the analytically, conservative solute transport
equation for a solute undergoing convection, dispersion,
retardation in a one-dimensional inhomogeneous porous
medium. In the present study, the solute dispersion pa-
rameter is considered uniform while the velocity of the
flow is considered spatially dependent. Retardation factor
and first order decay is also considered spatially dependent.
The velocity of the flow is considered inversely proportional
to the spatially dependent function while retardation factor
and first order decay is considered inversely proportional
to square of the velocity of flow. Analytical approaches
introduced for two cases: former one is for uniform in-
put point source and latter case is for varying input point
source where the solute transport is considered initially
solute free from the domain. The variable coefficients in
the advection-diffusion equation are reduced into constant
coefficients with the help of the transformations which in-
troduce by new space variables, respectively. The Laplace
transformation technique is used to get the analytical solu-
tions. Figures are presented illustrating the dependence of



DS13 Abstracts 113

the solute transport upon velocity, dispersion and adsorp-
tion coefficient.

Atul Kumar, R R Yadav
Lucknow University, Lucknow, India
atul.tusaar@gmail.com, yadav rr2@yahoo.co.in

CP18

Deterministic Signature for Intermittent Convec-
tive Transport in Turbulent Systems

In this letter we present evidences that intermittent trans-
port observed in the scrape off layer of magnetically con-
fined devices has a strong signature of determinism. We
show that the universal distribution of density fluctuation
as well as the unique parabolic relation between skewness
and kurtosis observed in experimental data can be ob-
tained by a superposition of stochastic and deterministic
events. A well know deterministic effect, namely, the loose
of transversal stability of periodic orbits embedded in an
invariant (inertial) manifold is used to model the spiky na-
ture of the emissions. The intermittent emissions are pro-
posed to be due to local unstable transversal directions of
the invariant manifold resulting in an ejection of particles
and a consequent burst in the signal. We show that char-
acteristics observed by the emissions namely an impulsive
ejection followed by a slow recovery phase can be directly
related to the deterministic mechanism proposed.
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CP18

Inclination-Flip Homoclinic Orbits in Ageostrophic
Flows with Viscoelastic-Type Reynolds Stress

An alternative title for this paper would perhaps be
”Onset of Lorenz-type chaos in ageostrophic flows with
viscoelastic-type Reynolds stress”. Although this paper
is motivated by challenges in partial differential equations,
our primary objective is to consider a two-mode Galerkin
approximation to ageostrophic flows with viscoelastic-type
Reynolds stress given by the system of singularly perturbed
ordinary differential equations in R4:

Ro
dX

dt
= Y − EkX − λEkW,

dY

dt
= rX − Y −XZ,

dZ

dt
= −bZ +XY,

We
dW

dt
= ε(δλX −W ).

We note the foundation for the study of the low dimen-
sional model, which capture the dominant energy bear-
ing scales, from ageostrophic flows with viscoelastic-type

Reynolds stress, is the Lorenz equations modified through
singular perturbation. Here, the variable X measures the
rate of convective overturning, the variable Y measures the
horizontal density variation, the variable Z measures the
vertical density variation, and the variable W measures the
Reynolds stress. The parameter Ro is the Rossby number,
Ek is the Ekman number, δ is the temporal shear-rate vis-
cosity, r is proportional to the reciprocal of the Froude
number, and We is the Weissenberg number. We continue
our investigation to illustrate the existence of inclination-
flip homoclinic orbits, via a bifurcation with a special type
of eigenvalue condition, taking account of degeneracies. In
order to utilize geometric singular perturbation theory and
Melnikov techniques, we perturb the problem and carry
the nonlinear analysis further to the question of the per-
sistence of inclination-flip homoclinic orbits. This result
enables us to detect Lorenz-type chaos in singularly per-
turbed dynamical systems. Open challenges are raised as
we celebrate the 50th anniversary of 1963 seminal papers
by the troika of Lorenz, Melnikov and Smale.

Maleafisha Stephen Tladi
University of Limpopo, South Africa
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CP19

Chaos Induced Energy Hopping

A highly excited quasi one-dimensional Rydberg atom ex-
posed to periodic alternating external electric ?eld pulses
exhibits chaotic behavior. Time evolution of this system
is governed by a geometric structure of phase space called
a homoclinic tangle and its turnstile. We use the knowl-
edge about the geometric structure of phase space to design
short pulse sequences that quickly and efficiently transfer
electronic wave packet from an initial state (n 306) to ei-
ther a much lower energy state (n 150) or a much higher
energy state (n 500). We present how the phase space ge-
ometry influences the efficiency of the transport between
the energy states.
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CP19

Nonlinear Dynamics of Photoinduced Structural
Change in Molecular Crystals

We discuss the nucleation dynamics of photoinduced struc-
tural change by a model of molecular crystals. The nona-
diabaticity of electron dynamics is fully taken into account
by quantizing the relevant phonon modes, and the spa-
tiotemporal patterns of photoinduced domains are studied
by methods of non-equilibrium statistical mechanics and
multifractal analysis. We found that the formation of a
precursor state of photoinduced nuclei in ultrashort time
scale causes the nonlinearity of the nucleation dynamics.

Kunio Ishida
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CP19

Modeling Temperature Dynamics of Inductively
Heated Shape Memory Polymers Doped with Mag-
netic Nanoparticles

Various methods have been considered for heating shape
memory polymers when noncontact heating is required,
including inductive heating. However, nonlinear thermal
dynamics and the hysteresis present significant challenges
in modeling the dynamics. The purpose of this research
is to develop a model for inductively heated polymers
doped with magnetic nanoparticles. We discuss the well–
posedness of the time discretized model and a comparison
of the numerical results with experimental data in existing
literature.

Peter Kay, Dinesh Ekanayake
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CP19

Reduced Order Modeling of a Nonlinear Piezoelec-
tric Energy Harvester

An infinite dimensional model has been developed for a
bistable asymmetric broadband energy harvesting device
consisting of piezoelectric beams in a buckled configura-
tion. To aid in qualitative understanding of the behavior of
this device, Galerkin projection onto analytic mode shapes
has been used to reduce the order of this model. We re-
view the reduced order model and compare to experimental
results to confirm validity.
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CP20

The Sigma-Delta Modulator as a Chaotic Nonlin-
ear Dynamical System

Sigma-Delta modulators are extensively used for ana-
logue/digital signal processing. I explore their chaotic be-
haviour from the point of view of nonlinear dynamical sys-
tems analysis. I conduct a theoretical study of conditions
for chaos using an adaptation of Devaney’s definition of
chaos. I then introduce a stochastic formulation of the
long-run dynamics, which is applied to give conditions for
uniformly distributed error behaviour (relevant to dithered
control of error statistics).

Donald O. Campbell
University of Waterloo
doc11232003@yahoo.ca

CP20

Families of Hyperbolic Lorenz Knots

We have defined families of hyperbolic Lorenz knots based
on the Birman and Kofman lists which we conjecture to be
hyperbolic, supported on extensive computational testing.
We have also interpreted El-Rifai’s satellite knots construc-
tions in terms of Lorenz braids, Lorenz vectors and sym-
bolic sequences, obtaining algorithms for this operation.
This, along with previous work, allows us to compute sev-
eral Lorenz knots invariants, and also to test if a given
Lorenz knot is a satellite knot.
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CP20

On the Chaotic Cubic-Quintic Oscillator

In this paper, we used Hamiltonian formulation and Lie
transform to investigate cubic-quintic nonlinear oscillator.
Using Chirikov’s overlap criterion we find the critical value,
at which the chaos loses its local character and becomes
global. The results of Lie transformation analysis and
Chirikov’s criteria for the oscillator are compared with nu-
merically generated Poincare Maps.
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CP20

Invariants of Templates, Knots and Links Gener-
ated by Renormalizable Lorenz Maps

We describe the sub-Lorenz templates generated by renor-
malizable Lorenz maps, in terms of the templates generated
by the renormalized map and by the map that determines
the renormalization type. Consequently we obtain explicit
formulas for the Williams ζ function of renormalizable sub-
Lorenz templates and also for the genus and the braid index
of renormalizable Lorenz knots and links.

Luis F. Silva
Departmental Area of Mathematics,
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CP20

Almost Lyapunov Functions

A well-known method for showing convergence of all so-
lutions of an ODE ẋ = f(x) to an equilibrium consists in
finding a Lyapunov function V (x) which is a positive (away
from the equilibrium) smooth function that decays along
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all non-zero solutions V ′(x) ·f(x) < 0. Suppose now that a
candidate Lyapunov function decays everywhere except for
a set of small measure. Given the measure of the “bad’ set,
this work gives necessary conditions on f(x), V (x) which
still assure some type of stability.
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CP21

Synaptic Architecture that Promotes Robust Spa-
tiotemporal Neural Dynamics

Spatial models of neuronal networks often assume that
synaptic connectivity depends only on the distance be-
tween neurons. Such dynamical systems are marginally
stable, so solutions diffuse in the presence of noise. More
realistic models of neuronal connectivity include spatial
heterogeneity. The resulting systems do not exhibit de-
generacies such as translation invariance. In this talk, we
will explore how breaking the symmetry of spatial con-
nectivity in models of neuronal networks can make their
dynamics more robust. Specifically, we focus on how well
bumps stay in the vicinity of their initial position in the
presence of noise.

Zachary Kilpatrick
University of Houston
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CP21

Formation and Maintenance of Multistability in
Balanced Neuronal Networks with Plasticity

Neuronal networks in cortex exhibit complex and vari-
able patterns of activity even in the absence of a stim-
ulus. These dynamics may reflect fluctuations between
different stable attractor states. However, attractor net-
works require specific connectivity patterns to ensure ex-
citation and inhibition remain in balance while preserving
multistability. We investigate how this connectivity may
be maintained. We show that simple homeostatic plastic-
ity rules that regulate excitatory and inhibitory synaptic
strengths can lead to robust multistability in balanced net-
works without fine-tuning of parameters. These rules en-
sure that the system stochastically samples its full reper-
toire of attractor states, leading to rich spontaneous dy-
namics.

Ashok Litwin-Kumar
Carnegie Mellon University
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CP21

Heterogeneity-induced Transitions in Large-scale

Systems

I will present derivation and analysis of mean-field equa-
tions in the presence of heterogeneities i) in the synaptic
connections and ii) in the transmission delays (related to
the distances between neurons). The dynamics of the limit
equation will evidence a number of phase transitions be-
tween stationary and periodic solutions as a function of
the degree of heterogeneity, related in the case of hetero-
geneous delays to the topology of the cortical area.
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CP21

Complexity of Random Neural Networks

We investigate the explosion of complexity arising near the
phase transition to chaos in random neural networks. We
show that the mean number of equilibria undergoes a sharp
transition from one equilibrium to a very large number scal-
ing exponentially with the dimension on the system. Near
criticality, we compute the exponential rate of divergence,
called topological complexity. Strikingly, we show that it
behaves exactly as the maximal Lyapunov exponent, sug-
gesting a deep and underexplored link between topological
and dynamical complexity.
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CP22

Accuracy and Stability of the Continuous-Time
3dvar-Filter for 2D Navier-Stokes Equation

We consider a noisy observer for an unknown solution of
a deterministic model. The observer is a stochastic model
arising in the limit of frequent observations in filtering,
where noisy observations of the low Fourier modes together
with knowledge of the deterministic model are used to track
the unknown solution. We establish stability and accuracy
of the filter by studying this for the stochastic PDE de-
scribing the observer.
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CP22

The Numerical Integration of a Convection Prob-
lem with Temperature Dependent Viscosity: Sim-
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ulations and Results

We propose spectral numerical methods to solve the time
evolution of a convection problem in a 2D domain with
viscosity strongly dependent on temperature. At a fixed
aspect ratio the analysis is assisted by bifurcation tech-
niques such as branch continuation. Stable stationary so-
lutions become unstable through a Hopf bifurcation after
which the time dependent regime is solved by the spectral
techniques. We discuss some results on how different vis-
cosity laws affect the formation and morphology of thermal
plumes.
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CP22

Navier-Stokes Equations on Rotating Surfaces:
Regularity, Algorithm, Analysis, Simulations

Development of efficient algorithms with rigorous analy-
sis for partial differential equations (PDE) on domains and
surfaces requires knowledge of the regularity of solutions of
the PDE. In this talk, for the Navier-Stokes equations on
rotating spheres we discuss (i) the global regularity for real
and complexified time; (ii) a high-order algorithm with sta-
bility and convergence analysis; (iii) long time simulation
of a benchmark atmospheric flow model and justification
of a turbulence theory.
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CP22

Study of Explicit and Implicit Time Integration
Methods for Various Low Mach Number Precon-
ditioners and Low Dissipation Schemes Applied to
Steady and Unsteady Inviscid Flows

The performance of many existing compressible codes de-
grades as the Mach number of the flow tends to zero and
leads to inaccurate computed results. To alleviate the
problem, Roe-type based schemes have been developed for
all speed flows, such as the preconditioned Roe and low
dissipation schemes. To solve this preconditioned equa-
tions for steady and unsteady state solution, there exist
many explicit and implicit time integration strategies. For
explicit steady formulation Euler, classical RK4 and 5-
stage Martinelli-Jameson(MJ) time integration techniques
are considered, while for implicit backward Euler with flux
linearization method is studied. In unsteady state sim-
ulation, Dual-time stepping formulation is used. For ex-
plicit unsteady state formulation Euler(τ )-BDF2(t), classi-
cal RK4 and 5-stage MJ with Euler(τ )-BDF2(t) discretiza-
tion are considered, while for implicit physical time is dis-
cretized using backward Euler and BDF2 scheme with flux
linearization are studied.

Ashish Gupta
University of Tennessee at Chattanooga
cxw842@mocs.utc.edu

CP22

An Online Manifold Learning Approach for Model
Reduction

An online manifold learning method is developed for di-

mensional reduction of dynamical systems. The method
may be viewed as a variant of Picard iteration combined
with a model reduction procedure. Specifically, starting
with a test solution, we solve a reduced model to obtain
a better approximation, and repeat this process until suf-
ficient accuracy is achieved. Convergence of the proposed
method is proved. The accuracy of the proposed method
is demonstrated by Navier-Stokes equation.

Liqian Peng
University of Florida
liqianpeng@ufl.edu

Kamran Mohseni
University of Florida, Gainesville, FL
mohseni@ufl.edu

CP23

Phase Characterization of Complex Systems

In this work we present a new approach for measuring the
phase of complex systems. The approach is based on find-
ing sinusoidal fits to segments of the signal therefore ob-
taining, for each segment, an appropriate frequency from
which a phase can be derived. The method is adjustable
to different types of signals and robust against moderate
noise levels. Three cases are presented for demonstrating
the applicability of the method.

Rosangela Follmann
Polytechnic School of University of Sao Paulo
rosangelafollmann@gmail.com

Elbert E. Macau
INPE - Brazilian National Institute for Space Research
LAC - Laboratory for Computing and Applied
Mathematics
elbert@lac.inpe.br

Epaminondas Rosa
Illinois State University
Department of Physics
erosa@ilstu.edu

Jose Roberto Castilho Piqueira
Polytechnic School of University of Sao Paulo
piqueira@lac.usp.br

CP23

Gyrostatic Extensions of the Lorenz 1963 System
as Novel Time Series Models for Atmospheric Data

The talk will discuss the authors finite systems of ODEs
in the form of coupled Volterra gyrostats (gyrostatic mod-
els, the simplest being equivalent to the Lorenz system)
developed for modeling atmospheric flows. Due to recent
progress in understanding statistical properties of dynam-
ical systems, exemplified by results for the Lorenz system,
gyrostatic models may provide a viable alternative to those
borrowed from standard time series analysis, which involve
strong assumptions rarely met in real data.

Alexander Gluhovsky
Purdue University
aglu@purdue.edu

CP23

Stability of Intrinsic Localized Modes in Paramet-
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rically Driven Coupled Cantilever Arrays

A micro-cantilever array can be modeled as the nonlinear
coupled oscillator in which quartic nonlinearity appear in
both on-site and inter-site potentials. It is known that the
stability of intrinsic localized mode (ILM) is flipped when
the ratio between the on-site and the inter-site nonlineari-
ties. In this poster, the stability of ILM will numerically be
discussed for the system in which the ratio is sinusoidally
varied in time, namely the parametrically driven system.

Masayuki Kimura
School of Engineering
The University of Shiga Prefecture
kimura.m@e.usp.ac.jp

Takashi Hikihara
Department of Electrical Engineering
Kyoto University
hikihara.takashi.2n@kyoto-u.ac.jp

Yasuo Matsushita
School of Engineering
The University of Shiga Prefecture
matsushita.y@usp.ac.jp

CP23

Challenges and Tools for State and Parameter Es-
timation from Time Series

Which model fits best to my data? Which parameters
of the model of interest can be (reliably) estimated from
observations? Has the identified model predictive power?
Can the observed dynamics (approximately) be described
by a “simple’ (low-dimensional) mathematical model? To
address these questions we shall use coarse grained descrip-
tions of the dynamics in terms of ordinal patterns, non-
linear dimension reduction methods, optimization based
estimation methods, automatic differentiation, and a sen-
sitivity analysis based on delay embedding of time series.
All relevant tasks, major obstacles, and suggested solu-
tions will be illustrated using chaotic dynamical systems in-
cluding (spatially-extended) high-dimensional models from
physics and biology (e.g. cardiac cells).

Ulrich Parlitz
University of Goettingen
ulrich.parlitz@ds.mpg.de

Jan Schumann-Bischoff, Stefan Luther
Max Planck Institute for Dynamics and Self-Organization
jan.schumann-bischoff@ds.mpg.de,
stefan.luther@ds.mpg.de

CP24

Connecting Curves in Higher Dimensions

Chaotic attractors can exhibit large-scale bifurcations as
their control parameters are varied. In higher dimensions,
these bifurcations result in structural changes that can be
understood in terms of vortices, hyper-vortices and the vor-
tex core lines that identify them in phase space. We use
cuspoid catastrophes An, n=3,4,5, to describe the struc-
tural changes that can occur in a class of n-dimensional
differential dynamical systems.

Greg Byrne
George Mason University
gr3g.byrne@gmail.com

Bob Gilmore
Drexel University
n/a

CP24

Explicit Inhomogeneities in Symmetry-Breaking
Systems

Equivariant theory can be used to analyze pattern forming
systems, and has been extended to encompass systems with
explicit anisotropies. We use group theory to examine gen-
eral (i.e., model-independent) pattern formation with an
explicitly inhomogeneous background, such as for a Turing
instability occuring on a periodic substrate. The presence
of such inhomogeneities can create new solutions and dy-
namics.

Timothy K. Callahan
Arizona State University
Department of Mathematics and Statistics
callahat@erau.edu

CP24

Mathematical Physics of Cellular Automata

A universal map is presented valid for all deterministic 1D
cellular automata (CA). It can be extended to an arbitrary
number of dimensions and topologies and its invariances al-
low to classify all CA rules into equivalence classes. Com-
plexity in 1D systems is then shown to emerge from the
weak symmetry breaking of the addition modulo an inte-
ger number p. The latter symmetry is possessed by certain
rules that produce Pascal simplices in their time evolution.

Vladimir Garcia-Morales
Institute for Advanced Study
Technische Universität München
vmorales@ph.tum.de

CP24

Unfolding the Piecewise Linear Analogous of Hopf-
Zero Bifurcation

Three-dimensional symmetric piecewise linear differential
systems near the conditions corresponding to the Hopf-
zero bifurcation for smooth systems are considered. By
introducing one small parameter, we study the bifurcation
of limit cycles in passing through its critical value, when
the three eigenvalues of the linear part at the origin cross
the imaginary axis of the complex plane. The simultaneous
bifurcation of three limit cycles is proved. Conditions for
stability of these limit cycles are provided, and analytical
expressions for their period and amplitude are obtained. A
generalized version of Chua’s circuit is shown to undergo
such Hopf-zero bifurcation for a certain range of parame-
ters.

Enrique Ponce
Departamento de Matemática Aplicada
Escuela Técnica Superior de Ingenieros, Seville, Spain
eponcem@us.es

Javier Ros, Elisabet Vela
Universidad de Sevilla
javieros@us.es, elivela@us.es
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CP24

Morse Theory for Lagrange Multipliers

Given f, μ : Rn → R, one studies critical points of
f |μ−1(0) using the Lagrange multiplier function F : R\ ×
R → R, F(§, η) = {(§) + ημ(§). The gradient flow of F ,
after rescaling the metric on R by λ−2, is

x′ = − (∇f(x) + η∇μ(x)) , η′ = −λ2μ(x).

The homology of the Morse-Smale-Whitten complex of F
is independent of λ. We show that in the limit λ → ∞ we
obtain the complex for f |μ−1(0), and in the limit λ → 0
we obtain a complex whose homology can be computed
using geometric singular perturbation theory.

Stephen Schecter
North Carolina State University
Department of Mathematics
schecter@ncsu.edu

Guangbo Xu
Princeton University
guangbox@math.princeton.edu

CP25

Existence and Stability of Left-Handedness: An
Evolutionary Model

An overwhelming majority of humans are right-handed.
I will present a novel mathematical model and use it to
test the idea that population-level hand preference rep-
resents a balance between selective costs and benefits in
human evolutionary history. Supporting evidence comes
from handedness distributions among elite athletes; our
model can quantitatively account for these distributions
within and across many professional sports. The model
can also explain the absence of consistent population-level
“pawedness’ in many animal species.

Daniel Abrams
Northwestern University
dmabrams@northwestern.edu

Mark J. Panaggio
Engineering Science and Applied Mathematics
Northwestern University
markpanaggio2014@u.northwestern.edu

CP25

Ecological and Evolutionary Stability of Single-
Species Dispersal in a Two-Patch Habitat

Natural selection is an evolutionary mechanism that
strongly affects species diversity. At suitable spatial scales,
landscapes are not heterogeneous. To begin to answer how
movement strategies might evolve, we analyze a simple
single-species ordinary differential equation model describ-
ing theoretical movement between two different habitats.
Combining analytical and numerical methods, we identify
evolutionarily singular dispersal strategies, show that they
are evolutionarily and convergence stable, and describe
how two different types of costs affect these strategies.

Theodore E. Galanthay
University of Colorado
theodore.galanthay@colorado.edu

CP25

Alternate Models of Replicator Dynamics

This work concerns models of evolutionary dynamics,
which combine differential equations with game theory. In
particular, we study systems of the form ẋi = g(xi)(fi−φ),
called replicator dynamics, in the context of rock-paper-
scissors (RPS) games. Here g is a natural growth function;
fi = (A	x)i is the fitness of strategy i, where A is the RPS
payoff matrix; and φ =

∑
i
g(xi)fi/

∑
i
g(xi) is the average

fitness. The standard replicator equation takes g(xi) = xi.
We analyze the case g(xi) = xi−αx2

i , which exhibits richer
dynamics.

Elizabeth N. Wesson
Cornell University
enw27@cornell.edu

Richard H. Rand
Cornell University
Dept of Theoretic & Appl Mech
rhr2@cornell.edu

CP26

Competitive Modes As Reliable Predictors of
Chaos Versus Hyperchaos, and As Geometric Map-
pings Accurately Delimiting Attractors

We consider real quadratic dynamics in the context of com-
petitive modes. We consider hyperchaotic systems, and
conclude that they exhibit three competitive modes, in-
stead of two as for chaotic systems . And, in a novel twist,
we re-interpret the components of the Competitive Modes
analysis as simple geometric criteria to map out the spatial
location and extent, as well as the rough general shape, of
the system attractor for any parameter sets corresponding
to chaos.

Roy Choudhury
University of Central Florida
choudhur@longwood.cs.ucf.edu

Robert Van Gorder
Department of Mathematics
Unversity of Central Florida
rav@knights.ucf.edu

CP26

Integrated Semigroups and the Cauchy Problem
for Some Nonelinear Fractional Differential Equa-
tions

Let A be a linear closed operator defined on a dense set in
a Banach space E to E. In this note it is supposed that A
is the generator of α - times integrated semigroup, where α
is a positive number. The abstract Cauch problem of the
fractional abstract differential equation:

dβu(t)

dtβ
= Au(t) + f(t, u),

with the initial condition: u(0) = u0 ∈ E, is studied,
where 0 < β ≤ 1, and f , is a given nonelinear abstract
function. The solution of the Cauchy problem is obtained
under suitable conditions on f . An application is given.

Mahmoud M. El-Borai
Prof.of Math. Dep. of Mathematics Faculty of Science
Alexandria University Alexandria Egypt
m m elborai@yahoo.com
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CP26

Classifying Workload Using Discrete Deterministic
Nonlinear Models

We illustrate the use of a novel deterministically chaotic
classification algorithm. The algorithm is used to classify
human subject cognitive workload using only the subjects
electrocardiogram (ECG) as input. Presented are the al-
gorithm and a case study, in which the algorithm is used to
discretely classify the level of a subjects cognitive workload
for various tasks. Presentation is given to the accuracy of
the chaotic classifier for the domain of cognitive workload
using surrogate tasks.

Joseph Engler, Thomas Schnell
Operator Performance Laboratory
University of Iowa
joseph-engler@uiowa.edu, thomas-schnell@uiowa.edu

CP26

Finite-Time Lyapunov Analysis of Two Timescale
Systems

Finite-time Lyapunov exponents and vectors are used to
define and diagnose boundary-layer type, two-timescale be-
havior in finite-dimensional nonlinear systems and to de-
termine an associated slow manifold when one exists. Two-
timescale behavior is characterized by a slow-fast splitting
of the tangent bundle for a not necessarily invariant state
space region. Invariance-based orthogonality conditions
are used to identify the associated manifold structure.

Kenneth Mease
University of California, Irvine
kmease@uci.edu

Marco Maggia
University of California Irvine
mmaggia@uci.edu

CP26

The Memory of Non-Smooth Systems

Traditional mode decomposition techniques are inaccurate
for impacting systems. The effect of the impact is of the
same order for all modes, therefore increasing the num-
ber of modes leads to a diverging description. Here, I
will introduce a method that decouples the impact from
the infinitely many modes by transforming the system into
an equivalent low-dimensional delay equation. Within this
framework I obtain a converging description as the delay
terms are independent of the impact.

Robert Szalai
University of Bristol
r.szalai@bristol.ac.uk

CP27

Parametrically Driven Oscillators with Added
Noise

A theoretical model that describes the dynamics of para-
metrically driven oscillators with added thermal noise is
reported here. Quantitative estimates for heating and
quadrature thermal noise squeezing near the threshold to
the first parametric instability are given [1]. Further-
more, we describe parametric amplification, which is ex-
tremely selective in frequency and phase of the exter-

nal signal, and presents a high output signal-to-noise ra-
tio [2].$[1]A.A.Batista, Phys.Rev.E86, 051107(2012).$[2]
A.A. Batista and R. S. N. Moreira, Phys. Rev. E 84,
061121 (2011).

Adriano A. Batista
Department of Physics
University of California
adriano@df.ufcg.edu.br

CP27

Nondeterminism of Piecewise Smooth System

A close look at the dynamics of piecewise smooth systems
reveals that their peculiarity goes way beyond nondifferen-
tiable orbits and sliding regions. Lack of smoothness entails
loss of uniqueness of solutions both forward and backward
in time, and a consequential loss of determinism. I will dis-
cuss some of these exotic behaviours and their relation to
the real-world phenomena that they attempt to describe.

Alessandro Colombo
Massachusetts Institute of Technology
alessandro.colombo@polimi.it

CP27

Conditionally Stationary Measures for Random
Diffeomorphisms

For random diffeomorphisms the relations between condi-
tionally stationary measures and controllability properties
of an associated deterministic control system are investi-
gated. The main result gives conditions implying that the
support of such a measure is the closure of a relatively in-
variant control set. This result generalizes known results
characterizing the supports of stationary measures by in-
variant control sets. This paper may be viewed as a contri-
bution of open dynamical systems, here for random systems
and control systems.

Fritz Colonius
University of Augsburg
fritz.colonius@math.uni-augsburg.de

CP27

Modelling Computer Dynamics: Can Complexity
Overshadow Determinism?

To predict computer performance, one needs effective and
informative models of computer dynamics. Traditional ap-
proaches to this employ linear stochastic methods; new
work suggests that nonlinear deterministic methods are
more appropriate. It turns out that neither approach is
successful in all cases, which raises a larger research ques-
tion: given a time series from an arbitrary dynamical sys-
tem, how can one decide which modelling strategy will
work better? We will propose information-theoretic met-
rics for this task.

Joshua Garland
University of Colorado at Boulder
garland.joshua@gmail.com

Elizabeth Bradley
University of Colorado
Department of Computer Science
lizb@cs.colorado.edu
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CP27

Dynamical Regimes and Transitions in Plio-
Pleistocene Asian Monsoon

We propose a novel approach based on the fluctuation of
similarity to identify regimes of distinct dynamical com-
plexity in short time series. A statistical test is devel-
oped to estimate the significance of the identified transi-
tions. Our method is verified by uncovering bifurcation
structures in several paradigmatic models, providing more
complex transitions compared with traditional Lyapunov
exponents. In a real-world situation, we apply this method
to identify millennial-scale dynamical transitions in Plio-
Pleistocene proxy records of the South Asian summer mon-
soon system. We infer that many of these transitions are
induced by the external forcing of the solar insolation and
are also affected by internal forcing on Monsoonal dynam-
ics, i.e., the glaciation cycles of the Northern Hemisphere
and the onset of the Walker circulation.

Nishant Malik
Department of Mathematics
University of North Carolina at Chapel Hill
nmalik@email.unc.edu

Yong Zou
Department of Electronic and Information Engineering
The Hong Kong Polytechnic University Hung Hom,
Kowloon, Hon
yong.zou@polyu.edu.hk

Norbert Marwan
Potsdam Institute for Climate Impact Research
marwan@pik-potsdam.de

Juergen Kurths
Humboldt Univ,Germany, Potsdam Institute for Climate
Impact
Research, Germany, and Aberdeen University, UK
juergen.kurths@pik-potsdam.de

CP28

The Rhomboidal Symmetric Mass Four-Body
Problem

We consider the existence and stability of periodic solutions
with regularizable collisions in the rhomboidal symmetric-
mass four-body problem. In two degrees of freedom, where
the analytic existence of the periodic solutions is given by a
variational method, the periodic solutions are numerically
linearly stable for most of the values of the mass parameter.
In four degrees of freedom, we establish the analytic exis-
tence of the periodic solutions and numerically investigate
their linear stability.

Lennard F. Bakker, Skyler Simmons
Brigham Young University
bakker@math.byu.edu, skyler simmons
¡xinkaisen@gmail.com¿

CP28

Integrable Many-Body Models on a Circle

We use generalized Lagrangian interpolation and finite-
dimensional representations of differential operators to con-
struct various many-body models, which describe N points
confined to move on a plane circle. Their Newtonian equa-
tions of motion are integrable, i. e. they allow the ex-
plicit exhibition of N constants of motion in terms of the

dependent variables and their time-derivatives. Some of
these models are moreover solvable by purely algebraic
operations, by (explicitly performable) quadratures and,
finally, by functional inversions. This is a joint work
with Francesco Calogero from the University of Rome ”La
Sapienza”.

Oksana Bihun
Concordia College, Moorhead, MN
obihun@cord.edu

CP28

Collinear Equilibrium Points and Linear Stability
in the Generalized Photogravitational Chermnykh-
Like Problem with Power-Law Profile

We have considered the motion of infinitesimal mass in
the generalized photogravitational Chermnykh-like prob-
lem with power-law profile. The collinear equilibrium
points of the proposed problem are determined. In addition
with three, a new collinear equilibrium point is obtained.
Again, we have examined linear stability of the points and
noticed that generally, all the collinear points are unstable
but some are stable for specific values of inner and outer
radii of the disk.

Ram Kishor, Badam Singh Kushvah
Indian School of Mines, Dhanbad-826004,
Jharkhand, India.
kishor.ram888@gmail.com, bskush@gmail.com

CP28

Stability of Relative Equilibria in the N-Vortex
Problem

In the weather research and forecasting models of certain
hurricanes, “vortex crystals’ are found within a polygonal-
shaped eyewall. These special configurations can be inter-
preted as relative equilibria (rigidly rotating solutions) of
the point vortex problem introduced by Helmholtz. Their
stability is thus of considerable importance. Adapting an
approach of Moeckel’s for the companion problem in celes-
tial mechanics, we present some useful theory for study-
ing the linear stability of relative equilibria in the planar
N-vortex problem. For example, we show that when the
vorticities are all of the same sign, a relative equilibrium is
linearly stable if and only if it is a minimum of the Hamilto-
nian restricted to a level surface of the moment of inertia.
Some symmetric examples will be presented, including a
linearly stable family of rhombi in the four-vortex prob-
lem.

Gareth E. Roberts
Dept. of Mathematics and C.S.
College of the Holy Cross
groberts@holycross.edu

CP28

Implementation of Dynamical Systems Techniques
for the Mars-Phobos Three-Body Problem with
Additional Gravity Harmonics

Following ESAs proposal for a sample-return mission to
Phobos, this paper analyses the orbital dynamics of the
Mars-Phobos system to provide low-cost observation points
for exploration. The proposed nonlinear model of a space-
crafts motion in the vicinity of Phobos incorporates the
highly inhomogeneous gravity field into a restricted three-
body problem. State-of-the-art analytical and numerical
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methodologies from dynamical systems theory are used to
identify periodic orbits around the libration points.

Mattia Zamaro
Advanced Space Concepts Laboratory
mattia.zamaro@strath.ac.uk

James Biggs
University of Strathclyde
james.biggs@strath.ac.uk

CP29

Intra-Community Clustering and Solvency in a
Simulated Banking Network Model

We present a model of a banking network where connectiv-
ity occurs in the form of simulated 3-day interbank loans
occurs based on two selection models. Average system sol-
vency is assessed in the context of community average be-
tweeness centrality for each of 300 banks. Results show
that while fundamental clustering characteristics do not
change between the two selection methods, system solvency
is impacted by the method used to select overnight lenders.

Peter C. Anselmo
New Mexico Institute of Mining and Technology
anselmo@nmt.edu

CP29

Twitter Reciprocal Reply Networks Exhibit Assor-
tativity with Respect to Happiness

The advent of social media has provided an extraordinary,
if imperfect, big data window into the form and evolution of
social networks. Based on nearly 40 million message pairs
posted to Twitter between September 2008 and February
2009, we construct and examine the revealed social network
structure and dynamics over the time scales of days, weeks,
and months. At the level of user behavior, we employ our
recently developed hedonometric analysis methods to in-
vestigate patterns of sentiment expression. We find users
average happiness scores to be positively and significantly
correlated with those of users one, two, and three links
away. We strengthen our analysis by proposing and using
a null model to test the effect of network topology on the
assortativity of happiness. We also find evidence that more
well connected users write happier status updates, with a
transition occurring around Dunbar’s number. More gen-
erally, our work provides evidence of a social sub-network
structure within Twitter and raises several methodological
points of interest with regard to social network reconstruc-
tions.

Catherine A. Bliss
University of Vermont
Department of Mathematics and Statistics
catherine.bliss@uvm.edu

Isabel Kloumann
Department of Mathematics
Cornell University
imk36@cornell.edu

Kameron D. Harris
University of Washington
kamerondeckerharris@gmail.com

Chris Danforth

Mathematics and Statistics
University of Vermont
chris.danforth@uvm.edu

Peter Dodds
University of Vermont
pdodds@uvm.edu

CP29

Time-Scale Lyapunov Functions for Incentive Dy-
namics on Riemannian Geometries

Time-scale calculus allows the study of difference and dif-
ferential equations simultaneously. In this talk we present
the application of time-scale Lyapunov stability theory to
game-theoretically inspired incentive dynamics on the sim-
plex for a wide class of Riemannian geometries, giving time-
scale Lyapunov functions in terms of information diver-
gences for a large class of discrete and continuous-time dy-
namics that include many well-known dynamical systems
in evolutionary game theory. These results include discrete
time extensions of the adaptive dynamics of Hofbauer and
Sigmund. We also discuss the relationship between incen-
tive stability and evolutionary stability through a series of
illustrative examples.

Dashiell Fryer
Deparment of Mathematics
Pomona College
Dashiell.Fryer@Pomona.edu

Marc Harper
UCLA
marc.harper@gmail.com

CP29

Fractal Encoding of Recursive Dynamics

Under a standard model of human language, recursive
structures are encoded as complex constellations of inter-
dependent rules. One wonders how children learn such
constellations because every part needs to be in place for
the system to function at all. Neural network dynamical
systems solve the all-at-once problem by adopting fractal
encodings, which grow continuously from simple sets. We
examine conditions under which the learning is robust in
the presence of neural and sequence noise.

Whitney Tabor
University of Connecticut
whitney.tabor@uconn.edu

Harry Dankowicz
University of Illinois at Urbana-Champaign
Department of Mechanical Science and Engineering
danko@illinois.edu

Pyeong Whan Cho, Emily Szkudlarek
University of Connecticut
pyeong.cho@uconn.edu, emilyszkudlarek@gmail.com

CP29

Optimal Control of the Spread of Marijuana Smok-
ing Among the Youth

Reducing the number of individuals involved in substance
abuse in any community is usually a challeging problem.
We consider the control of the spread of Marijuana smok-
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ing, one substance that is majorly abused, among the
youth. We propose a deterministic model for con- trolling
the spread of Marijuana smoking incorporating education
and awareness campaign as well as rehabilitation as con-
trol measures. We formulate a fixed time optimal control
problem subject to the model dynamics with the goal of
finding the optimal combination of the con- trol measures
that will minimize the cost of the control efforts as well as
the prevalence of marijauna smoking in a community. We
use Pon- tryagin’s maximum principle to derive the opti-
mality system and solve the system numerically. Results
from our simulations are discussed.

Tunde Tajudeen Yusuf
Federal University of Technology Akure
Ondo state
ttyusuf@yahoo.com

Olubode Kolade Koriko
Dept. of Maths Sciences, Fed. Univ. of Technology
Akure,
Ondo state, Nigeria.
okkoriko@yahoo.com

CP30

Topological Structures and Parameter-Sweeping
Techniques in the Hindmarsh-Rose Neuron Model

The use of computer techniques permits to help the under-
standing of natural phenomena. Among the mathemati-
cal models of neuronal activity, the Hindmarsh and Rose
model is one of the most used in simulations. In this talk
we show the use of new techniques based on neurocomput-
ing parameters to study the global behaviour of the system
and we link them with bifurcation techniques. Moreover we
study the structure of the chaotic attractors that may ap-
pear when the parameters are changed, providing us with
topological templates which “quantify” the differences and
similarities between the structures observed.

Roberto Barrio
University of Zaragoza, SPAIN
rbarrio@unizar.es

Marc Lefranc
PhLAM/Université Lille I,
France
marc.lefranc@univ-lille1.fr

M. Angeles Martinez
University of Zaragoza
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Sergio Serrano
University of Zaragoza, SPAIN
sserrano@unizar.es

Andrey Shilnikov
Neuroscience Institute and Department of Mathematics
Georgia State University
ashilnikov@gsu.edu

CP30

Singularity Theory Sheds Light on Bursting Mech-
anisms in Conductance-Based Models

In recent work, we have shown that a pitchfork bifurcation

organizes the excitability of arbitrary conductance-based
models. Here we study a two-dimensional universal unfold-
ing of this bifurcation augmented with a slow adaptation
variable. The resulting three-dimensional dynamics pro-
vide a minimal model of bursting as paths in the universal
unfolding of the pitchfork. We discuss the generality of this
approach and argue that it provides a physiological route
to neuronal bursting.

Alessio Franci
University of Liège
afranci@ulg.ac.be

Guillaume Drion
Neurophysiology Unit and GIGA Neurosciences
University of Liege, Liege, Belgium
gdrion@ulg.ac.be

Rodolphe Sepulchre
University of Liege
Belgium
R.Sepulchre@ulg.ac.be

CP30

Minimum Energy Control for in Vitro Neurons

The applicability of control theory in regulating the inter-
spike interval for single periodically-firing in vitro neu-
rons is demonstrated. Combining electrophysiology experi-
ments with optimal control theory, first the phase response
curve for each neuron is measured, then continuous-time,
charge-balanced, minimum energy control waveforms are
designed that optimally change the next spike time for the
neuron with significantly lower levels of energy compared
to those of previous approaches.

Ali Nabi
UC Santa Barbara
nabi@engineering.ucsb.edu

Tyler Stigen
Dept. of Biomedical Eng.
U. Minnesota
tstigen@umn.edu

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

Theoden I. Netoff
University of Minnesota
Department of Biomedical Engineering
tnetoff@umn.edu

CP30

Singularly Perturbed Phase Response Curves

Motivated by models of spiking neurons, we determine the
shape of (non-infinitesimal) phase response curves for slow-
fast systems from the singular limit. It is completely deter-
mined by the bistable range of the fast subsystem and the
bifurcations that delineate its onset and its termination.
We apply this geometric approach to relaxation oscillators
and bursters, recovering among others the fast threshold
modulation phenomenon.

Pierre Sacré
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CP30

Global Sensitivity of Spiking Neuron Models: The
Power of a Local Analysis

This study focuses on two important sensitivity measures
for reliable transmission of information in single neuron
models: the variability of the first spike latency and the
probability of doublets. Our analysis, supported by singu-
lar perturbation theory, shows that these two global sensi-
tivity measures can be characterized locally, in the vicin-
ity of local bifurcations. Results are illustrated on several
conductance-based models of spiking neurons.

Laura Trotta, Alessio Franci
University of Liège
l.trotta@ulg.ac.be, afranci@ulg.ac.be

Rodolphe Sepulchre
University of Liege
Belgium
R.Sepulchre@ulg.ac.be

CP31

Network Topological Conditions for Stochastically
Amplified and Coherent Oscillations

We investigate relationship between stochastic oscillations
and topologies of biochemical reaction networks. We con-
sider all topologies of three-nodes biochemical reaction net-
works with mass-action kinetics and characterize noisy os-
cillatory behaviors by using linear noise approximation of
the corresponding master equations. All networks with
both negative and positive feedbacks are deterministically
stable, but capable to generate stochastically amplified
and coherent oscillations. We use stochastic center mani-
fold reduction to demonstrate that various network topolo-
gies that exhibit the same stochastic oscillations could be
mapped onto the same stochastic normal form.

Jaewook Joo
Department of Physics
University of Tennessee
jjoo1@utk.edu

CP31

Stochastic Asymptotic Analysis for Cooperative
Multiple Motor Systems

We develop and examine a coarse-grained model for mul-
tiple motors bound to a cargo, which resolves the spatial
configuration as well as the thermal fluctuations. Through
stochastic asymptotic reductions, we derive the effective
transport properties of the multiple-motor-cargo complex,
and provide analytical explanations for why a cargo bound
to two molecular motors moves more slowly at low applied
forces but more rapidly at high applied forces than when

bound to one molecular motor.

Scott McKinley
University of Florida
scott.mckinley@ufl.edu

Avanti Athreya
Johns Hopkins University
Department of Applied Mathematics and Statistics
dathrey1@jhu.edu

Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

John Fricks
Dept of Statistics
Pennsylvania State University
fricks@stat.psu.edu

CP31

Analytical Approach to Noise-Induced Phase Syn-
chronization of Chaotic Oscillators

The phase description has played a key role in analytically
investigating the dynamics of limit-cycle oscillators. Here,
we introduce a new type of phase description, which en-
ables us to analyze various synchronization phenomena of
chaotic oscillators. Using our formulation, we study noise-
induced phase synchronization of chaotic oscillators sub-
jected to common random forcing. We theoretically predict
probability distributions of phase differences between two
chaotic oscillators, which characterize statistical properties
of noise-induced synchronization dynamics.

Wataru Kurebayashi
Tokyo Institute of Technology
kurebayashi.w.aa@m.titech.ac.jp

Kantaro Fujiwara
Saitama University
kantaro@nls.ics.saitama-u.ac.jp

Hiroya Nakao
Graduate School of Information Science and Engineering,
Tokyo Institute of Technology
nakao@mei.titech.ac.jp

Tohru Ikeguchi
Saitama University
tohru@mail.saitama-u.ac.jp

CP31

Stochastic Resonance in a Self-Repressing Gene
with Transcriptional Memory

Biochemical reaction networks are subjected to large fluc-
tuations, yet underlie reliable biological functions. They
are usually described as either deterministic or stochas-
tic dynamical systems. Here, we investigate the dynamics
of a self-repressing gene using an intermediate approach
based on a moment expansion of the master equation. We
thereby obtain deterministic equations describing how non-
linearity feeds back fluctuations into the mean-field equa-
tions. We thus identify a region of parameter space where
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fluctuations induce relatively regular oscillations.

Jingkui Wang
Université Lille 1
lengfei5@gmail.com

Quentin Thommen
PhLAM/Université Lille 1, France
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Marc Lefranc
PhLAM/Université Lille I,
France
marc.lefranc@univ-lille1.fr

CP31

Mathematical Analysis of Flows on Stochastic Frac-
tal Networks

We present an analytical method to predict the proper-
ties of the process resulting from a convolution between
a stochastic fractal network and a stochastic process. We
quantify the influence of network topology by comparing
linear (autocovariance function) and nonlinear (generalised
entropies, higher-order spectra) characteristics of the initial
and resulting processes. It depends on the initial stochas-
tic process and, in cases, saturates after a low number of
network iterations. This has important consequences in
hydrological modelling.

Christina Mcleman
Institute for Complex Systems and Mathematical Biology,
SUPA
University of Aberdeen, Scotland, UK
c.mcleman@abdn.ac.uk

Marco Thiel
University of Aberdeen
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m.thiel@abdn.ac.uk

Doerthe Tetzlaff
Northern Rivers Institute
University of Aberdeen, Scotland, UK
d.tetzlaff@abdn.ac.uk

CP32

Analysis of Bifurcations and the Study of Compe-
tition in Phase Oscillator Networks with Positive
and Negative Coupling

Globally coupled phase oscillators of the Kuramoto type
with positive (conformist) and negative (contrarian) cou-
pling are considered in (Hong & Strogatz (HS), 2011). We
generalize the HS system including a phase shift in the
interaction function. The bifurcation theory and detailed
study of the geometry of invariant manifolds is applied.
The results include a rich repertoire of dynamical regimes
(multistability, complex heteroclinic cycles, chaos, etc.).
Some of these regimes are not possible in HS systems.

Oleksandr Burylko
Institute of Mathematics
National Academy of Sciences, Kyiv, Ukraine
burilko@imath.kiev.ua

Yakov Kazanovich
Institute of Mathematical Problems in Biology

Russian Academy of Sciences
kazanovichyakov@gmail.com

Roman M. Borisyuk
School of Computing and Mathematics
University of Plymouth, UK
rborisyuk@plymouth.ac.uk

CP32

Rate-Induced Tipping Points

Open systems which are stable for any fixed external con-
ditions may tip if the external conditions change too fast.
Such non-autonomous instabilities are important in the
natural world, but cannot be captured by classical bifur-
cations. We obtain critical rates of external forcing above
which the system tips. This is done numerically and ana-
lytically for canonical models using an approach related to
the validity boundary of geometrical singular perturbation
theory.

Clare G. Hobbs
University of Exeter
cgh203@ex.ac.uk

Sebastian M. Wieczorek
University of Exeter
Mathematics Research Institute
s.m.wieczorek@exeter.ac.uk

CP32

Transition Curves for the Elliptic Mathieu Equa-
tion

This work investigates the equilibria and stability of a para-
metrically excited pendulum when the forcing function is
of an elliptic type. Stability charts are generated in the
parameter plane for different values of the elliptic func-
tion modulus. A method combining Floquet theory and
Numerical integration is used to generate stability charts
that are later obtained by the mean of harmonic balance
analysis. It is shown that the size and location of the insta-
bility tongues is directly dependent on the elliptic function
modulus. Comparisons are also made between the stabil-
ity charts of Mathieu equation and the elliptic Mathieu
equation.

Si Mohamed Sah, Brian Mann
Duke University
ss424@duke.edu, brian.mann@duke.edu

CP32

Periodically Forced Hopf Bifurcations

We classify the existence and stability of dynamical re-
sponses to small amplitude periodic forcing of a system
near a Hopf bifurcation point. We use forcing frequency
ωf as a distinguished bifurcation parameter and vary ωf

near the Hopf frequency. This analysis uses a third order
Hopf normal form truncation, though we identify regions
of parameter space where higher order terms are necessary.
Time permitting, applications to physical systems will be
discussed.

Justin Wiser
Ohio State University
wiser@math.ohio-state.edu
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Martin Golubitsky
Ohio State University
Mathematical Bioscience Institute
mgolubitsky@mbi.osu.edu

CP32

On States with Two Frequencies in Ensembles of
Coupled Oscillators

I discuss a mechanism which ensures onset of oscillatory
states with two frequencies in a class of ensembles where
all elements share the intrinsic timescale and the pattern
coupling is arbitrary. At the onset of oscillations, the spec-
trum of the linearized flow contains not one (as usually)
but two pairs of purely imaginary eigenvalues. Of the two
critical frequencies, one is typically much lower than the
individual frequency of an element, whereas the other one
is distinctly higher. Accordingly, in the nonlinear regime
the ensembles are potentially able to display both slow and
fast modes of oscillations.

Michael Zaks
Humboldt University, Berlin, Germany
zaks@mathematik.hu-berlin.de

CP33

A Comparison of the Local and Global Dynamics
of Monotone and Antimonotone Maps in the Plane

Monotone and antimonotone maps have widespread appli-
cations in many areas of real life. For example, monotone
maps are associated to discrete competitive mathemati-
cal models in Biomathematics such as the Leslie-Gower
population model. Antimonotone maps are associated to
discrete mathematical models involving negative feedback
loops such as mechanical control systems and gene regula-
tory networks. Although planar monotone maps are very
well-understood at this point due to the works of Hirsch,
Smith, Dancer and Hess, Kulenovic and Merino etc., the
same is not necessarily true for planar antimonotone maps.
In this talk, I will discuss the local and global dynamics of
orbits of a class ofplanar antimonotone maps. I will also
compare this to the local and global dynamics of orbits of
a similar class of planar monotone maps to get some very
interesting results.

Sukanya Basu
Department of Mathematics
Central Michigan University
basu1s@cmich.edu

CP33

Adaptation for Fast Chaos Control

In recent years, chaos control has lead to numerous applica-
tions. We examine convergence speed of chaos control, an
aspect which is crucial in applications such as stabilizing
heart rhythms and robotics. Adaptation provides a way
to optimize convergence speed of chaos control methods
[Bick, Timme, Kolodziejski. SIADS, 11(4), 1310, 2012].
In particular, we focus on Predictive Feedback Control for
discrete time dynamics and study some aspects of time-
delayed feedback control of time continuous systems.

Christian Bick
Max Planck Institute for Dynamics and Self-Organization:
bick@nld.ds.mpg.de

CP33

Robustness of Periodic Windows in the Presence
of Sporadic Noise

For a dynamical system xn+1 = F (C,xn), there may be
infinitely many periodic windows, that is, intervals in C in
which there is stable periodic behavior. However, the high
period windows are easily destroyed with small perturba-
tions. For a fixed perturbation size ε, we characterize and
enumerate the ‘ε-robust windows’, that is those periodic
windows such that for some C in that window, the general
periodic behavior persists despite noise of amplitude ≤ ε.

Madhura Joglekar
University of Maryland
maddy86@umd.edu

James A. Yorke
University of Maryland
Departments of Math and Physics and IPST
yorke@umd.edu

CP33

Trichotomy of Singularities of 2-Dimensional
Bounded Invertible Piecewise Rational Rotations

It is known that the singularities of 2-dimensional bounded
invertible piecewise isometric dynamical systems can be
classified as, removable, shuffling and sliding singulari-
ties, based upon their geometrical traits; and that the
the removable and the shuffling singularities do not gen-
erate Devaney-chaos, leaving the sliding singularity as
the only candidate for the Devaney-chaos. However, the
afore-mentioned classification and the connection had been
somewhat incomplete in that the clear distinction between
the sliding and shuffling singularities had not been made.
In this talk, the speaker will establish the complete tri-
chotomy, by characterizing the self-shuffling behavior of
bounded invertible piecewise rational rotations, and lead
toward finalizing the necessary and sufficient condition of
the Devaney-chaos.

Byungik Kahng
University of North Texas at Dallas
byungik.kahng@unt.edu

CP33

Dynamics of Certain Rational Maps of the Plane

We investigate the dynamics of rational maps of the form
z �→ zn + c+ β/zd. The case when c = 0 and n = d can be
solved completely because the radial dynamics decouples
from the angular dynamics. In the other cases, numerical
investigation is necessary. Especially interesting are the
critical sets for n �= d and comparisons of the Julia sets for
β = 0 to the analogues for β �= 0.

Bruce B. Peckham
Dept. of Mathematics and Statistics
University of Minnesota Duluth
bpeckham@d.umn.edu

Brett Bozyk
University of Minnesota Duluth
bozyk002@d.umn.edu

CP34

Disease Persistence in Epidemiological Models:
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The Interplay Between Vaccination and Migration

We consider the interplay of vaccination and migration
rates on disease persistence in epidemiological systems. We
show that short-term and long-term migration can inhibit
disease persistence. As a result, we show how migration
changes how vaccination rates should be chosen to main-
tain herd immunity. In a system of coupled SIR models,
we analyze how disease eradication depends explicitly on
vaccine distribution and migration connectivity. The anal-
ysis suggests potentially novel vaccination policies that un-
derscore the importance of optimal placement of finite re-
sources.

Jackson Burton
Montclair State University
jburton@math.arizona.edu
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Montclair State University
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billingsl@mail.montclair.edu

Derek Cummings
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CP34

Epidemiological Model for X-Linked Recessive Dis-
eases

We developed a discrete time, structured, mathematical
model describing the epidemiology of X-linked recessive
diseases; the model accounts for de novo mutations and
distinct reproduction rates of procreating couples depend-
ing on couples health conditions. We found the exact solu-
tion to the model when de novo mutations are not relevant
and negligible reproduction rates are assigned to affected
males. Moreover, relying on Lyapunovs second method,
we proved asymptotic stability properties of model equi-
librium points for the case of relevant de novo mutations
and identical reproduction rates assigned to all procreating
couples. The equilibria we obtained are a generalization of
Hardy-Weinberg equilibrium.

Carmen Del Vecchio
Università Degli Studi del Sannio
c.delvecchio@unisannio.it

Luigi Glielmo
University of Sannio
Benevento, Italy
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University
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CP34

Modeling the Role of the Biofilm Formation in the

Development of Plant Diseases

The role of biofilms within bacterial infections has been a
topic of recent interest due to the prevalence of the biofilm
mode of life as well as the inability to fully eliminate the
bacteria within the biofilm. Despite multiple diseases caus-
ing widespread damage to the citrus, wine, and other fruit
industries, there has been little attention paid to model-
ing the development and progression of these infections. A
multiphase modeling framework will be used to examine
the dynamic behavior and fluid/structure interactions of
the biological system. Perturbation analysis will be used
to determine potential causes and tendencies of patterns
discovered within the biofilm.

Matthew Donahue
Department of Mathematics
Florida State University
mdonahu@gmail.com

CP34

Epidemics in Adaptive Social Networks with Tem-
porary Link Deactivation

Epidemic spread depends on the topology of the network
of social contacts. Individuals may respond to the epi-
demic by adapting their contacts to reduce the risk of in-
fection, thus changing the network structure and affect-
ing future spread. We propose an adaptation mechanism
where healthy individuals temporarily deactivate their con-
tacts with sick individuals, allowing reactivation once both
individuals are healthy. Slow and fast network dynamics
are considered and compared to mean field analysis.

Leah Shaw
College of William and Mary
Dept. of Applied Science
lbshaw@wm.edu

Ilker Tunc
The College of William and Mary
Applied Science Department
itunc@email.wm.edu

Maxim S. Shkarayev
College of William and Mary
maxim.shkarayev@gmail.com

CP34

A Mathematical Model Studying Mosquito-Stage
Transmission-Blocking Vaccines

In this talk, I will present a mathematical model of malaria
control, particularly investigating the efficacy of imperfect
vaccination. The model consists of deterministic ordinary
differential equations. Based on our model, a backward
bifurcation very likely occurs, which suggests that using the
basic reproduction number as the threshold to eradicate
the disease is questionable. This finding might provide
some valuable suggestions to health policy makers.

Ruijun Zhao
Minnesota State University, Mankato
ruijun.zhao@mnsu.edu
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CP35

Necessary Condition for Frequency Synchroniza-
tion in Network Structures

We present the necessary condition that a network struc-
ture should satisfy for frequency synchronization of coupled
phase oscillators. A parameter called surface area describes
critical network structure for synchronization. The surface
area of a set of sites is defined as the number of links be-
tween the sites within the set and those outside the set.
On the basis of the condition, we can identify networks in
which synchronization do not occur.

Fumito Mori
Department of Information Sciences
Ochanomizu University
mori.fumito@ocha.ac.jp

CP35

Nonuniversal Transitions to Synchrony in the
Sakaguchi-Kuramoto Model

The
Sakaguchi-Kuramoto model is a fundamental paradigm for
the emergence of collective behavior (synchrony) in a sys-
tem of non-identical oscillators that are weakly coupled
by their mean field. We show that for certain unimodal
frequency distributions, this model exhibits unusual types
of synchronization transitions, where synchrony can decay
with increasing coupling, incoherence can regain stability
for increasing coupling, or multistability between partially
synchronized states and/or the incoherent state can ap-
pear.

Oleh Omel’chenko
Weierstrass Institute for Applied Analysis and Stochastics
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CP35

Chimera States on Periodic Spaces

Although incoherence and synchronization are the norm
in arrays of coupled oscillators, complex spatiotemporal
patterns such as “chimera states’—where incoherence and
coherence coexist—have been observed both computation-
ally and experimentally in a wide variety of systems. I will
use an analytical approach to characterize various types of
chimera states (including stripes and spots) that appear in
a two-dimensional periodic space, and discuss their chang-
ing stability and bifurcations as the coupling is varied.

Mark J. Panaggio
Engineering Science and Applied Mathematics
Northwestern University
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Northwestern University
dmabrams@northwestern.edu

CP35

The Kuramoto Model with Distributed Shear

The Kuramoto model (KM) is a paradigmatic model of
collective synchronization, a phenomenon observed in a va-
riety of natural and technological systems. An analytical
derivation of the KM is possible via phase-reduction of the
mean-field complex Ginzburg-Landau equation with dis-
order. Nevertheless, this derivation assumes shear (non-
isochronicity) is not distributed. We avoid this simplifying
assumption and obtain analytical results for the KM with
distributed shear. Remarkably we find that too much shear
diversity prevents collective synchronization.

Diego Pazo
Instituto de Fisica de Cantabria, IFCA
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Universitat Pompeu Fabra
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CP35

Spontaneous Formation of Two-Dimensional
Chimera States in Oscillatory Media

Chimera states are spatiotemporal patterns in coupled os-
cillatory media, where synchronized and incoherent do-
mains coexist. A nonlocal coupling is believed to be in-
dispensable for the formation of such states. By means of
a modified complex Ginzburg-Landau equation we demon-
strate, however, that chimera states arise spontaneously
through a bifurcation from cluster states when just a strong
global coupling is present. Experiments made during the
electro-oxidation of silicon confirm this theoretical predic-
tion.

Lennart Schmidt, Konrad Schönleber, Katharina Krischer
Technische Universitaet Muenchen, Physik Department,
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CP36

Numerical Solutions of Delay Reaction-Diffusion
Equations of Lotka-Volterra Type

In this paper we consider a system of delay differential
equations of Lotka-Volterra type describing the one-stage
model of carcinogenesis mutations. A numerical scheme
based on spectral postprocessing technique was employed
to the simplified model from [R. Ahanger and Lin. X.
B.: Multistage evolutionary model for carcinogenesis mu-
tations, Electron. J. Diff. Eqns. Conf. 10 (2003), 33-53.].
We check our scheme for different value of time delay and
compare the results with other available schemes.

Ishtiaq Ali
Faculty of Mathematics, Informatics and Mechanics,
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CP36

Efficient Algorithms for Rigorous Integration of
Dpdes

We are dealing with nonlinear partial differential equations
of dissipative type (dPDEs). Assuming that the initial con-
dition is sufficiently regular the unique solution of such
system can be explicitly bounded using a computer algo-
rithm involving the interval arithmetic. In our research we
have focused on efficient computational methods for the
problem of rigorously integrating dPDEs. We focus on a
circumvention of computational difficulties by combining
the FFT algorithm + the automatic differentiation.

Jacek Cyranka
Faculty of Mathematics and Computer Science
Jagiellonian University
jacek.cyranka@ii.uj.edu.pl

CP36

High Precision Periodic Orbits

Nowadays, high-precision becomes a requirement in fine
analysis of dynamical systems. We present an algorithm
to locate and continue families of periodic orbits with high
precision (100-1000 digits). As example, we apply this tool
to show the final spiral structure of the Copenhagen prob-
lem. Finally, we combine the high-precision numerics with
Computer Assisted Proof techniques in order to provide a
rigorous high-precision data-base of periodic orbits of the
Lorenz problem.
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CP36

Adaptive Numerical Simulation of Intracellular
Calcium Dynamics Using Discontinuous Galerkin
Methods

We present an adaptive in space and time simulation
of intracellular calcium dynamics using discontinuous
Galerkin(DG) methods. The two-dimensional parabolic
system of partial differential equations models the diffu-
sion, reaction, binding and membrane transport of calcium
ions within a cell. The current issues for further research
in intracellular calcium dynamics aim at moving modelling
and simulation much closer to experimental data. Our
work has addressed this challenge by implementing the
model using a highly accurate method in space and time
that goes adaptively to high order, being efficiently scal-

able. This has involved using the DG method of weighted
interior penalties and the linearly implicit Runge-Kutta
methods of Rosenbrock type. A hybrid method that cou-
ples the solution of the deterministic and stochastic part
of the model is adopted.
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CP36

Comparison of ODE Solvers for Parallel Uses.
GPGPU and CPU

In this talk we present some results comparing Runge
Kutta schemes and the Taylor Series Integrator executed
both in CPU and GPGPU using different parameters: Tol-
erance level, Global or Local Memory execution, and 4 and
8 Bytes floating point arithmetic. We present diagrams of
CPU/GPU time vs Error in two test problems: Hénon-
Heiles system (dimension 4), and the same one with first
order variational equations (dimension 16).
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CP37

Decomposition of Nonlinear Network Dynamics:
Understanding Oscillations In Multi-Vehicle Sys-
tems

Understanding the nonlinear behavior of networked sys-
tems is crucial in the modern world; such systems are be-
coming ubiquitous. Traditional nonlinear analysis (e.g.,
center manifold reduction) becomes extremely complicated
for systems containing large number of interacting compo-
nents. In this talk we propose a novel technique where
we decompose networked systems into nonlinear modes
and carry out traditional analysis using the obtained mode
equations. As a case study we analyze Hopf bifurcations
arising in vehicular traffic.

Sergei S. Avedisov
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CP37

Nonlinear Dynamics in the Transverse Plane of
High-Speed Planing Boats

When operating at high speed, planing boats are subject
to nonlinear hydrodynamic loads affecting rigid body mo-
tions such as pitch, heave, and roll. Resulting instabilities
are often a constraining factor for high-speed operations.
This presentation will describe roll motion as a nonlinear
system parametrically excited through coupling with heave
and pitch, and investigate the occurrence of nonlinear roll
behavior such as steady heel and chine walking.

John Judge
The Catholic University of America
Mechanical Engineering Department
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United States Naval Academy
Naval Architecture and Ocean Engineering Department
judge@usna.edu

CP37

Lyapunov Stability of Rigid Bodies with Frictional
Supports

The Lyapunov stability of systems of rigid bodies interact-
ing via impacts, persistent contacts and friction is poorly
understood. This talk addresses a model system of this
type: a single planar object with two support, for which
only highly conservative stability conditions have been
found earlier. By restricting my attention to ideally plastic
impacts, a nearly sharp stability condition is derived. It is
also demonstrated that intriguing phenomena of frictional
hybrid dynamics are captured by this system.

Peter L. Varkonyi
Budapest University of Technology and Economics
vpeter@mit.bme.hu

CP37

An Artificial Neural Network Approach for the
Mass Balance of a Reactor in Steady State

The conservation of mass has been an active research area
in the field of chemical engineering. In this article, a math-
ematical model for mass balance of a chemical in a cylin-
drical reactor is presented and the steady state case for
the mass balance of a chemical is examined by providing
the numerical solution using artificial neural network tech-
nique. Numerical simulations are performed for various
hidden nodes with different number of training points and
initial weight parameters to show the dependence of results
on the number of hidden nodes, training points and initial
weights. The neural network solution is also compared with
the well known finite difference method for variable step
size and analytical solution shows the efficiency of neural
network with higher accuracy. The main advantage of the
proposed approach is that once the network is trained, it

allows instantaneous evaluation of solution at any desired
number of points spending negligible computing time and
memory.
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CP38

A Grand Model to Predict the Complex Combina-
torial Stress Responses of Candida Albicans

Candida albicans is a major opportunistic fungal pathogen.
Their ability to grow in yeast, pseudohyphal and hyphal
forms help them survive, invade and kill an host organism.
Their timely transition from one morphological form to an-
other depends upon three major stress response pathways
(SRPs): (i) oxidative, (ii) osmotic and (iii) nitrosative. A
grand mathematical model, first of its kind, encompassing
these three different SRPs is presented that can predict the
system responses to combinatorial perturbations.
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CP38

Stable Periodic Oscillations in the Biotic Pyrite
Iron Cycle

Based on geomicrobiology literature, a model for the biotic
pyrite iron cycle by Acidithiobacillus ferrooxidans bacteria
is proposed. This model exhibits is some circumstances,
up to two stable steady states, stable and unstable periodic
orbits, Hopf, SNP and homoclinic bifurcations, as well as
other dynamical structures (doubling period, chaos, etc.).
It provides a possible explanation of oscillations in pH and
bacteria population mentioned in the literature.

Miguel A. Dumett
CGGVeritas
mdumett@gmail.com

James P. Keener
University of Utah
keener@math.utah.edu
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CP38

Nonlinearity Explains Inefficient Energy Strategy
of Cancer Cells

The use of energy-inefficient metabolism is a common yet
largely unexplained property of cancer. We demonstrate
that this property is in fact a consequence of a trade-off
between the selective advantage of rapid growth and a con-
current nonlinear increase in protein cost. We developed a
metabolic model that incorporates protein cost and allows
us to identify candidate targets for therapeutic interven-
tions. These findings provide a novel computational frame-
work to analyze and potentially control cancer metabolism.

Joo Sang Lee, John Marko, Adilson E. Motter
Northwestern University
joosang@northwestern.edu,
john-marko@northwestern.edu, motter@northwestern.edu

CP38

The Relation Between Two-Cell Model and N-Cell
Model on Somitogenesis of Zebrafish

Somitogenesis is the process of the development of somites.
Herein, we consider two-cell and N-cell models with delays
to investigate the scenarios in zebrafish somitogenesis. We
derive the analytical theories for the oscillation-arrested
and synchronous oscillation for these two models. By the
parameter regimes in our theories, we design suitable gradi-
ents of degradation rates and delays in the N-cell model to
generate the chief dynamics, synchronous oscillation, trav-
eling wave pattern, and oscillation-arrested, in somitogen-
esis.

Kang-Ling Liao, Chih-Wen Shih, Jui-Pin Tseng
National Chiao Tung University
liao.92@mbi.osu.edu, cwshih@math.nctu.edu.tw,
juipintseng@gmail.com

CP38

Firing Threshold Manifolds: Folded Saddle Ca-
nards in a Model of Propofol Anaesthesia

We investigate firing threshold manifolds in a mathemati-
cal model of propofol anaesthesia, investigating the phe-
nomenon of post-inhibitory rebound spiking. Propofol
modulates the decay time-scale of an inhibitory GABAa
synaptic current. This system gives rise to rebound spiking
within a specific range of propofol doses. Using techniques
from geometric singular perturbation theory we identify ca-
nards of folded saddle-type, which form the firing threshold
manifolds. The position and orientation of the canard sep-
aratrix is propofol dependant.

John Mitry
University of Sydney
J.Mitry@maths.usyd.edu.au

Michelle McCarthy
Department of Mathematics & Center for Biodynamics
Boston University
mmccart@bu.edu

Nancy Kopell
Boston University
Department of Mathematics
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Martin Wechselberger

University of Sydney
wm@maths.usyd.edu.au

CP39

Linking Graph Motifs and Collective Spiking in
Neuronal Networks

Correlations between neuron outputs (spikes) in biological
neural networks are important characterizations of their
collective dynamics, and can determine how these dynam-
ics encode input signals. We studied how spike correlations
are shaped by complex graph structures, defined via statis-
tics of network motifs. We show that network-averaged
spike correlations are determined by a novel set of net-
work statistics – motif cumulants – which are endowed
with a combinatorial relationship similar to that between
moments and cumulants for random variables.

Yu Hu
Department of Applied Mathematics
University of Washington
huyupku@gmail.com

James Trousdale, Kresimir Josic
University of Houston
Department of Mathematics
jrtrousd@math.uh.edu, josic@math.uh.edu

Eric Shea-Brown
Department of Applied Mathematics
University of Washington
etsb@washington.edu

CP39

Exact Collective Dynamics for a Heterogeneous
Network of Theta Neurons

We have developed an exact model that examines the emer-
gent dynamical properties of Type I neurons. Our model
considers individual neuronal heterogeneity with respect to
excitability and type of coupling. We employ a mean-field
approach and reduce the higher dimensionality of this com-
plex nonlinear system to a simple exact two-dimensional
description. We characterize all the macroscopic states of
the network and conduct a comprehensive bifurcation anal-
ysis under which transitions in these collective states occur.

Tanushree Luke
School of Physics, Astronomy, and Computational
Sciences
George Mason University
tanu.luke@gmail.com

Ernest Barreto
George Mason University
Krasnow Institute
ebarreto@gmu.edu

Paul So
George Mason University
The Krasnow Institute
paso@gmu.edu

CP39

Core-Periphery Organization of Human Brain Dy-
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namics

As a person learns a new skill, distinct synapses, brain re-
gions, and networks are engaged and change over time. To
better understand the dynamic processes that integrate in-
formation across a set of regions to enable the emergence
of novel behaviour, we measure brain activity during mo-
tor sequencing and characterize network properties based
on coherent activity between brain regions. Using our re-
cently developed algorithms to detect time-evolving com-
munities of brain regions that control learning, we find that
the complex reconfiguration patterns of local communities
can be described parsimoniously by the combined presence
of a relatively stiff core of primary sensorimotor and vi-
sual regions whose connectivity changes little in time and a
flexible periphery of multimodal association regions whose
connectivity changes frequently. The separation between
core and periphery changes with the duration of task prac-
tice and, importantly, is a good predictor of individual dif-
ferences in learning success. This temporally defined core-
periphery organization corresponds with notions of core-
periphery organization established previously in social net-
works: The geometric core of strongly connected regions
tends to also be the temporal core of stiff regions. We
then show using hypergraphs that the core is dominated
by the co-evolution of network edges, demonstrating that
core regions turn on and off with the same set of partner
regions over the slow time scale of learning. Our results
demonstrate that core-periphery structure provides a new
approach for understanding how separable functional mod-
ules are linked. This, in turn, enables the prediction of fun-
damental capacities, including the production of complex
goal-directed behavior, in humans.

Mason A. Porter
University of Oxford
Oxford Centre for Industrial and Applied Mathematics
porterm@maths.ox.ac.uk

CP39

Networks of Theta Neurons with Time-Varying Ex-
citability: Macroscopic Chaos, Multistability, and
Final-State Uncertainty

Using recently developed analytical techniques, we study
the macroscopic dynamics of a large heterogeneous net-
work of theta neurons in which the neurons’ excitability
parameter varies in time. We demonstrate that such pe-
riodic variation can lead to the emergence of macroscopic
chaos, multistability, and final-state uncertainty in the col-
lective behavior of the network. Finite-size network effects
and rudimentary control via an accessible macroscopic net-
work parameter is also investigated.

Paul So
George Mason University
The Krasnow Institute
paso@gmu.edu

Tanushree Luke
George Mason University
SPACS
tluke@gmu.edu

Ernest Barreto
George Mason University
Krasnow Institute
ebarreto@gmu.edu

CP39

Learning Cycles in Hopfield-Type Networks with
Delayed Coupling

We study the storage and retrieval of cyclic patterns in
Hopfield-type networks with delay using the pseudoinverse
learning rule. We show that all cyclic patterns satisfying
the transition conditions can be successfully stored and re-
trieved; topology of the networks constructed from these
cyclic patterns are determined by the subspace structures
of the row spaces of the cyclic patterns; transitions from
fixed points to attracting limit cycles (cyclic patterns) are
multiple saddle-node bifurcations on limit cycles.

Chuan Zhang, Gerhard Dangelmayr
Colorado State University
Department of Mathematics
zhang@math.colostate.edu, gerhard@math.colostate.edu

Iuliana Oprea
Department of Mathematics
Colorado State University
juliana@math.colostate.edu

MS1

Asymptotic Classification of Affine and Linear
Stochastic Functional Differential Equations, and
Applications to Volatility Modelling

In this talk, we give a classification of the pathwise and
mean-square asymptotic behaviour of affine and linear
stochastic functional differential equations. In each case,
stability of an underlying deterministic system plus a noise
intensity below a critical level guarantee stability, while
above that critical level, instability ensues. The results
can be applied to consider rates of convergence to sta-
ble solutions, and to analyse when soultions of stochastic
functional equations arising in finance have stationary so-
lutions, and long–range dependence.

John Appleby
School of Mathematical Sciences, Dublin City University
Dublin, Ireland
john.appleby@dcu.ie

MS1

Large Deviations in Affine Stochastic Functional
Differential Equations

In this talk we explore the size of the running (or the run-
ning maximum of the norm) of the solution of a stochastic
functional differential equation (SFDE). In a recent paper
with Appleby and Mao, we investigated this phenomenon
for equations with a finite memory; however, the method
of proof precluded the analysis being carried through for
equations with unbounded memory, or for stochastic neu-
tral equations. In this work, we show that the size of the
large deviations is the same for these classes of equations
as it is for the standard finite delay SFDE

Huizhong Appleby-Wu
Department of Mathematics, St Patrick’s College,DCU
huizhong.applebywu@spd.dcu.ie

MS1

Mean-square Stability of Stochastic Systems with
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Memory Terms

We present a method to calculate the mean-square stability
of dynamical systems described by Stochastic Differential
Equations with Delay (SDDEs), which give a mathematical
formulation of problems with time-lag or memory terms, as
well as stochastic effects. We use this method to investigate
the interplay of noise and delay, including noise structure.
Further, we apply our method to models arising in Neuro-
science and Biology, comparing the results obtained with
the deterministic case.

Girolama Notarangelo
Institute for Stochastics, Johannes Kepler University Linz
Altenberger Strasse 69, A-4040 Linz, Austria
girolama.notarangelo@jku.at

MS1

Stochastic Dynamical Systems in Finance

This talk is devoted to the study of stochastic dynamical
systems (SDS) and their applications in finance. Usually,
a SDS consists of two parts: the first part is a model for
the noise path, leading to a SDS, and the second part is
the dynamics of a model. In this talk, we shall present
many models of SDS and develop techniques in the SDS
which can be implemented in finance. Among of these
models we have: stochastic Ramsay model for a capital
that takes into account past-dependent history; geometric
Markov renewal process for a stock price with many pos-
sible values; fractional Brownian motion model for a stock
price; regime-switching, delayed with Poisson jumps model
for a stock price; delayed Heston model for a stochastic
volatility. Based on the latter model, we shall show, for
example, how to price variance and volatility swaps and
how to hedge a position with volatility swap using a port-
folio of variance swaps.

Anatoliy Swishchuk
University of Calgary
aswish@ucalgary.ca

MS2

The Role of Cardiac Tissue Anatomy during
Electric-Field Stimulation

Designing low-energy control strategies for cardiac arrhyth-
mias is an area of major scientific and medical inter-
est. We present experimental evidence showing that the
cardiovascular tree is an anatomical substrate for field-
induced wave sources observed in quiescent tissue, a mech-
anism that permits Low-Energy Anti-Fibrillation Pacing
to achieve considerable energy reduction compared to con-
ventional defibrillation [S. Luther, F.H. Fenton et al.,
Nature, 2011]. Further theoretical investigations reveal
a curvature-dependent sensitivity of tissue boundaries to
electric-field stimulation [PB et al., Phys. Rev. Lett.,
2012], indicating the relevance of additional endocardial
structures.

Philip Bittihn
Max Planck Institute for Dynamics and Self-Organization
philip.bittihn@ds.mpg.de

MS2

Cardiac Alternans Annihilation by Model Predic-
tive Control Techniques

In this research efforts, the model of alternation of action

potential dynamics is described by the small amplitude
of alternans parabolic partial differential equations (PDE)
that account for electric and calcium based alternation dy-
namics. We are seeking to explore model predictive control
to suppress alternans and to account for naturally present
constraints in control of cardiac systems and to relate this
application to realistic physiological models.

Stevan Dubljevic
University of Alberta
stevan.dubljevic@ualberta.ca

Felicia Yapari
Chemical and materials Engineering Department
University of Alberta
yapari@ualberta.ca

MS2

Continuous-time Feedback Control of Alternans in
Purkinje Fibers

We use a novel model of canine Purkinje fibers which
accurately reproduces the experimental bifurcation dia-
gram of action potential duration to compare discrete-
and continuous-time feedback for suppression of alternans.
In the discrete-time approach, control current is applied
for a brief time interval following each pacing stimulus.
In the continuous-time approach, a piece-wise constant
control current is applied at all times. We show that
the continuous-time approach suppresses alternans signifi-
cantly faster compared with the discrete-time approach.

Alejandro Garzon
Universidad Sergio Arboleda
Bogotá, Colombia
alejandro.garzon@correo.usa.edu.co

Roman Grigoriev
Georgia Institute of Technology
Center for Nonlinear Science & School of Physics
roman.grigoriev@physics.gatech.edu

Flavio Fenton
Georgia Institute of Technology
flavio.fenton@physics.gatech.edu

MS2

Coherent Structures and Nonlinear Control of 2D
Cardiac Tissue

Representation of cardiac tissue dynamics corresponding
to spatiotemporally complex rhythms such as fibrillation
as a walk through neighborhoods of a hierarchy of coherent
structures opens up unprecedented possibilities for predic-
tion and control. This talk describes the computational ap-
proach for identifying unstable periodic orbits representing
these coherent structures and using them and their hete-
roclinic connections to guide the dynamics through phase
space, e.g., from fibrillation to normal rhythm.

Christopher Marcotte
Georgia Institute of Technology
christopher.marcotte@gmail.com

Roman Grigoriev
Georgia Institute of Technology
Center for Nonlinear Science & School of Physics
roman.grigoriev@physics.gatech.edu
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MS3

A Balance Model for Equatorial Long Waves

As slow dynamics often dominate in geophysical fluid mod-
els, it is desirable to filter out fast motions by construct-
ing simplified ‘balance’ models (e.g. the quasi-geostrophic
model for mid-latitude dynamics). Attempts to derive its
equatorial counterpart have not been entirely successful,
as Kelvin waves, which contribute significantly to tropical
low-frequency variability, are generally filtered out. I will
describe how a balance model that captures Kelvin waves
can be constructed via asymptotic expansion.

Ian Chan
University of Toronto
ianchan@atmosp.physics.utoronto.ca

Theodore Shepherd
University of Reading
theodore.shepherd@reading.ac.uk

MS3

A Fast and Accurate Parallel-in-time Integrator for
Nonlinear PDEs with Scale Separation

We present a new time-stepping algorithm for nonlinear
PDEs that exhibit scale separation in time. Our scheme
combines asymptotic techniques (which are inexpensive
but can have insufficient accuracy) with parallel-in-time
methods (which, alone, can be inefficient for equations
that exhibit rapid temporal oscillations). In particular, we
use an asymptotic coarse solver for computing, in serial,
a solution with low accuracy, and a more expensive fine
solver for iteratively refining the solutions in parallel. We
present examples on the rotating shallow water equations
that demonstrate that significant parallel speedup and high
accuracy are achievable.

Terry Haut
University of Colorado, Boulder
terry.haut@colorado.edu

Beth Wingate
Los Alamos National Laboratory
Computer And Computational Sciences Division
wingate@lanl.gov

MS3

Multiscale Asymptotic Approaches to Rotationally
Constrained Flows

Geophysical fluid dynamical flows by their nature span a
large number of scales in both space and time. In this
talk we discuss the development of a multiscale reduced
modeling approach for rotationally constrained convective
flows. Particularly, we present simulation results for small-
scale quasigeostrophic (i) Rayleigh Benard convection and
(ii) quasigeostrophic one-sided convection. The ability of
coupling (i) and (ii) to large scale hydrostatic motions is
also discussed.

Keith Julien
Applied Mathematics
University of Colorado, Boulder
keith.julien@colorado.edu

Antonio Rubio
Dept. Applied Mathematics
University of Colorado, Boulder

rubio.colorado.edu

Edgar Knobloch
University of California at Berkeley
Dept of Physics
knobloch@berkeley.edu

Geoffrey M. Vasil
Canadian Institute for Theoretical Astrophysics, Uni
60 St. George Street, Toronto, ON, Canada M5S 3H8
geoffrey.m.vasil@gmail.com

MS3

Approaching the Limit of Strong Rotation in the
Rotating, Stratified Boussinesq System

We investigate the dynamics of weakly stratified flow in
the presence of increasingly strong rotation rate. In reality
the limit of infinitely fast rotation (zero Rossby number)
is not realized, so we consider the effect of rapid, but fi-
nite rotation (Rossby number small, but finite). We use
a new decomposition and direct numerical simulations to
investigate this limiting behavior.

Jared Whitehead
University of Michigan
whitehead@lanl.gov

Beth Wingate
Los Alamos National Laboratory
Computer And Computational Sciences Division
wingate@lanl.gov

MS4

Experimental Observation of Chimeras in Coupled-
map Lattices

While chimeras states are often found in populations of
phase oscillators, chimeras can also exist in networks of
chaotic systems with nonlocal coupling. We present the
experimental realization of these states in a feedback sys-
tem which uses a liquid crystal spatial light modulator to
achieve optical nonlinearity in a network of coupled chaotic
maps. We also describe scaling properties of these states
and their transition between spatial coherence and inco-
herence.

Aaron M. Hagerstrom
University of Maryland
aaron.hagerstrom@gmail.com
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Technische Universität Berlin
Institut für Theoretische Physik
schoell@physik.tu-berlin.de

MS4

The Spectrum of Chimera States: From Discrete
Maps to Neural Systems

Chimera states exhibit surprising dynamics in compound
systems of nonlocally coupled, identical elements that con-
sist of both spatially coherent and synchronized as well as
incoherent parts. Initially discovered for phase oscillators,
they have been recently found in a large variety of different
models and have also been realized in experiments. In my
presentation, I will give an overview of the wide spectrum
of possible local dynamics ranging from time-discrete maps
via chaotic models to neural oscillators. Furthermore, I will
address analytical results on the symmetry and stability of
these hybrid states.

Philipp Hövel
Institute for Theoretical Physics
Technical University of Berlin
phoevel@physik.tu-berlin.de

MS4

Chimera in Space-time Representation of Opto-
electronic Nonlinear Delay Dynamics

Delay dynamical systems are known to have a space-time
interpretation. We propose to use this feature for the quest
of experimental Chimera. A benchmark optoelectronic de-
lay oscillator is considered as the physical setup intended
to emulate a high dimensional spatio-temporal dynamics of
coupled virtual nodes. Theoretical analysis, as well as nu-
merical simulations, are proposed to identify the temporal
and amplitude parameter conditions under which Chimera
could be obtained in an experimental delay dynamics.

Laurent Larger
Universite de Franche-Comte
FEMTO-ST institute / Optics Dept.
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MS4

Chimera States for Repulsively Coupled Phase Os-
cillators

We discuss the appearance of chimera states for repulsively
coupled phase oscillators of the Kuramoto-Sakaguchi type,
i.e., when the parameter α > π/2 and hence, the net-
work coupling works against synchronization. We find that
chimeras exist in a wide region of the parameter space as a
cascade of the states with increasing number of the regions
of irregularity - chimeras heads. They grow from the so-
called multi-twisted states in three different scenarios: via

snic, blue-sky catastrophe, and homoclinic transition.

Yuri Maistrenko
Institute of Mathematics, NAS of Ukraine
Tereschenkivska Str. 3, 01601 Kiev, Ukraine
y.maistrenko@biomed.kiev.ua

MS5

May We Interpret Swimming as a Limit Cycle?

There is something periodic and stable about the motion of
a fish swimming. Specifically, it seems natural to surmise
that swimming is a limit cycle. In this talk I will lever-
age various Lie group symmetries to find a space on which
this interpretation makes sense. The resulting observations
can be abstracted, and then specialized to a number of dis-
sipative Lagrangian systems and perhaps used to analyze
other types of locomotion including terrestrial locomotion
and pumping of fluids.

Henry O. Jacobs
Imperial College London
Mathematics
hoj201@gmail.com

MS5

Pinch-off and Optimal Vortex Formation in Biolog-
ical Propulsion

A wide class of swimming animals propel themselves by
forming vortex rings and loops. It is known that vor-
tex rings cannot grow indefinitely, but rather ‘pinch-off’
once they reach their physical limit, and that a decrease
in efficiency of fluid transport is associated with pinch-off.
Therefore, in this study, we consider models for the vortex
rings in the wakes of swimming animals, and characterize
their perturbation response in order to assess their opti-
mality.

Clara O’Farrell, John O. Dabiri
Caltech
ofarrell@cds.caltech.edu, jodabiri@caltech.edu

MS5

A Variational, Second-order Integrator for Point
Vortices on the Sphere

I will introduce a novel formulation of point vortex dynam-
ics on the sphere using unit quaternions. In this way, point
vortex dynamics on the sphere is recast a Schrodinger-like
equation, which facilitates the construction of geometrical
numerical integrators. I will derive this formulation using
the Hopf fibration, and I will derive a numerical integra-
tor with good long-term qualitative behavior, which will
be illustrated on the spherical von Karman vortex street.

Joris Vankerschaver, Melvin Leok
University of California, San Diego
Department of Mathematics
Joris.Vankerschaver@gmail.com, mleok@math.ucsd.edu

MS5

Computationally Tractable Tools for the Identifica-
tion of Hybrid Dynamical Models of Human Move-
ment

Given the loss of freedom common to injuries arising due
to falls, the development of techniques capable of pinpoint-
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ing instabilities in gait is critical. Devising an algorithm
capable of detecting such deficiencies requires employing
models rich enough to encapsulate the discontinuities in
human motion. Hybrid systems, which describe the evo-
lution of their state both continuously via a differential
equation and discretely according to a discrete input, are
capable of representing such motion. This talk begins by
illustrating how a sequence of contact point enforcements
along with a Lagrangian intrinsic to the human completely
determines a hybrid system model. The detection of con-
tact point enforcement is then transformed into an optimal
control problem for switched systems which is solved by re-
laxing the discrete input and performing optimization over
a relaxed discrete input space. The utility of this approach
is illustrated by considering several examples.

Ram Vasudevan
University California Berkeley
ramv@mit.edu

MS6

Spectral Variational Integrators

Using techniques from Galerkin variational integrators, we
construct a scheme for numerical integration that con-
verges geometrically, and is symplectic and momentum
preserving. Furthermore, we prove that under appropri-
ate assumptions, variational integrators constructed using
Galerkin techniques will yield numerical methods that are
in a certain sense optimal, converging at the same rate
as the best possible approximation in a certain function
space. We further prove that certain geometric invariants
also converge at an optimal rate.

Melvin Leok, James Hall
University of California, San Diego
Department of Mathematics
mleok@math.ucsd.edu, j9hall@math.ucsd.edu

MS6

Controlled Lagrangians and Stabilization of Dis-
crete Spacecraft with Rotor

This talk discusses the method of controlled Lagrangians
for discrete mechanical systems and its application to the
problem of stabilization of rotations of a spacecraft about
its intermediate inertia axis. The distinction between the
stability conditions for a continuous-time system and its
discretization will be discussed. It will be shown that sta-
bility of the discrete system is sufficient for stability of its
continuous counterpart but not vice versa.

Yuanyuan Peng
Department of Mathematics
Claflin University
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MS6

The Hamilton-Pontryagin Principle and Lie-Dirac
Reduction on Semidirect Product

We consider the Hamilton-Pontryagin variational principle
on Lie groups and its associated Lie-Dirac reduction, which
may yield the reduced implicit Euler-Poincaré equations.
Especially, we focus on the case of the variational principle
with advective parameters as well as reduction of Dirac
structures on semidirect product. Finally, we show some
illustrative examples of rigid body and fluids.

Hiroaki Yoshimura
Waseday University
yoshimura@waseda.jp

Francois Gay-Balmaz
Ecole Normale Superieure
gaybalma@lmd.ens.fr

MS6

Variational Structures for Hamel’s Equations

Hamel’s equations are an analogue of the Euler-Lagrange
equations of Lagrangian mechanics when the velocity is
measured relative to a frame unrelated to the system’s local
configuration coordinates. This formalism is particularly
useful in nonholonomic mechanics. We will discuss the
variational structures associated with Hamel’s equations,
along with applications to nonholonomic integrators.

Dmitry Zenkov
North Carolina State University
Department of Mathematics
dvzenkov@ncsu.edu
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MS7

Homoclinic Bifurcations Leading to Merging and
Expansion of Chaotic Attractors

Chaotic dynamics in piecewise smooth maps may persist
under parameter variations. Still, the chaotic domain in
such maps may be well-structured by crisis bifurcations,
caused by homoclinic bifurcations of unstable cycles. We
discuss how the effect of these bifurcations depends on the
properties of the cycles and how the resulting generic bi-
furcation scenarios depend on the properties of the map
(which may be continuous or discontinuous, may possess
one or several border points).

Viktor Avrutin
IPVS
University of Stuttgart
viktor.avrutin@ipvs.uni-stuttgart.de
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MS7

Global Attractors for Slowly Non-Dissipative
Equations with Jumping Nonlinearities

This talk presents new results in the study of non-compact
global attractors for slowly non-dissipative reaction-
diffusion equations. We analyze grow-up equations with
asymptotically asymmetric growth rates, where the opera-
tor controlling the behavior at infinity contains a jump-
ing nonlinearity. We present bifurcation, stability, and
nodal property results which determine the connecting or-
bit structure as well as how the jumping nonlinearity at
infinity introduces Fučik spectrum theory to the analysis
in the sphere at infinity.

Nitsan Ben-Gal
Institute for Mathematics and its Applications
University of Minnesota
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MS7

Dynamics at Infinity for a PDE with Jumping Non-
linearity

A jumping nonlinearity naturally arises in the study of
the dynamics at infinity for slowly nondissipative reaction-
diffusion equations ut = Δu+f(u) where f goes to infinity
along different slopes b+ and b− at positive and negative
infinity. Although the behavior at infinity is well under-
stood in the symmetric case b+ = b−, lack of smoothness
in the nonsymmetric case jumbles the classical picture of
heteroclinic connections. The behavior near the sphere at
infinity is described via Poincaré ”compactification” .

Juliette Hell
Freie Universität Berlin
Institut für Mathematik
jhell@zedat.fu-berlin.de
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MS7

Grazing Induced Bifurcations in Impact Oscilla-
tors: Theory and Experiments

Abstract not available at time of publication.

Marian Wiercigroch
University of Aberdeen
King’s College
m.wiercigroch@eng.abdn.ac.uk

MS8

Random Dynamical Systems Approach to the

Problem of Gene Expression

A genetic regulatory network (GRN) is a collection of DNA
segments in a cell which interact with each other through
their RNA and protein expression products, thereby gov-
erning the rates at which genes in the network are tran-
scribed into mRNA. These interactions are made by special
proteins called transcription factors which bind the DNA at
the promoter site to regulate the rate that specific gene tar-
gets are expressed. Much theoretical work on the structure
of GRN focused on the static aspects of networks (topolog-
ical or statistical properties). However, general studies of
the dynamics (the processes that take place on a network)
are fairly rare. In this work we propose an approach to the
dynamics of genetic regulatory networks, whcih moreover
accounts for the noise observed in the transcription pro-
cess, by modelling the interaction of a transcription factor
with the promoter region of a gene through suitable ran-
dom dynamical systems resembling the Michaelis-Menten
enzymatic kinetics.

Fernando Antoneli
Sao Paolo
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MS8

Wilson Networks for Binocular Rivalry

In rivalry the two eyes of a subject are presented with
two images. Usually, the subject reports seeing the two
images alternating. Wilson proposed a class of neuronal
networks for multiple competing patterns. The neuronal
network has learned patterns that help define the network
structure. These networks also support patterns that were
not learned, which we call derived. There is evidence for
perception of derived patterns in binocular rivalry experi-
ments. We consider Wilson networks corresponding to ex-
periments of Kovács, Papathomas, Yang, and Fehér. The
first experiment is the noted monkey-text rivalry experi-
ment. We show that a simple Wilson model makes ex-
pected the surprising outcome. The second experiment
concerns rivalry between dots of different colors. We con-
struct a Wilson network for the dots experiment and use
symmetry to make predictions regarding states that a sub-
ject might perceive. This is joint work with C. Diekman
and Y. Wang.

Martin Golubitsky
Ohio State University
Mathematical Biosciences Institute
mg@mbi.osu.edu

MS8

Normal Forms and Bifurcations of Semigroup Net-
works

The local bifurcation analysis of network dynamical sys-
tems is complicated by the fact that the normal form of
a network near a local equilibrium may not have a nice
network structure. We resolve this issue here by introduc-
ing so-called semigroup networks. It turns out that such
networks are determined by a semigroup of symmetries.
In particular, the synchronous solutions and the spectral
degeneracies of any network are determined by hidden sym-
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metries in an appropriate semigroup network.

Bob Rink, Jan Sanders
VU University Amsterdam
b.w.rink@vu.nl, jan.sanders.a@gmail.com

MS8

Rigid Phase-shifts in Periodic Solutions of Network
Systems

Networks of differential equations can be described ab-
stractly by a directed graph whose nodes correspond to
systems of differential equations and arrows correspond
to coupling between the systems. Suppose that x(t) is
a T -periodic solution and xi(t) and xj(t) are the coordi-
nates of x(t) corresponding to nodes i and j. The two
nodes are phase-related if there exists 0 ≤ θ < 1 such that
xj(t) = xi(t + θT ). The phase relation θ is rigid if it re-
mains unchanged on perturbation of the coupled system.
In this talk we discuss joint work with M. Golubitsky and
D. Romano that shows how rigid phase-shifts are related to
network architecture (the graph) and network symmetries.

Yunjiao Wang
Rice Univ. Houston
dxjiao@gmail.com

MS9

Stochastic Prediction and Control in Time-
dependent Dynamical Systems

We consider the problem of stochastic prediction and con-
trol in a time-dependent stochastic environment, such as
the ocean, where escape from an almost invariant region
occurs due to random fluctuations. In particular, a con-
trol strategy is formulated that utilizes knowledge of the
underlying flow and environmental noise. The control pol-
icy enables mobile sensors to autonomously and efficiently
pursue a variety of tasks by maintaining a desired distribu-
tion in the environment. The control strategy is evaluated
with experimental data.

Eric Forgoston
Montclair State University
Department of Mathematical Sciences
eric.forgoston@montclair.edu

Lora Billings
Montclair State University
Dept. of Mathematical Sciences
billingsl@mail.montclair.edu

Ani Hsieh
Drexel University
mhsieh1@drexel.edu

Ira B. Schwartz
Naval Research Laboratory
Nonlinear Dynamical Systems Section
ira.schwartz@nrl.navy.mil

Philip Yecko
Montclair State University
philip.yecko@montclair.edu

MS9

Relatively Coherent Sets as a Hierarchical Parti-
tion Method in Time-dependent Chaotic Dynami-

cal Systems

We present an extension of finite-time coherent pairs in
time-dependent dynamical systems to generalize the con-
cept to hierarchically defined relatively coherent sets. The
idea is based on specializing the finite-time coherent sets to
use relative measures restricted to sets that are developed
iteratively and hierarchically in a tree structure of parti-
tions and the resulting restricted Frobenius-Perron opera-
tors. Several examples are used to illustrate our method.

Tian Ma
Department of Mathematics and Computer Science
Clarkson University
mat@clarkson.edu

Erik Bollt
Clarkson University
bolltem@clarkson.edu

MS9

Revealing the Phase Portrait of Aperiodic Time
Dependent Dynamical Systems: New Tools and
Applications

A very useful approach for studying dynamical systems is
based on Poincar ideas of seeking geometrical structures on
the phase space that divide it into regions corresponding
to trajectories with different dynamical fates. These ideas
have demonstrated to be very powerful for the description
of transport in purely advective flows. We study the perfor-
mance of recently proposed tools, the so called Lagrangian
descriptors, for achieving phase portrait representations in
geophysical flows. We analyze the convenience of different
descriptors from several points of view and compare out-
puts with other methods proposed in the literature. We
discuss applications of these tools on oceanic and atmo-
spheric realistic datasets.

Ana M. Mancho
Instituto de Ciencias Matematicas
Consejo Superior Investigaciones Cientificas
A.M.Mancho@icmat.es

Stephen Wiggins
University of Bristol
s.wiggins@bristol.ac.uk

Jezabel Curbelo
Intituto de Ciencias Matemáticas (ICMAT), Spain
jezabel.curbelo@icmat.es

Carolina Mendoza
Universidad Politecnica de Madrid
carolina.mendoza@upm.es

MS9

Chaotic Advection in a Steady, Three-dimensional,
Ekman-driven Eddy

We investigate chaotic advection within a three-
dimensional, steady or steady, rotating-cylinder flow,
driven by a surface stress. A high-resolution spectral el-
ement model is used to map out the barriers, manifolds,
and resonances. Invariant tori for cases with O(1) Ekman
number are found to be remarkably stable to the perturba-
tion. A formula for the resonance width is derived, and this
and a version of the KAM theorem are used to interpret
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our findings.

Lawrence Pratt, Irina Rypina
Woods Hole Oceanographic Institution
lpratt@whoi.edu, irypina@whoi.edu

Tamay Ozgokmen
University of Miami/RSMAS
tozgokmen@rsmas.miami.edu

MS10

Truth-model Synchronization and Model-model
Synchronization: A Path to Intelligent Compact
Representation of a High-dimensional Reality

Predictive computational models that assimilate new ob-
servations of a real system as they run are intended to
synchronize with that system, defining a new application
of chaos synchronization to the problem of machine percep-
tion. A recent extension is to arrange for several alternative
models of the same reality to synchronize with one another,
a strategy suggestive of conscious mental processing, that
gives improved modeling with ODE systems and a PDE
representing the large-scale atmospheric circulation.

Gregory S. Duane
National Center for Atmospheric Research
gregory.duane@colorado.edu

MS10

Improvement in Predictive Modeling by Coupling
Imperfect Models

A supermodel is an interconnected ensemble of existing
imperfect models of a real, observable system, intended to
combine the best features of the individual models. The
connections between the models can be learned from ob-
servational data using methods from machine learning. We
present new efficient, robust and scalable learning strate-
gies to optimize supermodels for dynamical systems of low
complexity, in particular for the case where connection co-
efficients appear only in equations for unobserved variables.

Carsten Grabow
Potsdam Institute for Climate Impact Research
grabow@pik-potsdam.de

Juergen Kurths
Humboldt Univ,Germany, Potsdam Institute for Climate
Impact
Research, Germany, and Aberdeen University, UK
juergen.kurths@pik-potsdam.de

MS10

Synchronous Coupling of Large Climate Models for
Improved Climate Change Projection

Models used internationally to project climate change give
divergent predictions in regard to the magnitude of glob-
ally averaged warming and in regard to specific regional
changes. An “interactive ensemble of three different global
climate models (GCMs) has been formed using inter-model
data assimilation. Even with crude assignment of assim-
ilation weights based on historical data, the resulting su-
permodel promises improved performance as compared to

any single model or weighted average of model outputs.

Joseph J. Tribbia
Nat’l Center for Atmospheric
Research
tribbia@ncar.ucar.edu

Alicia Karspeck
National Center for Atmospheric Research
aliciak@ucar.edu

MS10

Climate Model Intercomparison at the Dynamics
Level

We address how well models agree when it comes to dy-
namics they generate, by adopting an approach based on
climate networks. We considered 98 runs from 23 models
and constructed networks for the 500 hPa, surface air tem-
perature (SAT), sea level pressure (SLP), and precipitation
fields for each run. We find that with possibly the excep-
tion of the 500 hPa filed, the consistency for the SLP and
especially SAT and precipitation fields is questionable.

Karsten Steinhaeuser
Department of Computer Science and Engineering
University of Minnesota, Twin Cities
ksteinha@umn.edu

Anastasios Tsonis
University of Wisconsin, Milwaukee
aatsonis@uwm.edu

MS11

On the Generation of Beta Oscillations in the Sub-
thalamic Nucleus-globus Pallidus Network

A key pathology of Parkinsons disease is the occurrence
of persistent beta oscillations. We investigate an earlier
model of the network composed of subthalamic nucleus
(STN) and globus pallidus (GP) that identified the con-
ditions under which this circuit could generate beta oscil-
lations. We derive stability conditions that are valid for
arbitrary synaptic transmission delays. Our analysis ex-
plains how and why changes in inputs to the STN-GP net-
work influence circuit oscillations.

John Hogan
Bristol Centre for Applied Nonlinear Mathematics
Department of Engineering Mathematics, University of
Bristol
s.j.hogan@bristol.ac.uk

MS11

Striatum as a Potential Generator of Beta Oscilla-
tions in Parkinson’s Disease

Prominent beta frequency oscillations arise in the basal
ganglia in Parkinsons disease. The dynamical mechanisms
generating these oscillations are unknown. Using math-
ematical models, we show that robust beta oscillations
can emerge from interactions between striatal medium
spiny neurons. The interaction between the membrane
M-current and the synaptic GABAa current provides a
cellular-level interaction promoting the formation of the
beta oscillation. Experimental testing of our model in
normal, mouse striatum resulted in pronounced, reversible
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beta oscillations

Michelle McCarthy
Department of Mathematics & Center for Biodynamics
Boston University
mmccart@bu.edu

Xue Han
Boston University
Department of Biomedical Engineering
xuehan@bu.edu

Ed Boyden
MIT Media Lab
esb@media.mit.edu

Nancy J. Kopell
Boston University
Department of Mathematics
nk@math.bu.edu

MS11

Dynamical Circuits Coupling Between Basal Gan-
glia and Cerebral Cortex

Elevated level of synchrony in the beta band across cortico-
basal ganglia-thalamo-cortical circuitry is related to the
motor symptoms of Parkinsons disease. We will discuss our
studies of phase synchronization between cortical and basal
ganglia oscillatory neural activity, in particular we consider
the temporal patterns of this synchronization and the use
of the mathematical models to investigate the mechanisms
underlying observed synchronous dynamics.

Leonid Rubchinsky
Department of Mathematical Sciences
Indiana University Purdue University Indianapolis
leo@math.iupui.edu

Sungwoo Ahn
Indiana University Purdue University Indianapolis
ahnmath@gmail.com

Elizabeth Zauber
Indiana University School of Medicine
szauber@iupui.edu

Robert Worth
Department of Neurosurgery
Indiana University School of Medicine
rworth@iupui.edu

MS11

Intrinsic Dynamics of Dopamine Neurons: Model-
ing and Experiments

Dopaminergic (DA) neurons are slow intrinsic pacemakers
that undergo depolarization block upon stimulation. In re-
sponse to several pharmacological manipulations, they also
exhibit bursting and tonic firing. These activities are rele-
vant to the dysfunctional dopaminergic signaling observed
in Parkinson’s disease and schizophrenia. We present a
comprehensive multicompartment model of DA neurons to
uncover the ionic basis of the signaling described above.
Furthermore, we use a reduced three-compartment model
to study its underlying dynamics using bifurcation analy-

sis.

Na Yu
Louisana State University - Health Science Center
Department of Cell Biology and Anatomy
nyu@lsuhsc.edu

MS12

Instability in Nearly Integrable Hamiltonian Sys-
tems with Three Degrees of Freedom

This talk is to sketch the proof of Arnold diffusion in nearly
integrable Hamiltonian systems with three degrees of free-
dom and related problems.

Chong-Qing Cheng
Nanjing University
chengcq@nju.edu.cn

MS12

Geometric and Topological Structures in Hamilto-
nian Dynamics

An important problem in the study of Hamiltonian systems
is to identify geometric/topological templates that orga-
nize the dynamics, and to develop constructive methods
that can applied to concrete examples and implemented in
rigorous numerical experiments. We will present several
models of unstable Hamiltonian systems, and will survey
some geometric, topological, and variational methods that
can be used to describe the dynamics. We will discuss some
applications to celestial mechanics, engineering, population
dynamics, and medicine.

Marian Gidea
Northeastern Illinois University
mgidea@neiu.edu

MS12

Low-dimensional Dynamics in Nnonlinear Wave
Systems

The nonlinear Schrdinger equation (NLS) is a ubiquitous
model in mathematical physics. In diverse settings–light
propagation in coupled nonlinear waveguides and induced
vortex motion in Bose Einstein condensate, the dynamics
are well-described by small systems of Hamiltonian ODE.
Using Hamiltonian reductions and normal form analysis,
we investigate bifurcations discover hidden and surprising
structures in the dynamics of these ODE models and relate
them to direct numerical simulation of NLS.

Roy Goodman
New Jersey Institute of Technology
roy.goodman@njit.edu

MS12

Regularizing Transformations in the Planar Three-
body Problem

I will describe an interesting way to regularize all three bi-
nary collisions and blow-up the triple collision in the planar
three-body problem and discuss progress on extensions to
the planar four-body problem.

Richard Moeckel
University of Minnesota
rick@math.umn.edu



140 DS13 Abstracts

Richard Montgomery
University of California at Santa Cruz
rmont@ucsc.edu

MS12

Small Generalized Breathers with Exponentially
Small Tails for Klein-Gordon Equations

Breathers are solutions to PDEs which are periodic in time
and localized in space. One famous example is the family
of the breathers of the sine-Gordon equation. On the one
hand, as shown by Birnir-McKean-Weinstein and Denzler,
these breathers are rigid in the sense that they do not per-
sist under small perturbations to the sine-Gordon equation.
On the other hand, the formal analysis by Segur-Kruskal,
for the φ-4 model, which can be viewed as a perturbation
to the sine-Gordon equation for small amplitude waves, the
obstacle to solving the equation for breathers is exponen-
tially small with respect to the amplitude of the breathers.
In the talk, we consider a class of Klein-Gordon equation
and show that generically there exist small breathers with
exponentially small tails.

Chongchun Zeng
Georgia Tech
zengch@math.gatech.edu

Nan Lu
University of Massachusetts at Amherst
nanlu@math.umass.edu

MS13

Data-driven Mesoscopic Neural Modelling

This presentation will discuss methods for developing
subject-specific mesoscopic neural models. The ability to
create subject-specific models will enable estimation of nor-
mally hidden aspects of physiology. Imaging physiological
parameters will lead to a greater understanding of diseases
and provide new targets for novel therapies. The model-
data fusion framework in this presentation is based on non-
linear Kalman filtering. In particular, we will demonstrate
estimation accuracy using synthetic data before showing
results from real intracranial EEG data.

Dean R. Freestone, David Grayden
University of Melbourne, Australia
& The Bionics Institute, Melbourne, Australia
deanrf@unimelb.edu.au, grayden@unimelb.edu.au

Mark Cook
St. Vincent’s Hospital, Melbourne, Australia
& The Bionics Institute, Melbourne, Australia
mark@neurology.net.au

Dragan Neic
University of Melbourne, Australia
dnesic@unimelb.edu.au

MS13

Optimal Control of Spiking Neuron Ensembles

Altering neuronal spiking activity using external stimuli
is a subject of active research and is imperative for wide-
ranging applications from the design of neurocomputers to
neurological treatment of Parkinson’s disease. We study
the control of an ensemble of neuron oscillators described
by phase models. We examine controllability of a neuron

ensemble and derive time-optimal and minimum-energy
controls for spiking a neuron ensemble by using a robust
computational method based on pseudospectral approxi-
mations.

Jr-Shin Li, Isuru Dasanayake
Washington University in St. Louis
jsli@seas.wustl.edu, isuru@ese.wustl.edu

Justin Ruths
Singapore University of Technology & Design
justinruths@sutd.edu.sg

MS13

Transient Neurodynamics and the Role of Sensory
Dead Zones

Sensory thresholds can produce complex transient neuro-
dynamics. We illustrate this phenomenon through a study
of stick balancing at the fingertip. Although stick bal-
ancing stability is well accounted for by the presence of
time-delayed feedback, the experimentally-observed tran-
sient dynamics (Weibull-type survival functions, intermit-
tency, Lvy-distributed variables) are most easily explained
by incorporating a sensory threshold into the control mech-
anism. Sensory thresholds and transient dynamical phe-
nomena necessitate a reconsideration of current models for
neural computation and control.

John Milton
Claremont College
jmilton@jsd.claremont.edu

Gabor Stepan
Department of Applied Mechanics
Budapest University of Technology and Economics
stepan@mm.bme.hu

Tamas Insperger
Budapest University of Technology and Economics
Department of Applied Mechanics
insperger@mm.bme.hu

MS13

Controlling Populations of Neurons

There is evidence that an effective treatment for neurologi-
cal diseases such as Parkinson’s disease and epilepsy would
be to desynchronize appropriate populations of neurons, for
example through the use of deep brain stimulation. This
talk will serve as an overview of different methods which
have been proposed to accomplish this goal, with an em-
phasis on methods which exploit ideas from the theory of
dynamical systems.

Jeff Moehlis
Dept. of Mechanical Engineering
University of California – Santa Barbara
moehlis@engineering.ucsb.edu

MS13

Symmetry in the Observability and Controllability
of Neuronal Networks

The theory of observers is a mature one for linear systems.
But it is far less developed for nonlinear systems, and very
incomplete for nonlinear networks. Nevertheless, there is
growing interest in model-based control of neural systems,
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and accordingly, we have begun to investigate the effect of
network symmetries on the observability and controllabil-
ity of neuronal networks.

Steven J. Schiff
Penn State University
Center for Neural Engineering
sschiff@psu.edu

Andrew Whalen, Sean Brennan
Penn State University
awhalen@psu.edu, sbrennan@psu.edu

Timothy Sauer
Department of Mathematics
George Mason University
tsauer@gmu.edu

MS14

An Overview of Localized Pattern Formation, with
Comments on Non-variational and Non-local Prob-
lems

I will introduce the minisymposium by reviewing the un-
derlying structure that supports the existence of localized
states near subcritical pattern-forming instabilities. Com-
ments on recent work concerning non-variational or non-
local terms in model equations will follow; some of this is
joint work with John Burke (Boston).

Jonathan Dawes
University of Bath
J.H.P.Dawes@bath.ac.uk

John Burke
Boston University
jb@math.bu.edu

MS14

Exponential Asymptotics and Homoclinic Snaking

Homoclinic snaking of localized patterns has been observed
in a variety of experimental and theoretical contexts. The
phenomenon, in which a multiplicity of localized states ex-
ists within an exponentially small parameter range, is due
to the slowly varying amplitude ’locking’ to the underly-
ing pattern. We show how conventional methods, such as
multiple scales near bifurcation, must be extended to incor-
porate exponentially small effects if a complete asymptotic
description of snaking behaviour is to be achieved.

Andrew Dean
University of Leeds
n/a

Paul C. Matthews
University of Nottingham
paul.matthews@nottingham.ac.uk

Stephen M. Cox
University of Nottingham
School of Mathematical Sciences
stephen.cox@nottingham.ac.uk

John King
University of Nottingham
john.king@nottingham.ac.uk

MS14

Radially Symmetric Spot Solutions for the Swift–
Hohenberg Equation

The existence of stationary localized spots for the pla-
nar and the three-dimensional Swift–Hohenberg equation
is proved using geometric blow-up techniques. The spots
have a much larger amplitude than that expected from a
formal scaling in the far field. One advantage of the geo-
metric blow-up methods is that the anticipated amplitude
scaling does not enter as an assumption into the analysis
but emerges during the construction. The stability of these
solutions will also be addressed.

Scott McCalla
University of California Los Angeles
sgmccalla@gmail.com

Bjorn Sandstede
Brown University
bjorn sandstede@brown.edu

MS14

Localized Patterns in Systems with Two Length
Scales, and Oscillons in Parametrically Forced Sys-
tems

We present two examples of one-dimensional localized pat-
terns. In the first, the model system is unstable to two
wavelengths and we find patterns with one wavelength em-
bedded in a background of patterns with the other wave-
length. In the second example, the model system is para-
metrically forced and the patterns are analogues of the os-
cillons found in Faraday wave experiments. In both cases,
we analyse the system by carrying out long-wavelength ex-
pansions.

Abeer Al-Nahdi, David Bentley, Jitse Niesen
University of Leeds
ab.nahdi@gmail.com, mat4dcb@leeds.ac.uk,
jitse@maths.leeds.ac.uk
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Department of Applied Mathematics
University of Leeds
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Thomas Wagenknecht
University of Leeds
n/a

MS14

Spatial Patterns in Shear Flows

When shear flows become turbulent spatio-temporal pat-
terns emerge in the chaotically fluctuating flow. Those pat-
terns such as localized turbulent spots or laminar-turbulent
stripes appear to be captured by spatially localized exact
invariant solutions of the 3D Navier-Stokes equations. Spe-
cific equilibrium and traveling wave solutions are organized
in a snakes-and-ladders structure strikingly similar to that
observed in simpler pattern-forming PDE systems, suggest-
ing that well-developed theories of patterns in simpler PDE
models carry over to transitional turbulent flows.

Tobias Schneider
Max Planck Institute for Dynamics and Self-Organization,
tobias.schneider@ds.mpg.de
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University of New Hampshire
john.gibson@unh.edu

MS15

Identification and Tracking of Optimally Coherent
Sets in the Ocean and Atmosphere via Transfer Op-
erators

Optimally coherent sets are those sets that are the most ef-
ficient transporters of geophysical flow mass. We describe
a recent numerical method that uses Lagrangian informa-
tion to detect and track optimally coherent sets in time-
dependent geophysical flows. We illustrate the new ap-
proach by tracking Agulhas rings, and accurately deter-
mining the locations of the Antarctic polar vortex. The
method works naturally in two- and three- dimensions, and
can handle both advective and advective/diffusive dynam-
ics.

Gary Froyland
University of New South Wales
g.froyland@unsw.edu.au
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MS15

Scale-dependent Relative Dispersion and Applica-
tion to Submesoscale Lagrangian Parametrization

The scale-dependent Finite Scale Lyapunov Expo-
nent(FSLE(delta)) is a metric closely related to tracer dis-
persion problems as it differentiates the scales of disper-
sion. It is also particularly suited to investigate the dis-
persive regimes at the submesoscales, which tends to be
underestimated in numerical models and can help in the
development of Lagrangian parametrization. Results will
be presented on existing Lagrangian subgridscale models
adapted to tackle the muti-scale ocean transport problem.

Angelique C. Haza
MPO, RSMAS, University of Miami
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University of Miami/RSMAS
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MS15

Space-Filling Lattices of 3D Vortices Created by
the Self-Replication of Critical Layers in Linearly
Stable, Shearing, Stratified, Rotating Flows

A space-filling lattice of 3D vortices spontaneously forms
in linearly- stable, rotating, stratified shear flows. The lat-
tice is due to a new family of easily-excited critical layers
with singular vertical velocities. The layers draw energy
from the background shear and roll-up into vortices that
generate waves. The waves excite new critical layers and
vortices. The vortices nonlinearly and self-similarly repli-
cate to create a vortex lattice. This self- replication occurs
in stratified Couette flows and in protoplanetary disks.

Philip S. Marcus
Univ. of California at Berkeley
Dept. of Mech. Eng.
pmarcus@me.berkeley.edu

Chung-Hsiang Jiang, Suyang Pei, Pedram Hassandadeh
University of California at Berkeley
chjiang@me.berkeley.edu, suyangp@berkeley.edu,
phz@berkeley.edu

MS15

Hyperbolic Lagrangian Coherent structures
(LCSs) and LCS-cores

Underlying the flow are structures, broadly known as La-
grangian Coher- ent structures (LCSs), which form the
skeletons of passive tracer patterns. Some LCS can sus-
tain highly attracting cores whose identification can help
predicting the development of an instability in a tracer dis-
tribution. Here I exemplify this using data collected dur-
ing the Deepwater Horizon oil spill and the eruption of the
Eyjafjallajokull volcano in 2010, and a Lagrangian drifter
experiment in Gulf of Mexico recently carried out.

M. Josefina Olascoaga
University of Miami
jolascoaga@rsmas.miami.edu
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University of Miami
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MS15

Lagrangian Fronts and Potential Fishing Grounds

Lagrangian fronts in the ocean delineate boundaries be-
tween waters with different Lagrangian properties. We pro-
pose a general method to identify them in any velocity field
based on computing synoptic maps of the drift of synthetic
tracers and other indicators. It is shown with the altimetric
geostrophic velocity fields that fishing grounds with max-
imal catches are located mainly along those Lagrangian
fronts where converge dissimilar wa- ters of different origin
and history. The proposed method may be applied to fore-
cast potential fishing grounds for pelagic fishes in different
regions.

S.V. Prants
Pacific Oceanological Institute of the Russian Academy of
Sciences
prants@poi.dvo.ru
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Pacific Oceanological Institute of the Russian Academy
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M.Yu. Uleysky
Pacific Oceanological Institute of the Russian Academy of
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MS16

Stabilization of Difference Equations with Stochas-
tic Perturbations

A map which experiences a period doubling route to chaos,
under a stochastic perturbation with a positive mean, can
have a stable blurred 2-cycle for large enough values of the
parameter. The limit dynamics of this cycle is described,
and it is demonstrated that most well-known population
dynamics models (for example, Ricker, truncated logistic,
Hassel and May, Bellows maps) have this stable blurred
2-cycle. For a general type of maps, in addition, there may
be a blurred stable area near the equilibrium.

Elena Braverman
Department of Mathematics & Statistics
University of Calgary
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The University of the West Indies
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Athabasca University and
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MS16

Stochastic Effects in Non-normal Systems: An Ex-
ample from Ecology

Consider the linearisation of a predator-prey model around
an equilibrium representing species coexistence. The dy-

namics are governed by a non-normal coefficient matrix,
which may display a large transient response to initial-
value perturbation even when the equilibrium is asymptot-
ically stable. We examine the effect of persistent stochastic
perturbation of each species on mean-square dynamics, ex-
tending to the stochastic case measures of asymptotic and
transient response to initial value perturbations proposed
by Neubert & Caswell (1997).

Conall Kelly
Department of Mathematics and Computer Science
The University of the West Indies, Mona, Kingston,
Jamaica
conall.kelly@gmail.com

MS16

The Poincare Map of Randomly Perturbed Peri-
odic Motion

For a system of differential equations in Rn perturbed by
small white noise, we construct the Poincare map in the
vicinity of a stable limit cycle. We show that the time
of the first exit from a small neighborhood of the fixed
point of the map is approximatelly geometric and provide
applications of this result to the analysis of bursting and
mixed-mode oscillations in neuronal models. This is joint
work with Pawel Hitczenko.

Georgi S. Medvedev
Drexel University
medvedev@drexel.edu

MS16

On Discrete Itô Formula and Applications

We discuss several variants of the Discrete Itô formula
which was originally developed by J. A. D. Appleby,
G.Berkolaiko and A.Rodkina. We demonstrate how this
formula can be applied in the proofs of almost sure stability
and instability of the solutions of the stochastic difference
equations, systems of the stochastic difference equations, as
well as the Euler-Milstein discretisation of an Itô stochas-
tic differential equation. We also discuss application of the
Discrete Itô formula to the optimal control problem for the
stochastic difference equations.

Alexandra Rodkina
University of the West Indies, Jamaica
alexandra.rodkina@uwimona.edu.jm

MS17

Cardiac Wave Instabilities in Tissue with Inhomo-
geneous Distribution of Calcium Alternans

Despite the important role of electro-mechanical alternans
in cardiac arrhythmogenesis, its molecular origin is not well
understood. In this talk we consider alternans associated
to instabilities in the cytosolic calcium transient. Particu-
larly, we study how a malfunction of the ryanodine receptor
(RyR) recovery time from inactivation may induce beat-
to-beat alternations in intracellular calcium concentration
and how this could affect the stimulus propagation in in-
homogeneous tissue, whose cells exhibit different calcium
dynamics.

Carlos Lugo
Departamento de Evolucion Molecular
Centro de Astrobiologia-CSIC
carlos.lugo@fa.upc.edu
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MS17

Dynamically Generated Complex Spatiotemporal
Patterns in Cardiac Tissue

Alternans of action potential duration has been associated
with T-wave alternans and the development of arrhyth-
mias because it produces large gradients of repolarization.
However, little is known about alternans dynamics in large
mammalian hearts. Using optical mapping to record elec-
trical activations simultaneously from the epicardium and
endocardium of large mammalian hearts, we demonstrate
five novel arrhythmogenic complex spatiotemporal dynam-
ics not previously observed.

Flavio M. Fenton
Cornell University
flavio.fenton@physics.gatech.edu

Alessio Gizzi
Campus Bio-Medico of Rome
alessiovgizzi@gmail.com

Elizabeth M. Cherry
Rochester Institute of Technology
School of Mathematical Sciences
excsma@rit.edu

Stefan Luther
Max Planck Institute for Dynamics and Self-Organization
stefan.luther@ds.mpg.de

MS17

Mechanisms of Spatially Discordant Alternans

Spatially discordant alternans (SDA) occurs when the ac-
tion potential duration (APD) of different regions of tissue
alternate out-of-phase. This phenomenon is arrhythmo-
genic since it induces a heterogeneous distribution of re-
fractoriness which can induce wave break. In this study we
propose a novel mechanism to generate SDA which is due
to the spatial heterogeneity of calcium (Ca) cycling within
cells in cardiac tissue. This mechanism is robust and is
likely to underlie a wide range of experimentally observed
SDA patterns.

Daisuke Sato
UC davis
dsato@ucdavis.edu

Donald Bers
UC Davis
dmbers@ucdavis.edu

Yohannes Shiferaw
California State University

Northridge
yshiferaw@csun.edu

MS17

Reduced Order Modeling of Cardiac Dynamics and
Prediction of Alternans

We developed a reduced order model to describe spatiotem-
poral patterns of cardiac alternans. A statistical learning
method based on the reduced order model was developed
to predict the local spatial onset of alternans from time
series of optical mapping data from the rabbit heart .

Xiaopeng Zhao
University of Tennessee
xzhao9@utk.edu

Elena Tolkacheva
Department of Biomedical Engineering
University of Minnesota
talkacal@umn.edu

MS18

Parameterization Methods for Computing Nor-
mally Hyperbolic Invariant Tori

We explain numerical algorithms for the computation of
normally hyperbolic invariant manifolds and their invariant
bundles, using the parameterization method. The frame-
work leads to solving invariance equations, for which one
uses a Newton method adapted to the dynamics and the
geometry of the invariant manifolds. We illustrate the algo-
rithms with several examples. The algorithms are inspired
in current work with A. Haro and R. de la Llave.

Marta Canadell
Universitat de Barcelona
marta@maia.ub.es

Alex Haro
Dept. of Mat. Apl. i Analisi
Univ. de Barcelona
alex@maia.ub.es

MS18

Trajectory Design in the Spatial Circular Re-
stricted Three-Body Problem using Higher-
Dimensional Poincaré Maps

The Circular Restricted Three-Body Problem (CR3BP)
serves as a useful framework for preliminary trajectory de-
sign in a multi-body force environment; however, trajec-
tory design, even in this simplified dynamical regime, is
often nontrivial. The Poincaré map is a powerful tool that
reduces the dimension of the problem and provides invalu-
able insight into the solution space. In the spatial problem,
Poincaré maps must represent at least four states and are
therefore challenging to visualize. In this investigation, a
method to represent the information in higher-dimensional
Poincaré maps is explored. These map representations are
demonstrated to compute heteroclinic and homoclinic con-
nections associated with libration point orbits, as well as
to locate families of periodic orbits about the Moon and
transfers to these orbits in the spatial problem.

Amanda Haapala
School of Aeronautics and Astronautics
Purdue University
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MS18

Computing Singularity-Free Paths on the Configu-
ration Manifold for Closed-Chain Manipulators

In Robotics a mechanism may have singular configura-
tions, for which local ”velocity control” is not possible.
At a singularity the mechanism ”locks”. In order to get
the mechanism to move from one configuration to another
controls must be chosen in a way that these singularities
are avoided. I will describe an algorithm for computing
singularity-free paths on the configuration manifold for
Closed-Chain Manipulators. The algorithm uses higher-
dimensional continuation techniques to explore the mani-
fold using a type of shortest path algorithm, and barriers
to avoid singularities.

Michael E. Henderson
IBM Research
TJ Watson Research Center
mhender@us.ibm.com

MS18

Computing Global Manifolds in the Lorenz System

The transition from simple to chaotic dynamics in the
Lorenz system is organised by two global bifurcations: a
homoclinic bifurcation of the origin and a heteroclinic con-
nection between the origin and a saddle periodic orbit.
This talk will demonstrate how the computation of two-
dimensional stable manifolds as one-parameter families of
orbit segments can be employed to understand the organi-
zation of phase space during this transition via preturbu-
lence to the well-know chaotic Lorenz attractor.

Eusebius Doedel
Dept of Computer Science
Concordia University
doedel@encs.concordia.ca

Bernd Krauskopf, Hinke M. Osinga
University of Auckland
Department of Mathematics
b.krauskopf@auckland.ac.nz, H.M.Osinga@auckland.ac.nz

MS19

Integro-differential Equations in Epidemiology Ex-
plored via Delays

The sojourn time for diseases processes, e.g., recovery or
immunity time, are often assumed to be exponentially dis-
tributed resulting in ODE based models. Consideration of
more general sojourn-time distributions results in integro-
differential equations (IDEs). We study IDEs as perbur-
bations of ODEs or delay-differential equations. We use
asymptotic methods and bifurcation theory developed for
these latter problems to understand how the properties of
the more general sojourn-time distributions affect the sta-
bilty and properties of the IDE system dynamics.

Thomas W. Carr
Southern Methodist University

Department of Mathematics
tcarr@smu.edu

MS19

Networks with Multiple Connection Delays: Dy-
namical Properties, Scaling bBhaviour and Syn-
chronisation Patterns

The dynamics of networks with delayed interactions have
received much interest, as coupling delays play an impor-
tant role in diverse systems as population dynamics, traffic,
communication networks, genetic circuits, and the brain.
In general the different interaction delays in a network are
not equal, or may even differ by several orders of magni-
tude. Here, we consider a network of networks of chaotic
units: the coupling delay within a subnetwork is much
shorter than the delay between the subnetworks. We show
that the spectrum of Lyapunov exponents has a hierarchi-
cal structure, with different parts of the spectrum scaling
with the different delays. From the scaling properties of the
maximal Lyapunov exponent, we can deduce the synchro-
nisation properties of the network: units within a subnet-
work can synchronise if the maximal exponent scales with
the shorter delay, synchronisation between different sub-
networks is only possible if the maximal exponent scales
with the long delay.

Otti D’Huys

Department of Physics (DNTK)
Vrije Universiteit Brussel, Belgium
otti.dhuys@physik.uni-wuerzburg.de
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Humboldt University Berlin
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MS19

Delay- and Coupling-Induced Firing Patterns in
Oscillatory Neural Loops

We investigate the emergence of stable spiking patterns in
feed-forward loops of interacting neurons which are generic
components of nervous systems. We show that such neural
networks may possess a multitude of stable spiking pat-
terns and provide explicit conditions for the communica-
tion delays and/or synaptic weights resulting in a desired
pattern. It can be obtained by a modulation of the coexist-
ing stable in-phase synchronized states or traveling waves
propagating along or against the direction of coupling in
the homogeneous network. We also show that the delays
directly affect the time differences between spikes of inter-
acting neurons, and the synaptic weights control the phase
differences.

Oleksandr Popovych
Institute of Neuroscience and Medicine -
Neuromodulation
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MS19

Control of Desynchronization Transitions by the
Balance of Excitatory and Inhibitory Coupling in
Delay-Coupled Networks

We discuss multiple synchronization and desynchronization
transitions in networks of delay-coupled excitable systems,
which arise due to a change of the ratio of excitatory and
inhibitory couplings. We use a generic model of type-I ex-
citability for the local dynamics of the nodes. Utilising the
method of the master stability function, we investigate the
stability of the zero-lag synchronous dynamics and its de-
pendence on coupling strength, delay time, and the relative
number of inhibitory links.

Eckehard Schöll
Technische Universität Berlin
Institut für Theoretische Physik
schoell@physik.tu-berlin.de

MS20

Extreme Events in Networks of Excitable Units

We investigate networks of excitable FitzHugh–Nagumo
units that are capable of self-generating and -terminating
extreme events at irregular times and without employing
parameter changes, external input or stochasticity. We dis-
cuss dynamical properties and mechanisms that may be
responsible for the generation and termination of these ex-
treme events.

Gerrit Ansmann, Klaus Lehnertz
Department of Epileptology
University of Bonn, Germany
gansmann@uni-bonn.de, klaus.lehnertz@ukb.uni-bonn.de

MS20

The Dynamics of Two Coupled Excitable Units

Networks of excitable elements of FitzHugh Nagumo type
exhibit high amplitude events which are recurrent on large
time scales. To understand the mechanism of the genera-
tion of such events, we study two diffusively coupled, non-
identical FitzHugh Nagumo models. These rare spikes are
found for a parameter range where the system is chaotic.
This chaotic dynamics consists of small subthreshold os-
cillations with irregular spikes immersed. Possible mech-
anisms behind this ”extreme” behavior of the system are
discussed.

Rajat Karnatak

Theoretical Physics/Complex Systems, ICBM
University Oldenburg
rajat.karnatak@uni-oldenburg.de

Ulrike Feudel
University of Oldenburg
ICBM, Theoretical Physics/Complex Systems
ulrike.feudel@uni-oldenburg.de

MS20

Detecting Precursors of Bursting Dynamics in Sim-
plified Neuronal Networks

Spiking dynamics of simplified neuronal networks exhibits
complex patterns with transitions in and out synchronous
bursting. We use integrate-and-fire networks with complex
topologies to investigate dynamical precursors of transi-
tions in and out of the bursting on the level of correlations
of cellular groups. We compare spontaneous and evoked
dynamics for excitatory only and mixed excitatory-and-
inhibitory networks. We show distance dependent clus-
ter formation and progressive homogeneity in neuronal dy-
namics just before the transition to synchronous bursting.
These results may provide insights on dynamical correlates
of seizure seizure onset in epileptic networks.

Michal Zochowski
Department of Physics and Biophysics Program
University of Michigan
michalz@umich.edu

MS21

Reduced Model of Internal Waves

Abstract not available at time of publication.

Roberto Camassa
University of North Carolina
camassa@amath.unc.edu

MS21

Internal Waves in the Ocean: Theoretical Perspec-
tive

Abstract not available at time of publication.

Yuri V. Lvov
Rensselaer Polytechnic Institute
lvovy@rpi.edu

MS21

Internal Waves: Synthesis Between Theory and
Observations

Abstract not available at time of publication.

Kurt Polzin
whoi.edu
kpolzin@whoi.edu

MS21

Hamiltonian Formalism for Internal Waves and
Turbulence in Stratified Flows

Abstract not available at time of publication.

Benno Rumpf
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brumpf@mail.smu.edu
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MS22

From Bearings to Biscuits, Practical Applications
of Nonsmooth Dynamics

Abstract not available at time of publication.

Chris Budd
Dept. of Mathematical Sciences
University of Bath, UK
mascjb@bath.ac.uk

MS22

Sustained Oscillations in a Nonsmooth Idealized
Ocean Circulation Models

Stommel developed a model which captures the basic dy-
namics of thermohaline circulation but the model settles
into a fixed mode of circulation under constant forcing.
Saha modified a model by Colin de Verdière which exhibits
oscillations in the strength of the circulation, however the
model is analytically intractable. Changes in circulation
are a possible trigger to rapid climate fluctuations known as
Dansgaard-Oeschger events. The goal is to determine min-
imal conditions under which an ocean box model exhibits
this qualitative behavior, and geometric singular perturba-
tion theory is used to do so.

Andrew Roberts
Department of Mathematics
The University of North Carolina at Chapel Hill
arob@live.unc.edu

MS22

Regularization and Singular Perturbation Tech-
niques for Nonsmooth Systems

The purpose of this talk is to present some aspects of the
qualitative-geometric theory of nonsmooth dynamical sys-
tems. We present a survey of the state of the art on the con-
nection between the regularization process of non-smooth
vector fields and singular perturbation problems. We focus
on exploring the local behavior of systems around typical
singularities.

Marco Teixeira
Departamento de Matemática
Universidade Estadual de Campinas, Brazil
teixeira@ime.unicamp.br

MS22

Dynamics of a Fast Slow Piecewise Smooth Con-
ceptual Climate Model

A recent augmentation of Earth’s temperature profile
model includes a coupling with an ice line and a green
house effect. The model could be reduced further to a two
dimensional fast slow system on a subset of the plane. The
resulting system is piecewise smooth with switches on the
boundary. In this talk, I will briefly introduce a hybrid
dynamical system arises from this climate model, discuss
the wellposedness of the system and summarize the most
recent advances on the stability analysis.

Esther Widiasih
Department of Mathematics
The University of Arizona
ewidiasih@math.arizona.edu
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Institute for Mathematics and its Applications
University of Minnesota
annab@ima.umn.edu

MS23

Bifurcations in Symmetrically Coupled Devices

I will give an overview of recent bifurcation results in
models of symmetrically coupled devices (lasers and gy-
roscopes). The lasers are delay-coupled and bifurcations
are from a rotating wave. I will present some symmetry-
breaking steady-state and Hopf bifurcations from the ro-
tating wave. The symmetrically coupled network of gyro-
scopes has Hamiltonian structure and I will show how the
bifurcation results persist under time-dependent and dis-
sipative perturbations. This is joint work with J. Collera
(lasers), A. Palacios and B. Chan (gyroscopes).

Pietro-Luciano Buono
University of Ontario Institute of Technology
Oshawa, Ontario Canada
Pietro-Luciano.Buono@uoit.ca

MS23

Synchrony in Coupled Cell Networks

Coupled cell systems (CCS) are systems of ordinary differ-
ential equations associated with a network architecture –
a finite set of nodes or cells and a finite number of arrows,
representing individual dynamics and the interactions be-
tween the individuals, respectively. The network structure
forces the existence of certain flow-invariant subspaces, de-
fined in terms of equalities of certain cell coordinates (the
synchrony subspaces) for all the associated CCS. We show
how to obtain the lattice of synchrony subspaces of a net-
work based on the eigenvalue structure of the network adja-
cency matrices and we present an algorithm that generates
the lattice.

Manuela A. Aguiar
Faculdade de Economia
Universidade do Porto
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Universidade do Porto
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MS23

Dynamics on Asynchronous Networks

For dynamicists, a network consists of interconnected dy-
namical systems (or ”nodes”). Classical networks encoun-
tered in dynamics are synchronous: nodes all run on the
same clock and connectivity is fixed. Biological networks,
computer networks and distributed systems generally are
asynchronous: nodes may run on different clocks, connec-
tivity may vary in time and nodes may stop and start run-
ning. In this talk we describe and illustrate recent results
about dynamics on asynchronous networks.

Mike Field
Rice University Houston
mikefield@gmail.com

MS24

Collaborative Tracking of Coherent Structures in
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Flows by Robot Teams

Tracking Lagrangian coherent structures in dynamical sys-
tems is important for many applications such as oceanog-
raphy and weather prediction. We present a collabora-
tive robotic control strategy designed to track Lagrangian
coherent structures without requiring global information
about the dynamics. The collaborative tracking strategy
is implemented on a team of three robots and relies solely
on local sensing, prediction, and correction. We present
simulation and experimental results and discuss theoreti-
cal guarantees of the collaborative tracking strategy.

M. Ani Hsieh
Drexel University
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MS24

Lagrangian and Eulerian Indicators in a Model of
the Chesapeake Bay

Numerical simulations and analysis of the Chesapeake Bay
will be the focus of this presentation. Data from ROMS
(Regional Ocean Model), specially modified for the Bay’s
bathymetry, geometry, and wind forcing, is analyzed. We
will discuss the challenges associated with interpolating the
data to acquire a velocity field to which we apply recent
tools from dynamical systems to study the behavior of tra-
jectories, transport and mixing, and coherence of struc-
tures. Our goal is to apply Lagrangian as well as Eulerian
tools and indicators and discuss the strengths and weak-
nesses of each technique in the context of the Chesapeake
Bay.
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MS24

LCS Based Detection of Key Ocean Transport Bar-

riers: Advances and Applications

The detection of transport barriers in fluid flows has wide
spread application, one example being the ability to im-
prove predictions of the transport of pollution and debris
in the ocean, which has been become a globally important
topic over the past few years. For this purpose, we provide
an overview of the LCS-based methodolgy for detecting key
transport barriers within two-dimensional flows, describing
some mathematical and practical improvements to existing
methods. To demonstrate the utility of the approach, we
apply this procedure to several different case real-world
studies.
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Massachusetts Institute of Technology
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MS24

Lagrangian Data Assimilation Within the Ocean:
Subsurface Observations and Three Dimensional
Models

A simple kinematic model of a wind-forced three dimen-
sional ocean eddy can illuminate complex dynamics of the
fluid flow. However, a kinematic model alone cannot hope
to perfectly describe reality or the data one may collect.
As such we propose modeling the difference between the
kinematic model and data as a random function which we
refer to as a bias. Once the random function is fit, we
use the now bias-corrected kinematic model to explore the
eddy dynamics.

Elaine Spiller
Marquette University
elaine.spiller@marquette.edu

MS25

Rigorous Continuation of Solutions of Infinite Di-
mensional Nonlinear Problems

We present a rigorous numerical method to compute global
smooth manifolds of solutions of infinite dimensional non-
linear problems. We use a parameter continuation method
on a finite dimensional projection to construct a simplicial
approximation of the manifold. This simplicial approxima-
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tion is then used to construct local charts and an atlas of
the global manifold in the infinite dimensional space. The
idea behind the construction of the smooth charts is to use
the so-called radii polynomials to verify the hypotheses of
the uniform contraction principle on each simplex. The
construction of the manifold is then finalized by proving
smoothness along the common lower dimensional faces of
adjacent simplices. The method is applied to compute one-
and two-dimensional bifurcation manifold of equilibria and
time periodic orbits for PDEs.

Marcio Gameiro
University of Sao Paulo
gameiro@icmc.usp.br

MS25

Rigorous Computation of Connecting Orbits in
Higher Dimensions

Abstract not available at time of publication.
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MS25

Rigorous Numerics for Nonlinear ODEs Using
Chebyshev Series

We propose a rigorous numerical method to validate solu-
tions of initial and boundary value problems for nonlinear
ODEs. Our approach is based on the notion of Chebyshev
expansions, an analogue of Fourier series for nonperiodic
problems. We derive an equivalent problem on the infinite
dimensional space of Chebyshev coefficents and compute
rigorous error bounds for solutions to this problem. The
method is illustrated with an application to connecting or-
bit problems in the Gray Scott System.

Christian Reinhardt
TU Munich
reinhard@ma.tum.de

Jean-Philippe Lessard
Université Laval
jean-philippe.lessard@mat.ulaval.ca

MS25

Recent Advances in Rigorous Numerics for Peri-
odic and Connecting Orbits

The past few decades have seen enormous advances in the
development of computer assisted proofs in dynamics. For
finite dimensional systems there have been stunning re-
sults. Attention is now turning to infinite dimensional
nonlinear dynamics generated by PDEs, integral equations,
delay equations, and infinite dimensional maps. In this talk
we will review recent developments, such as the use Cheby-
shev polynomials to attack connecting orbit problems, as
well as applications in the setting of spatio-temporal peri-
odicity.

Jan Bouwe Van Den Berg
VU University Amsterdam
Department of Mathematics
janbouwe@few.vu.nl

MS26

An Iterative Method for the Canard Explosion in
General Planar Systems

The canard explosion is the change of amplitude of a limit
cycle in a narrow parameter interval. It is well understood
in singular perturbation problems where a small parameter
controls the slow/fast dynamics but also occurs in systems
with no explicit small parameter. We show how the iter-
ative method of Roussel and Fraser, devised to construct
regular slow manifolds, can be used to determine a canard
point in a general planar system.

Morten Brons
Tech University of Denmark
Department of Mathematics
M.Brons@mat.dtu.dk

MS26

Inflection Methods for Singular Perturbation Prob-
lems

Inflection methods for dynamical systems rely on comput-
ing (analytically and/or numerically) the locus of points
in the phase space where a solution curve has zero local
curvature. In problems with multiple time scales, parts
of these inflection sets approximate slow manifolds and, in
the neuronal context, offer a tractable access to excitability
thresholds. In this talk, I will review inflection techniques
for slow-fast dynamical systems and present recent results
on canards in ε-free systems investigated using these tech-
niques.
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INRIA Paris-Rocquencourt
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MS26

An Iterative Approach for the Computation of Ca-
nards and their Transients

The computation of canards in slow-fast systems using col-
location methods is potentially hampered by the fact that
the computational complexity increases with decreasing ep-
silon. Here we suggest a different approach that circum-
vents this issue. It is based on iterative methods for the
computation of the slow manifold and approximations to
the fiber projections that allow for a splitting of the system
into non-stiff sub-systems. We present some convergence
estimates and numerical results.

Kristian U. Kristiansen
Department of Mathmatics
Technical University of Denmark
k.kristiansen@mat.dtu.dk

MS26

Algorithmic Multiscale Reduction: Analysis, Chal-
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lenges, Hits and Misses

Nonlinear multiscale reduction methods originated in the
applied sciences a century ago. Their mathematical for-
malization proved invaluable but riddled them with an
ε 	 1, whose explicit identification is problematic for com-
plex models. I will first present methods understandable
within a simple differential geometric framework, outlining
results and research opportunities. I will then consider a
glycolysis model, show how inopportune applications of the
classic QSSA method reverse system behavior and discuss
QSSA robustness for large biochemical models.

Antonios Zagaris
Universiteit Twente
a.zagaris@utwente.nl

MS27

Identifiability and Parameter Estimation of Multi-
ple Transmission Pathways in Disease

Waterborne diseases such as hepatitis A, cholera, and a
wide range of other bacterial and viral diseases cause over
1.8 million deaths annually. These diseases often exhibit
multiple pathways or timescales of transmission. In this
talk I will discuss some of our recent work examining the
identifiability, parameter estimation and dynamics of mul-
tiple transmission pathways in disease, including initial
work examining how the structure of networks of connec-
tivity for human and water movement affect disease dy-
namics.

Marisa Eisenberg
University of Michigan
marisae@umich.edu

MS27

Mathematical Model of Infection by Genetically-
Engineered Viruses to Induce An Anti-Cancer Im-
mune Response

A new strategy for cancer treatment relies on using
genetically-engineered viruses to infect and kill tumor
cells and potentially induce an anti-tumor immune re-
sponse. Recent experiments with engineered adenovirus
have caused substantial reduction in growth rates of tumors
in mice; however, the tumors always relapse. By fitting
time series data to mathematical models, we attempt to
elucidate underlying cancer-virus and cancer-immune dy-
namics and propose improved methods of treatment.
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University of Sydney
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MS27

The Impact of Vaccination and Transgenic

Mosquitoes on the Evolution of the Dengue Virus

Dengue is a mosquito-borne viral pathogen that causes
large amounts of disease in the tropics and sub-tropics.
Two new interventions for dengue are currently in in-
tense development: a vaccine that protects against all four
serotypes and transgenic mosquitoes that are less-suitable
vectors. We developed a mathematical model for evolution
of dengue viruses in response to these new interventions. I
will discuss results from the model, including interventions
that would pose the least risk of selecting for more virulent
dengue strains.

Jan Medlock
Oregon State University
jan.medlock@oregonstate.edu

MS27

A Perspective on Multiple Waves of Influenza Pan-
demics

A striking characteristic of the past four influenza pan-
demic outbreaks in the United States has been the multiple
waves of infections. However, the mechanisms responsible
for these waves are uncertain. In this talk several distinct
mechanisms are exhibited each of which can generate two
waves of infections for an acute infectious disease. Each is
incorporated into a susceptible-exposed-infected-removed
model. The models are used to examine the effects of bor-
der control and vaccination.
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MS28

Effects of Reduced Discrete Coupling on Filament
Tension in Excitable Media

Wave propagation in the heart is mediated by discrete in-
tercellular connections via gap junctions. Effects of dis-
creteness on waves in two and three dimensions are ex-
plored. We study the effect of discrete cell coupling on
the filament dynamics in a generic model of an excitable
medium. We find that reduced cell coupling decreases the
line tension of scroll wave filaments and may induce neg-
ative filament tension instability in three-dimensional ex-
citable lattices.

Sergio Alonso
Physikalisch-Technische Bundesanstalt
Berlin, Germany
sergio.alonso@ptb.de
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MS28

Dynamics of Scroll Filaments, and Buckling of
Scrolls in Thin Media

Scroll wave turbulence occurs in excitable media with neg-
ative filament tension. In a thin layer, a scroll can be sta-
bilized by “filament rigidity’. Above a critical thickness,
scroll deforms into a buckled, precessing state. On the sur-
face this is seen as spiral wave meandering, the amplitude
of which grows with the layer thickness, until a break-up to
the scroll turbulence happens. We present a simplified the-
ory for this phenomenon and illustrate it with numerical
examples.

Hans Dierckx
Department of Physics and Astronomy
Ghent University
hans.dierckx@ugent.be

Henri Verschelde
Ghent University
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Ozgur Selsil
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Vadim N. Biktashev
College of Engineering, Mathematics and Physical
Sciences
University of Exeter
V.N.Biktashev@exeter.ac.uk

MS28

Low-energy Control of Electrical Turbulence in the
Heart

Control of complex spatio-temporal dynamics underlying
life-threatening cardiac arrhythmias is difficult, because of
the nonlinear interaction of excitation waves in a hetero-
geneous anatomical substrate. We show that in response
to a pulsed electric field, heterogeneities related to coro-
nary vascular structure serve as nucleation sites for intra-
mural electrical waves, which allow targeting of electrical
turbulence near the cores of the vortices of electrical activ-
ity. Using this control strategy, we demonstrate low-energy
termination of fibrillation in vivo.

Stefan Luther
Max Planck Institute for Dynamics and Self-Organization
stefan.luther@ds.mpg.de

MS28

Filament Interaction and Self-Wrapping Filaments
in An Excitable Reaction System

The three-dimensional Belousov-Zhabotinsky reaction self-
organizes scroll waves that rotate around one-dimensional
phase singularities called filaments. These filaments move
with speeds proportional to their local curvature and fil-
ament loops shrink and annihilate in finite time (positive
filament tension). Local pinning of the filament can af-
fect this process and induce stable vortex patterns. In
this talk I will discuss recent results on the pinning of
filament loops to small unexcitable heterogeneities. Such
configurations allow the investigation of filament interac-
tion. In addition, I will present results on the self-wrapping
of filaments around unexcitable cylinders with radii much
smaller than the vortex wavelength. This self-wrapping re-

shapes the rotation backbone and wave field of the vortex
profoundly. The relevance of these findings for cardiology
are discussed. All experimental results are complemented
by numerical simulations with a piece-wise linear reaction-
diffusion model.

Oliver Steinbock
Department of Chemistry and Biochemistry
Florida State University
steinbck@chem.fsu.edu

MS29

Particle Size Segregation and Spontaneous Levee
Formation in Geophysical Mass Flows

Hazardous geophysical mass flows, such as debris flows, py-
roclastic flows and snow avalanches, often develop coarse
particle rich levees that channelize the flow and enhance
run-out. They are formed by large particles rising to the
surface and being preferentially transported to the flow
front, where they experience greater resistance to motion
and are shouldered aside. A first attempt at modelling
such segregation-mobility feedback effects is made using
depth-averaged models.

Nico Gray
School of Math., Univ. of Manchester,
Oxford Rd., Manchester M13 9PL, UK, Tel: +44(0) 161
275 5888
nico.gray@manchester.ac.uk

James Baker
The University of Manchester
n/a

MS29

Analysis of a Dynamical Systems Model for Gran-
ular Flow

We describe an infinite-dimensional dynamical system (the
BSR model) devised to study granular flows, but which has
also proven effective in predicting general material interac-
tion phenomena. After briefly treating the well-posedness
of this system, we prove it is Hamiltonian for certain per-
fectly elastic interactions and present results on complete
integrability. Finally, we show that the system can be re-
duced, in an approximate sense, to a finite-dimensional dis-
crete dynamical system that yields information on chaotic
transitions.

Denis Blackmore
New Jersey Institute of Technology
Newark, NJ 07102, USA
deblac@m.njit.edu
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MS29

Important Time Scales in the Dynamics of Granu-
lar Material

The state of granular media can be represented by a persis-
tence diagram. This representation provides an interesting
insight into the physical properties of the granular media as
demonstrated on a system undergoing compression. Time
evolution of the system can be seen as a curve in the space
of persistence diagrams. Different notions of distance in
this space provide a useful tool for understanding the dy-
namic. In particular the compressed systems (viewed as a
discrete dynamical system) exhibit a few different regimes
where dynamics changes from fast to slow. Dependence
of the system on its previous state is strongly affected by
the sampling rate. We conclude the talk by addressing the
problem of determining the ’appropriate’ sampling rate.

Miroslav Kramar
Rutgers University
Department of mathematics
miroslav@math.rutgers.edu

Konstantin Mischaikow
Department of Mathematics
Rutgers, The State University of New Jersey
mischaik@math.rutgers.edu

Lou Kondic
Department of Mathematical Sciences, NJIT
University Heights, Newark, NJ 07102
kondic@njit.edu

Arnaud Goullet
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MS29

Mixing by Cutting and Shuffling in 3D Granular
Flow

We study chaotic dynamics of granular flow in a spherical
tumbler rotating alternately about two orthogonal axes in
the limit of an infinitely thin flowing layer. Mixing occurs
through cutting and shuffling, is sensitive to the combina-
tion of rotation angles about each axis and can be reduced
to dynamics on a hemispherical shell (2D). Poincare maps
on this shell show patterns that include elliptic regions
reminiscent of partitions generated by piecewise isometries
(PWI).

Paul Umbanhowar
Northwestern University
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umbanhowar@northwestern.edu
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MS30

Network Structure and Predictive Dynamics of
Brain Systems

The human brain is a network of cortical areas connected
by structural or functional highways along which informa-
tion propagates. Using non-invasive neuroimaging data, we
show that brain network structure varies both over time
and between individuals. We identify dynamic network
properties that predict individual differences in cognitive
behaviors such as learning. These results inform statistical
approaches to predict individual brain responses to clinical
interventions, potentially enabling personalized monitoring
of disease progression and rehabilitation.

Danielle S. Bassett, Nicholas F. Wymbs
University of California Santa Barbara
dbassett@physics.ucsb.edu, wymbs@psych.ucsb.edu
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MS30

Geometric Network Models of the Functional Con-
nectome

Null network models, such as Erdos Renyi random graphs
or random graphs with fixed degree distributions provide
a foundation for modern network analyses, both in the de-
sign and evaluation of network metrics. In this talk we
describe a class of null models which capture both geom-
etry and degree distribution, while maintaining analytic
tractability, and discuss several applications to the analy-
sis of functional connectomes.

Eric Friedman
Cornell University
ejf@icsi.berkeley.edu

Adam Landsberg
Joint Sciences, the Claremont Colleges
alandsberg@kecksci.claremont.edu

MS30

Statistical Aspects of Diffusion Fiber Tracking

Abstract not available at time of publication.

Roland Henry
Department of Neurology
UCSF School of Medicine
roland.henry@ucsf.edu
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MS30

A Linear Model Based on Network Diffusion Pre-
dicts Functional Correlation Networks in the Brain
from Structural Connectivity Networks

Abstract not available at time of publication.

Ashish Raj
Cornell
asr2004@med.cornell.edu

MS31

Exploiting Numerical Diffusion to Study Transport
and Chaotic Mixing

In this talk I will demonstrate that the purely convective
mapping matrix approach provides an extremely versatile
tool to study advection-diffusion processes for extremely
large Peclet values. This is made possible due to the coarse-
grained approximation that introduces numerical diffusion,
the intensity of which depends in a simple way on grid res-
olution. This observation permits to address fundamental
physical issues associated with chaotic mixing in the pres-
ence of diffusion. Specifically, we show that in partially
chaotic flows, the dominant decay exponent of the advec-
tion diffusion propagator will eventually decay as Pe to the
power -1 in the presence of quasiperiodic regions of finite
measure, no matter how small they are. Examples of 2d
and 3d partially chaotic flows are discussed.

Patrick Anderson
Eindhoven University of Technology
p.d.anderson@tue.nl

MS31

Global Stability Design of Autonomous Time-
continuous Systems

Given a stable non-linear system, one would like to com-
pute its stability region. Often, the system depends on
parameters, which should be tuned to shape this region
according to one’s needs. More generally, one would like
to perform an efficient quantitative study of the global sta-
ble behavior of the system; and to optimize this. In this
talk I introduce a fairly general framework for doing that
by approximating the deterministic dynamics via a finite
dimensional stochastic process. Translating the desired ob-
jectives in the terms of this process yields a simple compu-
tation and also the application of optimization algorithms.
The probabilistic nature of the approximation enables an
understanding beyond that what standard numerical anal-
ysis can offer. In particular, no trajectory simulation is
needed during the computation. The main advantage of
the method lies in the resulting numerical efficiency and
the general applicability for a wide range of objectives.

Péter Koltai
Center for Mathematics
Munich University of Technology, Germany
koltai@ma.tum.de

MS31

Transfer Operator Based Numerical Methods for
Analysing Coherent Structures in Time-dependent
Systems

After a short review of recent developments in transfer op-
erator methods for studying finite-time transport, we will
introduce a modified construction for characterizing La-

grangian coherent sets in nonautonomous dynamical sys-
tems. This approach takes into account both future and
past information on the dynamics and is suited to track-
ing coherent sets over several finite-time intervals. We will
explore in example systems how diffusion and finite-time
duration influence the structures of interest.

Kathrin Padberg-Gehle
Institute of Scientific Computing
TU Dresden
kathrin.padberg@tu-dresden.de

Gary Froyland
University of New South Wales
g.froyland@unsw.edu.au

MS31

Identifying Topological Chaos Using Set-oriented
Methods

The transfer operator eigenspectrum for a dynamical sys-
tem can identify sets in (phase) space that remain nearly
invariant (by some appropriate definition). A continuous,
non-autonomous dynamical system such as a fluid flow can
contain multiple distinct sets that move about one another
in a non-trivial way. The topology of the set trajecto-
ries enables a classification of the global flow that includes
quantification of the topological entropy. Viscous fluid ex-
amples will be discussed.

Mark A. Stremler
Virginia Tech
stremler@vt.edu

Pradeep Rao
Engineering Science & Mechanics
Virginia Tech
prao@vt.edu

MS32

Relating the Water Wave Pressure to its Surface
Elevation

A new method is proposed to recover the water-wave sur-
face elevation from pressure data obtained at the bottom
of the fluid. The new method requires the numerical solu-
tion of a nonlocal nonlinear equation relating the pressure
and the surface elevation which is obtained from the Euler
formulation of the water-wave problem without approxi-
mation. From this new equation, a variety of different
asymptotic formulas are derived. The nonlocal equation
and the asymptotic formulas are compared with both nu-
merical data and physical experiments.

Bernard Deconinck
University of Washington
bernard@amath.washington.edu

Katie Oliveras
Seattle University
Mathematics Department
oliverak@seattleu.edu

MS32

Solitary Waves on Water and Their Stability

The talk will discuss recent development on the existence
and stability of two- and three-dimensional solitary waves



154 DS13 Abstracts

on the surface of water with finite depth using various
model equations or exact Euler equations. It was known
that these equations have solitary-wave solutions and the
stability of these waves in many problems is still open.
Here, some stability results for these waves will be ad-
dressed, such as transverse instability, conditional stability
or asymptotic linear and spectral stability.

Shu-ming Sun
Dept. of Math.
Virginia Polytechnic Institute and State University
sun@math.vt.edu

MS32

A Dimension-breaking Phenomenon for Steady
Water Waves with Weak Surface Tension

I will discuss the bifurcation of three-dimensional periodi-
cally modulated solitary waves from two-dimensional line
solitary waves in the presence of weak surface tension. The
new waves decay in the direction of propagation and are
periodic in the transverse direction. The proof is based on
spatial-dynamics and an infinite-dimensional version of the
Lyapunov centre theorem. The method also reveals that
the line solitary waves are linearly unstable to transverse
perturbations.

Mark D. Groves
Universität des Saarlandes
groves@math.uni-sb.de

Shu-Ming Sun
Virginia Tech
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sun@math.vt.edu
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MS32

Quasi-periodic Perturbations of Time-periodic Wa-
ter Waves

We develop a high-performance shooting algorithm to
compute new families of time-periodic and quasi-periodic
solutions of the free-surface Euler equations involving
breathers, traveling-standing waves, and collisions of soli-
tary waves of various types. The wave amplitudes are too
large to be well-approximated by weakly nonlinear theory,
yet we often observe behavior that resembles elastic colli-
sions of solitons in integrable model equations. A Floquet
analysis shows that many of the new solutions are stable
to harmonic perturbations.

Jon Wilkening
UC Berkeley Mathematics
wilken@math.berkeley.edu

MS33

The Curse of Dimensionality for the Border Colli-
sion Normal Form

I will discuss the dynamics of higher dimensional border
collision bifurcations, showing that there exist parameters
for which the n-dimensional normal form has attractors
that cannot exist in the (n-1)-dimensional version. These

results also have implications for grazing-sliding bifurca-
tions of continuous time systems. This is joint work with
Mike Jeffrey (University of Bristol).

Paul Glendinning
University of Manchester
p.a.glendinning@manchester.ac.uk

MS33

The Uncertainties of Nonsmooth Dynamics

A discontinuity in a set of differential equations generally
leads to infinitely many possible solutions. Why, then, has
Filippov’s ‘sliding’ solution been successful in studying ev-
erything from stick-slip dynamics to electrical switching?
We show that an idealized mathematical model with dis-
continuities has infinitely many solutions, but that by as-
suming a lack of exact knowledge of the system, Filippov’s
solution becomes valid, and one can quantify the balance
of modelling errors for which this remains true.

Mike R. Jeffrey
University of Bristol
mike.jeffrey@bristol.ac.uk

MS33

Singular Dynamics in Gene Network Models

Gene regulatory networks are commonly modeled by
steep/step sigmoid interactions which leads to difficul-
ties when the gene expressions are close to their thresh-
olds. A method to analyze this situation is the framework
based on singular perturbation techniques. We present 3-
dimensional examples that do not fit the classical singular
perturbation theory. We therefore suggest a generaliza-
tion of the classical singular perturbation techniques that
is based on the Artstein theory of dynamic limits of the
fast flow.

Anna Machina
University of Victoria
annama@uvic.ca

MS33

Singular Matching Near a Visible Fold-regular
Point: Asymptotics of the Return Map

We combine geometric singular perturbation theory with
matching perturbation methods to study the local map of
near-grazing solutions at the boundary between crossing
and sliding dynamics, in the smoothing of a Filippov-type
nonsmooth dynamical system. We show that the Lipchitz
constant is of order O(εα), α > 0, in terms of the singular
perturbation parameter ε. The value of α depends on the
smoothness of the function regularizing the discontinuity.
The persistence of periodic orbits is discussed.

Tere M. Seara
Univ. Politecnica de Catalunya
Tere.M-Seara@upc.edu
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MS34

Linearization Theorems and Koopman Operator
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Spectrum

The spectrum of Koopman operator describes the change
of distributions in the phase space and is crucial for a
global analysis of system properties from a measure the-
oretic point of view. We present a new way of analyzing
this spectrum based on linearization of nonlinear systems
in its basin of attraction.

Yueheng Lan
Tsinghua University
lanyh@mail.tsinghua.edu.cn

MS34

Isochrons and Isostables of Dynamical Systems:
Relationship to Koopman Operator Spectrum

The spectral properties of the Koopman operator are re-
lated to the well-known isochrons of limit cycles. This
observation yields an efficient method to compute the
isochrons in high-dimensional spaces and provides a new
perspective to extend this notion to nonperiodic systems
(e.g. quasiperiodic tori). For a stable fixed point, the
isochrons are defined through the same framework and
complemented with the so-called isostables required for the
(action-angle) reduction of the dynamics.

Alexandre Mauroy, Igor Mezic
University of California, Santa Barbara
alex.mauroy@engr.ucsb.edu, mezic@engineering.ucsb.edu

MS34

Koopman Operator Methods: An Overview

Koopman (or composition) operator is a linear infinite-
dimensional operator that can be defined for any nonlinear
dynamical system. The linear operator retains the full in-
formation of the nonlinear state-space dynamics. The for-
malism based on Koopman operator representation holds
promise for extension of dynamical systems methods to sys-
tems in high-dimensional spaces as well as hybrid systems,
with a mix of smooth and discontinuous dynamics. Re-
cently, Koopman operator properties have been intensely
studied, and applications pursued in fields as diverse as
fluid mechanics and power grid dynamics. We will overview
the current status of Koopman operator methods in dy-
namical systems and their applications.

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

MS34

Koopman Operator Methods in Fluid Mechanics

We study coherent structures in fluid flows using analysis
of the Koopman operator. Given a vector of observables
for a dynamical system (for instance, flow information in
a particular region of space), one may determine a corre-
sponding set of “Koopman modes,” which are the coeffi-
cients in an expansion in Koopman eigenfunctions. These
modes may be extracted from data using Dynamic Mode
Decomposition, a variant of the Arnoldi algorithm, and
elucidate coherent structures in the flow.

Clarence Rowley
Princeton University
Department of Mechanical and Aerospace Engineering
cwrowley@princeton.edu

MS35

Approximate Deconvolution Large Eddy Simula-
tion of the Quasi-Geostrophic Equations of the
Ocean

This talk introduces a new approximate deconvolution clo-
sure modeling strategy for the quasi-geostrophic equations
modeling the large scale oceanic flows. The new large eddy
simulation model is successfully tested in the numerical
simulation of the wind-driven circulation in a shallow ocean
basin, a standard prototype of more realistic ocean dynam-
ics. This first step in the numerical assessment of the new
model shows that approximate deconvolution could repre-
sent a viable alternative to standard eddy viscosity param-
eterizations in the large eddy simulation of more realistic
turbulent geophysical flows.

Traian Iliescu
Department of Mathematics
Virginia Tech
iliescu@vt.edu

MS35

Approximate Deconvolution Models for LES of At-
mospheric Boundary Layer Flows

Atmospheric boundary layer flows exhibit a range of turbu-
lent conditions over the course of a diurnal cycle. Our in-
terest is in approximate deconvolution method algorithms
for subfilter-scale closures in large-eddy simulation to bet-
ter represent intermittent turbulence and to facilitate flow
transitions across mesh refinement boundaries. The ex-
plicit filtering and reconstruction approach allows genera-
tion of intermittent turbulence even under strong nighttime
stratification and improves representation of appropriate
scales as the flow transitions across grid nesting interfaces.

Tina Katopodes Chow
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MS35

Modeling Error in Approximate Deconvolution
Models

We investigate the asymptotic behaviour of the modeling
error in approximate deconvolution model in the 3D peri-
odic case, when the order N of deconvolution goes to in-
finity. We consider successively the generalised Helmholz
filters of order p and the Gaussian filter. For Helmholz fil-
ters, we estimate the rate of convergence to zero thanks to
energy budgets, Gronwall’s Lemma and sharp inequalities
about Fouriers coefficients of the residual stress. We next
show why the same analysis does not allow to conclude
convergence to zero of the error modeling in the case of
Gaussian filter, leaving open issues.

Roger Lewandowski
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MS35

Unconditionally Stable and Optimally Accurate
Timestepping Methods for Approximate Deconvo-
lution Models

We address an open question of how to devise numerical
schemes for approximate deconvolution models that are ef-
ficient, unconditionally stable, and optimally accurate. We
propose, analyze and test a scheme for these models that
has each of these properties. There are several important
components to the derivation, both at the continuous and
discrete levels, which allow for these properties to hold.
The proofs of unconditional stability and optimal conver-
gence are carried out through the use of a special choice
of test function and some technical estimates. Numerical
tests are also provided.

Leo Rebholz
Clemson University
Department of Mathematical Sciences
rebholz@clemson.edu

MS36

Response of the Sea Ice Seasonal Cycle to Climate
Change

The Northern Hemisphere sea ice cover has diminished
rapidly in recent years and is projected to continue to di-
minish in the future. The year-to-year retreat is faster in
summer than winter, which has been identified as one of
the most striking features of satellite observations as well
as of IPCC model projections. This is typically understood
to imply that the sea ice cover is most sensitive to climate
forcing in summertime. However, in the Southern Hemi-
sphere it is the wintertime sea ice cover that retreats fastest
in IPCC model projections. Here, we address the seasonal
structure of observed and simulated sea ice retreat in both
hemispheres. We propose a physical theory that primarily
involves the shape of coastlines and eddy heat fluxes in the
atmosphere. We demonstrate that the theory accurately
describes a wide range of climates simulated with a hierar-
chy of models ranging from an idealized ffatmosphere-sea
ice model to a state-of-the-art coupled GCM.

Ian Eisenman
Scripps Institution of Oceanography
eisenman@ucsd.edu

MS36

Multiple Sea Ice States and Hysteresis in Simple
and Complex Climate Models: Why the Oceans
Matter

Sea ice exerts a positive radiative feedback which can give
rise to multiple equilibria and hysteresis in the climate
system. Climate simulations with a coupled atmosphere-
ocean-sea ice general circulation model that permit at least
four different stable states ranging from warm ice-free con-
ditions to 100% ice cover, all of which are consistent with
present-day greenhouse gas and solar radiation. The inter-
action between sea ice and ocean heat transport provides
key constraints on the number and type of possible equi-
libria, as well as governing many aspects of the transient
adjustment between stable states. I will discuss how this

interaction is misrepresented in many simple climate mod-
els, and how to fix it. Finally I will discuss implications of
multiple equilibria in past climate change, including Snow-
ball Earth and the last ice age.

Brian Rose
Dept of Atmospheric Sciences, University of Washington
Box 351640, Seattle, WA 98195
brose@atmos.washington.edu

MS36

Reversibility of Arctic Sea Ice Retreat - A Concep-
tual Multi-scale Modeling Approach

A lattice-type thermodynamic complex systems model for
the ice-albedo feedback is introduced that includes the ba-
sic physics of ice-water phase transition, a nonlinear diffu-
sive energy transport in a possibly heterogeneous ice-ocean
layer, and spatiotemporal atmospheric and oceanic drives.
At the local scale the model reveals bistability in sea ice
loss. At the regional scale, however, hysteresis in sea ice
retreat is structurally not stable.

Renate A. Wackerbauer
University of Alaska Fairbanks
Department of Physics
rawackerbauer@alaska.edu
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MS36

On the Existence of Stable Seasonally Varying Arc-
tic Sea Ice in Simple Models

Within the framework of lower order thermodynamic theo-
ries for the climatic evolution of Arctic sea ice we isolate the
conditions required for the existence of stable seasonally-
varying solutions, in which ice forms each winter and melts
away each summer. We construct a two-season model from
the continuously evolving theory of Eisenman and Wett-
laufer (2009) and showing that seasonally-varying states
are unstable under constant annual average short-wave ra-
diative forcing. However, dividing the summer season into
an ice covered and ice free interval provides sufficient free-
dom to stabilize seasonal ice. The condition for stabil-
ity is determined viz., when the ice vanishes in summer
and hence the relative magnitudes of the summer heat flux
over the ocean versus over the ice. Finally, a new stochas-
tic perturbation theory is developed for the original non-
autonomous continuously varying model and its moments
are analyzed in light of observations.

John S. Wettlaufer
Dept of Physics, Geophysics, and Applied Mathematics,
Yale University,
john.wettlaufer@yale.edu

MS37

Understanding Homoclinic Bifurcations via the
Computation of Global Invariant Manifolds

In three-dimensional vector fields, if the one-dimensional
unstable manifold of a saddle equilibrium lies on its two-
dimensional stable manifold, then a homoclinic orbit ex-
ists. Typically, breaking the homoclinic orbit leads to a
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rearrangement of these invariant manifolds and a reorga-
nization of the overall dynamics in phase space. We show
how the computation of global two-dimensional invariant
manifolds helps us to understand their role as separatrices
and basin boundaries near several codimension-one and -
two homoclinic bifurcations.

Pablo Aguirre
Universidad Técnica Federico Santa Mara
Departamento de Matemática
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MS37

Global Bifurcations Lead to Bursting in a Two-
Mode Laser

We present an unusual bursting mechanism in a two-mode
semiconductor laser with single-mode optical injection. By
tuning the strength and frequency of the injected light we
find a transition from purely single-mode intensity oscilla-
tions to bursting in the intensity of the uninjected mode.
We explain this phenomenon on the basis of a simple two-
dimensional dynamical system, and show that the burst-
ing in our experiment is organised by global bifurcations of
limit cycles.

Andreas Amann
School of Mathematical Sciences
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MS37

Interacting Invariant Sets in a Noninvertible Pla-
nar Map Model of Wild Chaos

We study a noninvertible planar map that is a model for
wild Lorenz-like chaos in a five-dimensional vector field.
We are concerned with the transition to wild chaos via
the interaction between the stable and unstable sets of a
saddle fixed point and the critical set of the map, which
consists of the images and preimages of the critical point.
These interactions correspond to homo- and heteroclinic
bifurcations in the underlying vector field.

Stefanie Hittmeyer, Bernd Krauskopf, Hinke M. Osinga
University of Auckland
Department of Mathematics
stefanie.hittmeyer@auckland.ac.nz,
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MS37

Global Bifurcations in a Non-Invertible Model of

Asset Pricing

We introduce a canonical form for a standard model of as-
set pricing. The resulting (non-invertible) two-dimensional
dynamical system depends on two parameters only, a rate
of geometric decay and a mean reversion parameter. We
detect parameter regimes for which homoclinic and hete-
roclinic orbits exist and illustrate corresponding intersec-
tions of stable and unstable sets. Finally, autocorrelations
of prices and returns before and after these global bifurca-
tions are discussed.

Thorsten Hüls, Volker Bohm
Universitaet Bielefeld
huels@math.uni-bielefeld.de,
vboehm@wiwi.uni-bielefeld.de

MS38

The Topology of Non-Linear Global Carbon Dy-
namics: From Tipping Points to Planetary Bound-
aries

In this talk, I will present a minimal model of land use and
carbon cycle dynamics and explores the relationship be-
tween nonlinear dynamics and planetary boundaries. Only
the most basic interactions between land cover, terrestrial
carbon stocks and atmospheric carbon stocks are consid-
ered. The goal is not to predict global carbon dynamics
as it occurs in the actual earth system, but rather, to con-
struct a conceptually reasonable representation of a feed-
back system between different carbon stores like that of the
actual earth system and use it to explore the topology of
the boundaries of what can be called a safe operating space
for humans. The analysis of the model illustrates the po-
tential complexity of planetary boundaries and highlights
some challenges associated with navigating them.

Marty Anderies
Arizona State University
m.anderies@asu.edu

MS38

Forecasting the Truth with a Cleverly Inflated En-
semble

Predictions of the future state of the Earth’s atmosphere
are typically based on a collection of numerical simula-
tions whose variance represents the forecast uncertainty.
Inspired by techniques from shadowing theory, we develop
a novel method for improving forecasts during integration
of a weather model. The algorithm involves injecting arti-
ficial uncertainty into the forecast, but only in directions of
state space experiencing contraction in the form of negative
local Lyapunov exponents.

Chris Danforth
Mathematics and Statistics
University of Vermont
chris.danforth@uvm.edu

Ross Lieb-Lappen
Dartmouth
ross.lieb-lappen@dartmouth.edu

James A. Yorke
University of Maryland
Departments of Math and Physics and IPST
yorke@umd.edu
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MS38

Dynamical Systems and Planet Earth

This overview talk will introduce the audience to various
applications of dynamical systems in climate science. The
emphasis will be on a system-level approach, where the
Earth’s climate system is viewed as a complex system and
manifestations of collective behavior are more important
than details of the internal dynamics. Topics to be pre-
sented include energy balance models, ocean circulation
models, oscillatory networks and teleconnections, Lorenz
models, biogeochemical processes, and the carbon cycle.

Hans G. Kaper
Georgetown University
Argonne National Laboratory
kaper@mcs.anl.gov

MS38

Tipping Points: Overview and Challenges

Mathematical mechanisms for tipping points will be intro-
duced, starting with the conceptual framework of bifurca-
tion theory, and then highlighting some of the challenges
and limitations of exploiting this framework for problems
arising in applications. Parts of the discussion will be de-
veloped in the setting of case studies of possible tipping
points in models of (1) Arctic sea-ice retreat, and (2) de-
sertification.

Mary Silber
Northwestern University
Dept. of Engineering Sciences and Applied Mathematics
m-silber@northwestern.edu

MS38

Exploring the Decision-support Component of
MPE Questions

One of the ways that climate and sustainability applica-
tions differ from other applications of dynamical systems
is their close connection with decision-making and policy.
We will explore how a decision-support viewpoint may in-
spire new dynamical questions.

Mary Lou Zeeman
Bowdoin College
Department of Mathematics
mlzeeman@bowdoin.edu

MS39

Ionic Dynamics Mediate Pattern Generation in
Epilepsy

Many types of epileptic seizures involve repetitive periods
of tonic spiking and bursting activity. We found that the
changes of the intracellular and extracellular ion concentra-
tions can have profound effects on the network dynamics
and may be responsible for the characteristic patterns of
electrical activity observed during seizures. Our results will
likely have implications onto drug development and deepen
our understanding of the origin of seizures.

Maxim Bazhenov
Department of Cell Biology and Neuroscience
University of California, Riverside
maksim.bazhenov@ucr.edu

Giri Krishnan

UC Riverside
girik@ucr.edu

Andrey Shilnikov
Neuroscience Institute and Department of Mathematics
Georgia State University
ashilnikov@gsu.edu

MS39

The Impact of Network Structure on Criticality in
Cortical Circuits

Cortical circuits have been hypothesized to operate near a
critical point for optimality. Previous evidence supporting
this came from bulk signals that did not show individual
neuron activity. Using a 512 electrode array, we recorded
hundreds of spiking neurons and found two main things:
(1) Avalanche shapes can be collapsed onto a universal
scaling function, a key indicator of criticality; (2) The net-
work structure of effective connections strongly influences
the critical exponents of the system.

John M. Beggs
Indiana University
Dept. of Physics
jmbeggs@indiana.edu

Karin Dahmen
University of Illinois, Department of Physics
dahmen@illinois.edu

Lee DeVille
University of Illinois, Department of Math
rdeville@illinois.edu

Tom Butler
Massachusetts Institute of Technology
tbutler@mit.edu

Nir Friedman
University of Illinois
quicknir@gmail.com

Masanori Shimono
Physics Department, Indiana University
mshimono@indiana.edu

Shinya Ito
Indiana University
shixnya@gmail.com

Braden Brinkman
University of Illinois
brinkma5@illinois.edu

MS39

From Neuron Dynamics to Network Plasticity

Spatiotemporal dynamics in neural networks depends on
two factors: dynamical properties of individual neurons
and characteristics of network connectivity. In the brain,
however, these two factors vary dynamically and are in-
tertwined in a highly complex way. Through simulations
of large-scale spiking neuron network models, we will dis-
cuss how heterogeneity in network structure, heterogeneity
in cellular excitability and plasticity of synaptic connectiv-
ity interact to collectively influence network spatiotemporal
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dynamics.

Michal Zochowski
Department of Physics and Biophysics Program
University of Michigan
michalz@umich.edu

Victoria Booth
University of Michigan
Depts of Mathematics and Anesthesiology
vbooth@umich.edu

MS39

Distributed Control in Mean-field Cortical Net-
work Models

Brain stimulation has been proposed to control pathologi-
cal neuronal activity during seizure. Such activity can be
viewed as a network event that begins with or without a
clear spatial focus and spreads through a cortical network.
This talk will assess distributed control, envisioned as grids
of local stimulating electrodes, in this scenario through the
use of mean-field neuronal network models. The control
efficacy as a function of topology and connection dynamics
will be shown.

ShiNung Ching
Washington University in St. Louis
shinung@ese.wustl.edu

Mark Kramer
Boston University
mak@math.bu.edu

MS39

Performance Limitations of Thalamic Relay: New
Insights into Thalamo-Cortical Processing, Parkin-
son’s Disease and Deep Brain Stimulation

Humans have the remarkable ability to selectively process
sensory information. In the motor system, we select which
muscles to turn on and off during movement. In this talk,
we describe how and when selective processing occurs in a
thalamic cell. We compute bounds on thalamic relay re-
liability that explain observed patterns of neural activity
in the basal ganglia in (i) health (ii) in Parkinsons disease
(PD), and (iii) in PD during therapeutic deep brain stim-
ulation.

Sridevi Sarma, Rahul Agarwal
Johns Hopkins University
sree@jhu.edu, rahul.jhu@gmail.com

MS40

Collision of a Flexible Filament with a Point Vortex

I will first review vortex methods for flows coupled to de-
forming flexible filaments, which can serve as models for
fish bodies, fins, and other immersed structures. I will
then focus on the attraction between a flexible filament is
attracted to a point vortex when they move together as a
coupled system. The point vortex collides with the filament
at a finite time. I will explain the power laws describing
the collision.

Silas Alben
University of Michigan, USA
alben@umich.edu

MS40

Improving Vortex Models for Agile Bio-inspired
Flight via Optimal Control Theory

We formulate a constrained minimization problem which
allows us to relax the usual edge regularity conditions of
point vortex models in favor of empirical determination of
vortex strengths. The strengths are determined by mini-
mizing the error with respect to empirical force data, while
vortex positions are allowed to evolve freely. We show that,
for a flat plate undergoing various maneuvers, the opti-
mized model leads to force predictions remarkably close to
empirical data.

Jeff D. Eldredge
University of California, Los Angeles
Mechanical & Aerospace Engineering
eldredge@seas.ucla.edu

Maziar Hemati
University of California, Los Angeles
mhemati@ucla.edu

MS40

Dipole Interactions in Doubly-periodic Domains

We consider the interactions of finite dipoles in a doubly-
periodic domain as a model that captures the “far-field hy-
drodynamic interactions in fish schools. A finite dipole is a
pair of equal and opposite strength point vortices separated
by a finite distance. We examine the dynamic evolutions
of single dipoles and dipole pairs per box and focus on the
stability of two families of relative equilibria: rectangular
(1 dipole/box) and diamond (2 dipoles/box). We conclude
by commenting on the insights these models offer in the
context of fish schooling.

Eva Kanso, Alan Cheng Hou Tsang
University of Southern California
kanso@usc.edu, n/a

MS40

Vortex Dipoles

Point vortices of opposite strength propagate at a con-
stant speed proportional to the inverse of their separation.
Hence a straightforward Matched Asymptotic Expansion
approach struggles to produce the appropriate equations
for the motion of a vortex dipole, that is a singularity
one order higher than a point vortex. We review vor-
tex dipoles, including this limiting process, and also study
quasi-analytic solutions for dipoles with viscosity.

Stefan Llewellyn Smith
Department of MAE
University of California, San Diego
sgls@ucsd.edu

Raymond Nagem
Boston University
nagem@engc.bu.edu

MS40

Numerical Study of Viscous Starting Flow Past
Flat Plates

Viscous flow past a finite plate of zero thickness moving
normal to itself with velocity U = U0t

p is investigated nu-
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merically, using a high order finite difference method. The
simulations resolve detailed features of the flow, including
the singular nature of the starting flow, and the depen-
dence of various quantities on the Reynolds number and
the parameter p describing the plate motion. The results
provide a basis of comparison to evaluate simpler inviscid
models for flow separation.

Monika Nitsche
University of New Mexico
Department of Mathematics and Statistics
nitsche@math.unm.edu

Ling Xu
Georgia State University
lxu9@gsu.edu

MS41

Perturbed Restricted Few-Body Problems and
their Applications

This talk will present recent advances in the analysis of
orbital dynamics in restricted two, three and four body
problems perturbed by a conservative force. In particu-
lar, we consider the orbital dynamics of a continuous low
thrust spacecraft and the inhomogeneous gravitational field
of a celestial body. Novel orbits including displaced non-
Keplerian and frozen orbits are iden- tified and applications
to future Earth and asteroid observation missions are pre-
sented. The analytical and numerical tools used to study
these different classes of orbits are described.

James Biggs, Marta Ceccaroni, Colin McInnes
University of Strathclyde
james.biggs@strath.ac.uk, marta.ceccaroni@strath.ac.uk,
colin.mcinnes@strath.ac.uk

MS41

Spacecraft Transfer Trajectory Design Exploiting
Resonant Orbits and Manifolds in Multi-Body
Regimes

The application of dynamical systems techniques to tra-
jectory design has demonstrated that leveraging invariant
manifolds and resonant orbits expand the trajectory de-
sign options. Transfer trajectories between two- and three-
dimensional resonant orbits are explored in a three-body
system via Poincar mapping tech- niques. Incorporating
strategic maneuvers, trajectories that support various mis-
sion scenarios can be constructed.

Kathleen C. Howell
Purdue University
West Lafayette, IN 47907
howell@purdue.edu

Mar Vaquero
Purdue University
n/a

MS41

Dynamics in Astronomical and Astrodynamical
Problems

In this talk it will be shown how modern techniques of
the Dynamical Systems field are able to provide tools to
explain in a natural way different astronomical patterns
as well as to simplify and make more systematic mission

analysis.

Josep Masdemont
Departament de Matematica Aplicada
Universitat Politecnica de Catalunya
josep@barquins.upc.edu

Gerard Gomez
Departament de Matematica Aplicada
Universitat de Barcelona
gerard@maia.ub.es

MS41

Constant Sun Angle Solar Sail Trajectories

The natural trajectories of spacecraft with solar sails that
are maintained at constant angles to their sun lines are
described. The six dimensional equations of motion are re-
duced to a two dimensional hodograph equation for the
motion in the instantaneous orbital plane. This drives
another two dimensional equation for the motion of the
orbital plane itself. All possible tra- jectories are classi-
fied, and potential applications to trajectory design are
described.

Brian Stewart
University of Surrey
b.stewart@surrey.ac.uk

Phil Palmer
Surrey Space Centre
p.palmer@surrey.ac.uk

Mark Roberts
University of Surrey, UK
m.roberts@surrey.ac.uk

MS41

Attainable Sets, Fast Numerical Approximation of
Invariant Manifolds and Applications

The paper presents the attainable sets, i.e., admissible low-
thrust trajectories and the approximation of invariant man-
ifolds with fast numerical methods based on splines. These
features are used in the preliminary design of transfer tra-
jectories defined in a typi- cal three-body problem. Each
feature provides a trajectory that is based on a reduced
number of parameters, so that transfer trajectories can be
found by matching the corresponding parameters of the
different trajectory arcs. Examples are provided with ref-
erence to transfer between Libration point orbits.

Francesco Topputo, Franco Bernelli-Zazzera
Politecnico di Milano
topputo@aero.polimi.it, bernelli@aero.polimi.it

Giorgio Mingotti
University of Strathclyde
giorgio.mingotti@strath.ac.uk

Renyong Zhang
Northwestern Polytechnical University
zhangrenyong2003@yahoo.com.cn

MS42

Epidemics Dynamics in a City: A Network Model
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and Season Variations

We are considering a model for dengue epidemics spread-
ing in a densely populated town, where people move daily
from one neighborhood to another. For this purpose we
consider a network generalization of SIR model with and
without birth and death. We are particularly interested in
understanding how the geometry of the network, its homo-
geneity or non homogeneity, the flux of people and a pos-
sible seasonal periodicity of climate have an effect in the
occurrence of an epidemics. [Bacaer and Gomez, “On the
final size of epidemics with seasonality’, Bulletin of Math-
ematical Biology, 71 : 1954-1966 (2009); Howard Weiss,
“A Mathematical Introduction to Population Dynamics’,
IMPA (2009); Lucas Stolerman, Master thesis, “Um Mod-
elo em Rede para a dinamica de uma epidemia em uma
cidade’ (2012); Horst R. Thieme, Mathematics in Popula-
tion Biology, Princeton (2003)]

Stefanella Boatto
Universdade Federal de Rio de Janeiro, Brazil
s boatto@hotmail.com, lella@im.ufrj.br

MS42

Branching Process Models for HIV and SIV Infec-
tion

Differential equation models for HIV and SIV infection are
of questionable validity when the numbers of a player in the
model (virus or infected cell) are small. We have worked
on branching process models for very early infection and
successfully treated infection. Although direct simulation
is always an option, analytic or mixed methods are often
possible. I will summarize our progress and outline direc-
tions for future work.

Daniel Coombs
University of British Columbia
coombs@math.ubc.ca

Jessica M. Conway
University of British Columbia
Department of Mathematics
conway@lanl.gov

Bernhard Konrad
Institute of Applied Mathematics
University of British Columbia
konradbe@math.ubc.ca

Alejandra Herrera Reyes
University of British Columbia
Department of Mathematics
donaji@math.ubc.ca

MS42

Modeling Dengue Fever: Recent Developments

Dengue is the most significant mosquito-borne viral infec-
tion of humans, causing 50-100 million infections annually.
The main line of attack against dengue has been traditional
mosquito control measures, such as insecticides. The com-
ing years will see the broadening of our anti-dengue arse-
nal to include genetically-modified mosquitoes, biocontrol
methods such as Wolbachia, and vaccines. In this talk, I
will discuss mathematical modeling that is being used to
help design dengue control efforts using one, or a combina-

tion, of these methods.

Alun Lloyd
North Carolina State University
alun lloyd@ncsu.edu

MS42

Sharing Infectious-Disease Risk Across Communi-
ties

In recent research, we have combined economic theory and
population biology, and explored how the interactions of
biology and management dynamics can alter the nature of
social planning choices, and predicting the emergence of
policy-resistance or policy-reinforcement. These theoret-
ical advances, however, have relied on strong-mixing as-
sumptions. But in many situations, financial, spatial, and
social heterogeneities which make the problem of policy de-
sign much more vexing. In this talk, I’ll present some of
our recent research on the influences of heterogeneity on
the stability of management practices across a spectrum of
scales.

Timothy C. Reluga
Departments of Mathematics and Biology
Pennsylvania State University
timothy@reluga.org

MS43

Curvature-Dependent Excitation Propagation in
Cultured Cardiac Tissue

Excitation front bent above critical value may cease to
propagate and give origin to re-entry. We found that in car-
diac tissue culture with normal excitation, neither narrow
isthmuses nor sharp corners of obstacles affect wave prop-
agation. Curvature related propagation block and wave
detachment from obstacles observed only after Lidocaine
partial suppression of sodium channels. Computer simu-
lations confirmed experimental observations. That is non-
inhibited single cells keep excite neighbors irrespective of
curvature radii smaller than cardiomyocyte size.

Konstantin Agladze
Institute for Integrated Cell-Material Sciences,
Kyoto University
agladze@icems.kyoto-u.ac.jp

MS43

Asymptotic Dynamics of Spiral and Scroll Waves in
a Mathematical Model of Ischaemic Border Zone

We use asymptotics based on response functions to pre-
dict dynamics of re-entrant excitation waves in a moving
boundary of a recovering ischaemic cardiac tissue, due to
gradients of cell excitability and cell-to-cell coupling, and
heterogeneity of individual cells. In three spatial dimen-
sions, theory predicts conditions for scroll waves to escape
into the recovered tissue, where they are either collapse or
develop fibrillation-like state, depending on filament ten-
sion. We confirm these predictions by direct simulations.

Irina Biktasheva
University of Liverpool
ivb@liv.ac.uk

Vadim N. Biktashev
College of Engineering, Mathematics and Physical
Sciences
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University of Exeter
V.N.Biktashev@exeter.ac.uk

Narine Sarvazyan
George Washington University
phynas@gmail.com

MS43

Dynamics of Spiral Waves on Non-Uniformly
Curved Anisotropic Surfaces

Spiral waves in two-dimensional excitable media have been
observed to drift according to shape of the surface, as well
as due to the anisotropy within the surface. We present a
unified mathematical description to these effects using the
equivalence of an anisotropic excitable medium to a Rie-
mannian manifold. The resulting equation of motion for
the spirals rotation center allows to determine trajectories
and the position of attractors for spiral waves on the sur-
face. The results are applicable to thin layers of electrically
active cardiac tissue.

Hans Dierckx, Evelien Brisard
Department of Physics and Astronomy
Ghent University
hans.dierckx@ugent.be, evelien.brisard@ugent.be

Henri Verschelde
Ghent University
henri.verschelde@ugent.be

Alexander V Panfilov
Department of Physics and Astronomy
Ghent University, Belgium
alexander.panfilov@ugent.be

MS43

Mechanisms of Low Energy Fibrillation Termina-
tion in the Cardiac Muscle. Role of Pinned Vor-
tices

We found that the mechanism explaining the experiment
[1]: Nature 475, 235-239, 2011 is termination of vortices
pinned to local heterogeneities in the heart. During electric
field pulses, a pinning center is effectively a stimulating
electrode situated exactly in the vortex core. A vortex is
terminated when an electric field pulse is delivered during
the ‘critical time interval’.

Valentin Krinsky

Institut Non Linéaire de Nice (INLN) CNRS
valentin.krinski@inln.cnrs.fr

Stefan Luther
Max Planck Institute for Dynamics and Self-Organization
stefan.luther@ds.mpg.de

MS44

Anomalous Diffusion in Granular Flow: Fractional
Kinetics or Intermediate Asymptotics?

Granular materials do not perform Brownian motion, yet
diffusion is observed because flow causes inelastic collisions
between particles. Experiments suggest that this process
might be “anomalous” in the sense that the mean squared
displacement of particles follows a power law in time with
exponent less than unity. We show that such a “paradox”

can be resolved using intermediate asymptotics. We derive
the instantaneous scaling exponent of a macroscopic con-
centration profile as a function of the initial distribution.
Then, by allowing for concentration-dependent diffusivity,
we show crossover from an anomalous scaling (consistent
with experiments) to a normal scaling at long times.

Ivan C. Christov
Dept. of Mech. & Aerospace Eng., Princeton University,
Olden
St., Princeton, NJ 08544-5263, Tel: 609-258-9015
christov@princeton.edu

Howard A Stone
Princeton University
hastone@princeton.edu

MS44

Molecular Dynamics Based Calculation of the Co-
efficient of Restitution in Collision between Two
Identical Nanoscale Grains

The Coefficient of Restitution (COR) is a useful phe-
nomenological concept for describing the interaction of
macroscopic bodies. However, little is known about the
detailed microscopic processes. We investigate the COR
between nanoscale particles of various sizes composed of
face-centered cubic (fcc) Lennard-Jones (L-J) atoms via
nonequilibrium molecular dynamics simulations. We find
that above a critical collision velocity the COR ∼ v−1.03

weakly dependent on the amount or kind of deformation.
We find that the critical collision velocity is a function of
the particle size and approaches a continuum theoretical
value for fcc L-J solid in the limit of large sphere radius.

Surajit Sen
University of Buffalo
sen@buffalo.edu

Yoichi Takato
SUNY Buffalo
Physics Dept
ytakato@buffalo.edu

MS44

Visualization of the Dynamics of Granular Flow
Models

We will present some recent results from our ongoing re-
search on the effective visualization and structural analysis
of granular flows. Our work focuses primarily on the study
of both computational simulation and dynamical systems
modeling of granular systems undergoing tapping bound-
ary constraints. We show that an approach leveraging tra-
ditional concepts from dynamical systems such as invariant
manifolds and attractors but also graph theoretical con-
cepts can reveal interesting properties from such systems
and offer new insights into their behavior.

Xavier M. Tricoche
Purdue University
West Lafayette, IN 4707-4348
xmt@purdue.edu

MS44

Analysis and Simulation of the BSR Model

The BSR model is an integro-partial differential equation
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developed to predict granular flows. Using techniques sim-
ilar to those employed for the Boltzmann-Enskog equation,
we prove that under fairly general assumptions, the BSR
model has a unique global solution that depends contin-
uously on auxiliary conditions. Our proofs inspired the
creation of a semi-discrete numerical scheme for obtaining
approximate solutions of the BSR model, which was used
to produce the results of simulations that will be presented.

Hao Wu
New Jersey Institute of Technology
Newark, NJ 07102 USA
wh45@njit.edu

Aminur Rahman
New Jersey Institute of Technology
ar276@njit.edu

Denis Blackmore
New Jersey Institute of Technology
Newark, NJ 07102, USA
deblac@m.njit.edu

MS45

On the Approximation of Transport Phenomena in
Ocean Dynamics

Over the last years so-called set oriented numerical methods
have been developed for the numerical treatment of dynam-
ical systems. We will show how to make use of such tech-
niques for the approximation of transport processes. These
play an important role in many real world applications, and
we will focus on transport phenomena in ocean dynamics.
Here the underlying mathematical models depend explic-
itly on time which makes the numerical analysis inherently
more complicated.

Michael Dellnitz
University of Paderborn, Germany
dellnitz@math.upb.de

Gary Froyland
University of New South Wales
g.froyland@unsw.edu.au

Chrstian Horenkamp
University of Paderborn, Germany
christian.horenkamp@upb.de

MS45

Dynamic Programming Using Radial Basis Func-
tions

We approximate the optimal value function and the asso-
ciated optimal feedback of general nonlinear discrete-time
optimal control problems by a radial basis function ap-
proach. Questions like stability, accuracy and efficiency as
well as code complexity are discussed and demonstrated by
selected numerical experiments.

Oliver Junge
Center for Mathematics
Technische Universitaet Muenchen, Germany
oj@tum.de

MS45

Anticorrelated Sampling Techniques for Variance-

reduced Simulation of Markov Processes

Accurate stochastic simulation benefits from reduction
of sampling variance and, consequently, computational
cost. We extend classical variance reduction techniques
(antithetic and stratified sampling) for application to
continuous-time Markov jump processes. Our algorithms
introduce localized anticorrelation between samples to re-
duce variance in mean estimates, and apply to both ex-
act SSA and approximate tau-leaping simulation methods.
Significant reductions in computational cost are achievable
for linear and nonlinear systems, as demonstrated by ana-
lytical results and numerical examples.

Peter A. Maginnis
Mechanical Science and Engineering
University of Illinois at Urbana-Champaign
maginni1@illinois.edu

MS45

Weighted Particle Methods for Atmospheric
Aerosol Simulation

We present a new time-evolution scheme for generating re-
alizations of Markov jump processes for particle systems,
which can efficiently simulate highly multiscale particle
distributions and disparate event rates. Multiscale par-
ticle distributions are represented as weighted point sam-
ples, and time evolution occurs using a binned tau-leaping
scheme with approximate rate sampling. A convergence
proof is given as well as numerical examples of applications
to atmospheric aerosol particle simulation.

Matthew West
Mechanical Science and Engineering
University of Illinois at Urbana-Champaign
mwest@illinois.edu

MS46

Mathematical Modeling of Nanofluids: Properties
and Applications in the Renewable Energy and
Biomediacal Field

Nanofluids are colloids containing a liquid phase, (usually
water or ethylene), and nanoparticles (usually gold or ox-
ides) or nanotubes (usually carbon nanotubes) with diam-
eter below 100 nm. Classical models fail to accurately de-
scribe their thermal conductivity (depending on nanopar-
ticles concentration), and thus their behavior; novel mod-
els are being proposed. In this talk we present some re-
sults (analytical and numerical), towards applications of
nanofluids in the renewable energy and biomedical field

Federica Di Michele
IIT - Istituto Italiano di Tecnologia
Scuola Superiore Sant’ Anna, Pisa, Italy
federica.dimichele@iit.it

Barbara Mazzolai, Edoardo Sinibaldi
Istituto Italiano di Tecnologia
Center for MicroBioRobotics@SSSA
barbara.mazzolai@iit.it, edoardo.sinibaldi@iit.it

MS46

The Mathematical Modelling and Numerical Sim-
ulation of Organic Photovoltaic Devices

We present some recent results and ongoing work on drift-
diffusion-reaction systems modelling organic photovoltaic
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devices. While classical semiconductors show recombina-
tion typically throughout the whole device feature organic
photovoltaic devices significant charge generation only in
the very proximity of an interface between two different or-
ganic polymers. We discuss basic questions of modelling,
existence and stationary states. Moreover, we present some
interesting asymptotic approximations and discuss the use
of entropy.

Klemens Fellner
Institute for Mathematics and Scientific Computation
University of Graz, Austria
klemens.fellner@uni-graz.at

Daniel Brinkman
DAMTP
University of Cambridge, UK
db496@cam.ac.uk

MS46

Solar Updraft Towers for High Latitudes

This presentation is concerned with the modelling and sim-
ulation of solar updraft towers with sloped collector fields
in higher latitudes. The main idea is to study if the re-
duction of the solar power (per aerea) at higher latitudes
can be compensated by a special non-planar collector of
the power plant. For this the gas dynamics in the col-
lector and in the chimney of the power plant has to be
described. I comes out that this is a typical low Mach
number flow and therefore an appropriate low Mach num-
ber asymptotics leads to a resonable reduced model. This
limit model is going to be simulated. Comparisons with
planar power plants and with estimates of the power out-
put from the literature are presented.

Ingenuin Gasser
University of Hamburg
Department of Mathematics
gasser@math.uni-hamburg.de

Muhammad Junaid Kamboh
Department of Mathematics
University of Hamburg, Germany
muhammad.junaid.kamboh@math.uni-hamburg.de

MS46

Renewable Energy Incentive Schemes: Perfor-
mance Comparison Using Optimal Control

To meet renewable energy targets, many governments have
instituted incentive schemes for renewable electricity pro-
ducers that aim to boost growth in renewable energy indus-
tries. Our work examines four such schemes; we present a
generalised mathematical model of industry growth, and fit
the model with data from the UK onshore wind industry.
We consider the optimization of the quantity and timing of
subsidy through each scheme, and conclude by comparing
their relative performance.

Neeraj Oak

Bristol Centre for Complexity Science (BCCS)
University of bristol, UK
neeraj.oak@bristol.ac.uk

Alan R. Champneys
University of Bristol
a.r.champneys@bristol.ac.uk

Daniel Lawson
Dept. of Mathematics
University of Bristol, UK
dan.lawson@bristol.ac.uk

MS47

On the Existence and Stability of Solitary-wave
Solutions to a Class of Evolution Equations of
Whitham Type

We consider a class of pseudodifferential evolution equa-
tions of the form ut + (n(u) + Lu)x = 0, in which L is
a linear smoothing operator and n is at least quadratic
near the origin; this class includes the Whitham equation.
Solitary-wave solutions are found using constrained min-
imisation and concentration-compactness methods. The
solitary waves are approximated by the corresponding solu-
tions to partial differential equations arising as weakly non-
linear approximations; in the case of theWhitham equation
the approximation is the Korteweg-deVries equation. The
family of solitary-wave solutions is shown to be condition-
ally energetically stable.

Mats Ehrnstrom
Department of Mathematical Sciences
Norwegian University of Science and Technology
mats.ehrnstrom@math.ntnu.no

Mark D. Groves
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MS47

Existence and Conditional Energetic Stability of
Solitary Gravity-capillary Water Waves with Con-
stant Vorticity

We present an existence and stability theory for gravity-
capillary solitary waves with constant vorticity on the sur-
face of a body of water of finite depth. Exploiting a
classical variational principle, we prove the existence of a
minimiser of the wave energy E subject to the constraint
I = 2μ, where I is the wave momentum and 0 < μ 	 1.
Since E and I are both conserved quantities a standard
argument asserts the stability of the set Dμ of minimisers:
solutions starting near Dμ remain close to Dμ in a suitably
defined energy space over their interval of existence. In
the applied mathematics literature solitary water waves of
the present kind are modelled as solutions of the long-wave
equations of KdV or NLS type. We show that the waves
detected by our variational method converge (after an ap-
propriate rescaling) to solutions of the appropriate model
equation as μ ↓ 0.

Mark D. Groves
Universität des Saarlandes
groves@math.uni-sb.de
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Lund University
Sweden
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MS47

On the Benjamin-Feir Instability

I will speak on the Benjamin-Feir (or sideband) instability
of Stokes waves on deep water. I will begin by describing
the variational framework that I recently developed with
Bronski to determine an instability under long wavelengths
perturbations for abstract Hamiltonian systems. I will ex-
plain the asymptotic approach that Johnson and I adapted
for Whitham’s water wave model, deriving a dispersion re-
lation for the modulational instability. I will discuss on the
exact water wave problem, if time permits.

Vera Mikyoung Hur
University of Illinois at Urbana-Champaign
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MS47

Large-amplitude Solitary Water Waves with Vor-
ticity

We provide the first construction of exact solitary waves of
large amplitude with an arbitrary distribution of vorticity.
We use continuation to construct a global connected set of
symmetric solitary waves of elevation, whose profiles de-
crease monotonically on either side of a central crest. This
generalizes the classical result of Amick and Toland.

Miles Wheeler
Department of Mathematics
Brown University
miles@math.brown.edu

MS48

Shearless Elliptic LCS, Shearless Cantori and non-
local heat transport

We present a notion of shearless barriers in unsteady flows
and a method for their accurate detection. This comple-
ments recent work on hyperbolic and shear transport bar-
riers by G. Haller and F.J. Beron-Vera. We then discuss
how shearless Cantori act as partial barriers for heat trans-
port in magnetically confined plasma. We investigate the
slow relaxation of heat across the Cantori and the strong
non-locality of the relaxation process.

Daniel Blazevski
Department of Mechanical and Process Engineering
ETH Zurich
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MS48

Onset of Shearless Tori in Twist Maps

Secondary shearless tori were analytically predicted for
generic maps in the neighborhood of the tripling bifurca-
tion of elliptic fixed points. For the twist standard map,
we use numerical profiles of the internal rotation number
to identify the onset of secondary shearless tori around el-
liptic fixed points within islands of stability. Moreover, we
use the proposed procedure to find shearless tori in a map
describing chaotic magnetic field lines escape in tokamaks.

Ibere L. Caldas
Institute of Physics
University of Sao Paulo
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MS48

Annular Billiard Dynamics in a Circularly Polar-
ized Laser Field

We model the dynamics of a valence electron of buckmin-
sterfullerene C60 subjected to a circularly polarized laser
by the motion of a charged particle in an annular billiard.
Its phase space is composed by three distinct types of tra-
jectories: whispering gallery orbits which hit only the outer
wall; daisy orbits which hit both walls; and ”pringle orbits”
that only visit the downfield part of the billiard. This ro-
bust separation is attributed to the existence of twistless
tori.

Cristel Chandre
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MS48

Breakup of Shearless Tori in Multi-harmonic Area-
preserving Nontwist Maps

I will discuss recent work on the breakup of shearless in-
variant tori in multi-harmonic nontwist maps, in particu-
lar in a two-harmonic, three-parameter map. The breakup
threshold is determined using Greene’s residue criterion.
I will report on the effect of map symmetry on torus
breakup, reconnection studies, and the comparison with
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a two-harmonic twist map.

Alexander Wurm
Department of Physical & Biological Sciences
Western New England College
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MS49

Conductance Fluctuations in Graphene Systems:
The Relevance of Classical Dynamics

Conductance fluctuations associated with transport
through quantum-dot systems are currently understood to
depend on the nature of the corresponding classical dy-
namics, i.e., integrable or chaotic. However, we find that
in graphene quantum-dot systems, when a magnetic field is
present, signatures of classical dynamics can disappear and
universal scaling behaviours emerge. In particular, as the
Fermi energy or the magnetic flux is varied, both regular os-
cillations and random fluctuations in the conductance can
occur, with alternating transitions between the two. By
carrying out a detailed analysis of two types of integrable
(hexagonal and square) and one type of chaotic (stadium)
graphene dot system, we uncover a universal scaling law
among the critical Fermi energy, the critical magnetic flux,
and the dot size. We develop a physical theory based on the
emergence of edge states and the evolution of Landau levels
to understand these experimentally testable behaviours.
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King’s College
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MS49

Complex Paths for Regular-to-chaotic Tunneling
Rates

For generic non-integrable systems we show that a semi-
classical prediction of tunneling rates between regular and
chaotic phase-space regions is possible. Our prediction is
based on complex paths which can be constructed despite
the obstacle of natural boundaries. The tunneling rates are
shown to have excellent agreement to numerical rates for
the standard map where few complex paths dominate. This
gives a semiclassical foundation of the long-conjectured and
often observed exponential scaling with Planck’s constant
of regular-to-chaotic tunneling rates.

Roland Ketzmerick
Institut für Theoretische Physik
Technische Universität Dresden
ketzmerick@physik.tu-dresden.de

MS49

Application of Chaos in Harnessing Quantum Sys-
tems: Modulating Quantum Transport by Tran-
sient Chaos

We propose a scheme to modulate quantum transport in
nanostructures based on classical chaos. By applying ex-
ternal gate voltage to generate a classically forbidden re-
gion, transient chaos can be generated and the escape rate
associated with the underlying non-attracting chaotic set
can be varied continuously by adjusting the gate volt-
age. We demonstrate that this can effectively modulate
the quantum conductance-fluctuation patterns. A theory
based on self-energies and the spectrum of the generalized
non-Hermitian Hamiltonian of the open quantum system is
developed to understand the modulation mechanism. This
is joint work with Ryan Yang (ASU), Liang Huang (ASU),
Louis M. Pecora (NRL), and Celso Grebogi (Univ. Ab-
erdeen, UK).

Ying-Cheng Lai
Arizona State University
School of Electrical, Computer and Energy Engineering
Ying-Cheng.Lai@asu.edu

MS49

Conductances and Electron Interactions in Regular
and Chaotic Quantum Dots

Transmission of electrons through quantum dots leads to
interesting conductance effects in devices. Quantum dot
conductance depends on the tunneling barriers to the dots
and the wave functions in the dot. We developed a theory
of conductance through quantum dots including electron-
electron interactions. We examined regular and chaotic dot
geometries. The distribution of conductances varies often
by several orders of magnitude with the dot geometry with
chaotic dots having much lower fluctuations than regular
dots.

Louis Pecora
U.S. Naval Research Laboratory
louis.pecora@nrl.navy.mil

MS50

The Entropy-Viscosity Method For Hydrodynamic
Models

The entropy-viscosity technique is a new class of high-order
numerical methods for approximating scalar conservation
laws which have recently been adapted as a numerical reg-
ularization for the Navier-Stokes equations. A nonlinear,
LES-type viscosity is based on the numerical entropy resid-
ual, causing the numerical dissipation to become large in
the regions of (numerical) shock, and small in the regions
where the solution remains smooth. This method applies
to systems with one or more entropy inequalities and is easy
to implement on a large variety of meshes and polynomial
approximations. I will discuss this method as a numerical
regularization for the Navier-Stokes equations, along with
related regularizations and applications to other equations
if time permits.

Adam Larios
Department of Mathematics
Texas A&M University
alarios@math.tamu.edu
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MS50

Spectral Scaling of the NS-α and Leray-α Model
for Two Dimensional Turbulence

Viewed from the Large Eddy Simulation point of view, the
α turbulence models modify the nonlinearity in the NSE,
which adaptively filters the high wavenumbers and thereby
enhances the stability and regularity without affecting the
low wavenumber behavior. One important aspect to in-
vestigate is the spectral scaling transition from the ob-
served Kolmogorov (for three-dimensional flows) or Kraich-
nan (for two-dimensional flows) power laws in the sub-α
scales. The spectral scaling roll-off behavior for wavenum-
bers representing scales smaller than the lengthscale α has
important implications for the computational performance
of the particular α model and especially in its resolution
requirements. In this talk I will show how one can establish
the characteristic timescale of an eddy of size less than the
filter width α and hence the scaling of the energy spectrum
in the sub-α scales for 2D turbulence.
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MS50

Large-eddy Simulation for Lattice Boltzmann Mod-
els

Lattice Boltzmann methods receive a growing intetest in
the field of Computational Fluid Dynamics, for both the-
oretical and engineering purposes. The closure of the LB
equations for turbulent flow simulations in the LES frame-
work will be discussed. A interesting point is that the
nonlinearities exhibit an exponential form, instead of the
usual quadratic form in Navier-Stokes equations

Pierre Sagaut
Institut Jean Le Rond d’Alembert
Université Pierre et Marie Curie-Paris 6, Paris, France
pierre.sagaut@upmc.fr

MS50

Reduced-order Modeling of Complex Flows

In many scientific and engineering applications of com-
plex flows such as the flow control and optimization prob-
lem, computational efficiency is of paramount importance.
Thus, model reduction techniques are frequently used. To
achieve a balance between the low computational cost re-
quired by a reduced-order model and the complexity of
the target turbulent flows, appropriate closure modeling
strategies need to be employed. In this talk, we present
reduced-order modeling strategies synthesizing ideas orig-
inating from proper orthogonal decomposition and large
eddy simulation, develop rigorous error estimates and de-

sign efficient algorithms for the new reduced-order models.

Zhu Wang
Institute for Mathematics and its Applications
University of Minnesota
wangzhu@ima.umn.edu

MS51

Coarse-grained Bifurcation Analysis in Agent
Based Bodels: Lifting Using Weights

We discuss lifting and restriction operators in coarse-
grained bifurcation analysis for Agent-Based Models. We
will introduce a new lifting strategy, based on weighted
realisations, which requires the solution of a minimisation
problem at each continuation step, allowing an accurate
estimation of Jacobian-vector products and optimal con-
vergence of the underlying Newton-GMRES solver. We
apply the new lifting strategy to a model of opinion for-
mation, interpreting globally-polarised states in terms of a
coarse pitchfork bifurcation.
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MS51

Numerical Methods for Stochastic Travelling
Waves

Abstract not available at time of publication.
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MS51

Some New Numerical Methods for Stochastic Des
and Pdes

We seek numerical methods for second-order stochastic
differential equations that accurately reproduce the sta-
tionary distribution for all values of damping. A com-
plete analysis is possible for linear second-order equations
(damped harmonic oscillators with noise), where the statis-
tics are Gaussian and can be calculated exactly in the
continuous-time and discrete-time cases. The ”reverse
leapfrog” method has remarkably good properties in the
postion variable. The analysis permits the construction of
new family of explicit partitioned Runge-Kutta methods
whose accuracy coverges to that of the implicit midpoint
method with increasing number of stages. New methods
are illustrated on double-well SDEs and SPDEs.

Grant Lythe
Department of Applied Maths
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MS51

The String Method for the Study of Rare Events

Many problems in applied sciences can be abstractly for-
mulated as a system that navigates over a complex energy
landscape of high or infinite dimensions. Well known ex-
amples include nucleation events during phase transitions,
conformational changes of bio-molecules, chemical reac-
tions, etc. The system is confined in metastable states for
long times before making transitions from one metastable
state to another. The disparity of time scales makes the
study of the transition event a very challenging task. In
this talk, we will discuss the string method for the study
of complex energy landscapes and rare events.

Weiqing Ren
National University of Singapore and IHPC, A-Star
matrw@nus.edu.sg

MS52

Instability of Travelling Waves in a Singular
Chemotaxis Model

The parabolic Keller-Segel model is a strongly coupled sys-
tem which describes the directed movement of cells towards
the gradient of a chemical (chemotaxis). We show exis-
tence and nonlinear instability of travelling waves in the
case when the coupling in the highest order terms is sin-
gular. To handle the resulting unbounded terms in the
equations for a perturbed wave we work in exponentially
weighted function spaces.

Martin Meyries
Karlsruhe Institute of Technology &
University of Halle
martin.meyries@mathematik.uni-halle.de

MS52

Pattern Formation in Unstable Media in Binary
Fluids

We discuss about pattern formation and its asymptotic be-
haviour of convective patterns in binary fluid flow. When
the conductive state is unstable and the size of the do-
main is large enough, finitely many spatially localized time-
periodic travelling pulses (PTPs), each containing a certain
number of convection cells, are generated spontaneously in
the conductive state and are finally arranged at nonuni-
form intervals while moving in the same direction. Strong
interactions (collision) among PTPs are important in char-
acterizing the asymptotic state.
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MS52

Breathers in Singularly Perturbed Reaction-

diffusion Systems

The existence of stationary pulses can be established for a
general class of two-component, singularly perturbed sys-
tems of reaction-diffusion equations. Their (linear) stabil-
ity is analyzed using Evans function techniques. For the
most general setting, a number of instability results are
presented; detailed analysis of the bifurcation structure is
shown in the context of an explicit example. Here, one can
even go beyond the linear analysis; using center manifold
reduction and normal form theory, the nonlinear pulse sta-
bility is explored; the latter is inspired by some striking
numerical results.
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Leiden University
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MS52

Stochastic Reaction and Diffusion on Growing Do-
mains: Understanding the Breakdown of Robust
Pattern Formation

Many deterministic mathematical models have been pro-
posed to account for the emergence of complexity. How-
ever, deterministic systems can often be highly sensitive to
changes in initial conditions, domain geometry, etc. Due to
this sensitivity, we seek to understand the effects of stochas-
ticity and growth on paradigm biological patterning mod-
els. We do this by using spatial Fourier analysis and grow-
ing domain mapping techniques to encompass stochastic
Turing systems.
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MS53

Beyond the Neural Master Equation

We present a stochastic model of neural population dy-
namics in the form of a velocity jump Markov process. The
population synaptic variables evolve according to piecewise
deterministic dynamics, which depends on population spik-
ing activity. The latter is characterized by a set of discrete
stochastic variables evolving according to a jump Markov
process, with transition rates that depend on the synaptic
variables. We consider the particular problem of rare tran-
sitions between metastable states of a network operating in
a bistable regime in the deterministic limit. Assuming that
the synaptic dynamics is much slower than the transitions
between discrete spiking states, we use a WKB approxi-
mation and singular perturbation theory to determine the
mean first passage time to cross the separatrix between
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the two metastable states. Such an analysis can also be
applied to other velocity jump Markov processes, such as
stochastic ion channel gating and gene networks.

Paul C. Bressloff
University of Utah and University of Oxford, UK
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MS53

Effective Stochastic Behavior in Dynamical Sys-
tems with Incomplete Information

Complex systems are generally analytically intractable and
difficult to simulate. We introduce a method for deriving
an effective stochastic equation for a high-dimensional de-
terministic dynamical system for which some portion of the
configuration is not precisely specified. We use a response
function path integral to construct an equivalent distribu-
tion for the stochastic dynamics from the distribution of
the incomplete information. We apply this method to the
Kuramoto model of coupled oscillators to derive an effec-
tive stochastic equation for a single oscillator interacting
with a bath of oscillators and also outline the procedure
for other systems.
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National Institutes of Health
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MS53

The Impact of Architecture on Higher Order
Statistics of Network Dynamics

How does network architecture impact the level of synchro-
nized spiking activity in a recurrent network? We show
that for a range of network architectures, average pairwise
correlation coefficients can be closely approximated using
only three statistics of network connectivity: the connec-
tion probability, and the frequencies of two second order
motifs. We also discuss how relation between higher order
statistics of network dynamics and connectivity.

Kresimir Josic
University of Houston
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MS53

Capturing Effective Neuronal Dynamics in Ran-
dom Networks with Complex Topologies

We introduce a random network model in which one can
prescribe the frequency of second order edge motifs. We
derive effective equations for the activity of spiking neuron
models coupled via such networks. A key consequence of
the motif-induced edge correlations is that one cannot de-
rive closed equations for the average activity of the nodes
(the average firing rate of neurons) but instead must de-
velop the equations in terms of the average activity of the
edges (the synaptic drives). As a result, the network topol-
ogy increases the dimension of the effective dynamics and
allows for a larger repertoire of behavior. We demonstrate
this behavior through simulations of spiking neuronal net-
works.
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MS54

Termination of Reentrant Cardiac Action Potential
Propagation Using Far-Field Electrical Pacing

Previously, we demonstrated that there exist patterns of
weak electric field stimuli that can terminate fibrillation in
the heart, when fibrillation is modeled as multiple action
potential waves circulating around one-dimensional rings.
In the present work, we extend our fibrillation model to the
case of multiple spiral waves. If this approach is successful,
it could lead to new, low-energy defibrillation protocols
that cause less harm and trauma to patients when applied.

Niels F. Otani
Dept. of Biomedical Sciences
Cornell University
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MS54

Spiral Waves and the Onset of Labor in Pregnant
Uterus

The spontaneous appearance of uterine contractions
shortly before labor is not yet fully understood. Partic-
ularly surprising is the fact that none of the uterine cells
is spontaneously oscillating, when taken in isolation. The
strong increase of the gap junction expression before de-
livery strongly suggests a prominent role of the coupling.
I will discuss models of excitable cells, coupled to passive
cells. In finite tissues, fast spiral waves of electrical activity
are spontaneously observed. I will discuss their role, in re-
lation with the generation of force necessary for mechanical
contraction.

Alain Pumir
Laboratoire de Physique
École normale supérieure de Lyon
alain.pumir@ens-lyon.fr

MS54

Anchoring of Spirals

Anchoring of spiral and scroll waves in excitable media has
attracted considerable interest in the context of cardiac ar-
rhythmias. Here, by bombarding inclusions with drifting
spiral and scroll waves, we explore the forces exerted by
inclusions onto an approaching spiral and derive the equa-
tions of motion governing spiral dynamics in the vicinity of
inclusion. We demonstrate that these forces nonmonotoni-
cally depend on distance and can lead to complex behavior:
(a) anchoring to small but circumnavigating larger inclu-
sions; (b) chirality-dependent anchoring.
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MS54

Selection of Spiral Waves in Excitable Media with
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a Phase Wave at the Wave Back

A free-boundary approach is elaborated to derive universal
relationships between the medium excitability the param-
eters of a rigidly rotating spiral wave in excitable media,
where the wave front is a trigger wave and the wave back is
a phase wave. Two universal limits restricting the existence
domain of spiral waves in the parameter space are demon-
strated. The predictions of the free-boundary approach are
in good quantitative agreement with results from numerical
reaction-diffusion simulations.
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MS55

Population Scale Physiologic Measurement, Dy-
namics, Prediction, and Control

In this talk I will discuss various methodologies for de-
riving and explaining data-driven physiologic signals de-
rived from clinically collected physiologic data and some of
the results that these methodologies have generated. The
particular results will be primarily related to endocrine
(e.g., glucose/insulin) and neurophysiologic dynamics. The
methodologies range from signal processing, information
theory and nonlinear time series analysis to mechanistic
physiologic modeling that hints at potential applications
of data assimilation and control theory.

David J. Albers
Colombia University
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MS55

Capturing Intermittent and Low-frequency Vari-
ability in High-dimensional Data through Nonlin-
ear Laplacian Spectral Analysis

Nonlinear Laplacian spectral analysis (NLSA) is a method
for spatiotemporal analysis of high-dimensional data,
which represents spatial and temporal patterns through
singular value decomposition of a family of maps acting on
scalar functions on the nonlinear data manifold. Through
the use of orthogonal basis functions (determined by means
of graph Laplace-Beltrami eigenfunction algorithms) and
time-lagged embedding, NLSA captures intermittency, rare
events, and other nonlinear dynamical features which are
not accessible through classical linear approaches such as
singular spectrum analysis. We present applications of
NLSA to detection of decadal and intermittent variabil-
ity in the North Pacific sector of comprehensive climate
models, and multiscale physical modes of the Madden-
Julian Oscillation in infrared brightness temperature satel-
lite data.

Dimitris Giannakis
New York University
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MS55

Data Assimilation of Biological Dynamics

We have successfully applied a Data Assimilation (UKF)
framework centered on the Unscented Kalman Fil-
ter (UKF) to track and reconstruct dynamics from
biologically-inspired models of both sleep regulation and of
glucose. Tools weve implemented include a ranked assess-
ment of observability, optimization of UKF covariance in-
flator, parameter estimation and tracking. The next steps
to apply to read data streams are to address how to differ-
entiate between models to best observe real systems.

Bruce J. Gluckman
Penn State University
brucegluckman@psu.edu

MS55

Random Dynamics from Time Series: An Overview
in Relation to Noise-induced Phenomena

Interaction between deterministic chaos and stochastic ran-
domness has been an important problem in nonlinear dy-
namical systems studies. Noise-induced phe- nomena are
understood as drastic change of natural invariant densities
by adding external noise to a deterministic dynamical sys-
tems, resulting qualitative transition of observed nonlinear
phenomena. Stochastic resonance, noise-induced synchro-
nization, and noise-induced chaos are typical examples.
The simplest mathematical model for these phenomena
is one-dimensional map stochastically perturbed by noise.
In this presentation, we discuss typical behavior of noised
dynamical systems based on numerically observed noise-
induced phenomena. Applications of these phenomenolo-
gies to time-series analysis are also exhibited.

Yuzuru Sato
RIES, Hokkaido University
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MS56

New Developments in Evans Function Computa-
tion and Shock Layer Stability

We examine some our latest techniques in Evans function
computation and apply them to problems in compressible
fluid flow. Specifically, we describe a new way to locate
and track roots of the Evans function and apply them to
problems in combustion. We also describe some of our
latest results in the computation of viscous shock layers
in compressible Navier-Stokes and other related models.
Finally, we discuss some recent changes to our numerical
STABLAB toolbox.
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MS56

The Morse and Maslov Indices for Matrix Hill’s
Equations

For Hill’s equations with matrix valued periodic potential,
we discuss relations between the Morse index, counting
the number of unstable eigenvalues, and the Maslov index,
counting the number of signed intersections of a path in the
space of Lagrangian planes with a fixed plane. We adapt
to the one dimensional periodic setting the strategy of a
recent paper by J. Deng and C. Jones relating the Morse
and Maslov indices for multidimensional elliptic eigenvalue
problems.

Christopher Jones
University of North Carolina and University of Warwick
ckrtj@email.unc.edu

Yuri Latushkin
Department of Mathematics
University of Missouri-Columbia
latushkiny@missouri.edu

Robert Marangell
University of Sydney
robertmarangell@gmail.com

MS56

Coherent Structures in a Model for Mussel-algae
Interaction

We consider a model for formation of mussel beds on soft
sediments. The model consists of coupled nonlinear pdes
that describe the interaction of mussel biomass on the sed-
iment with algae in the water layer overlying the mussel
bed. Both the diffusion and the advection matrices in the
system are singular. We use Geometric Singular Pertur-
bation Theory to capture nonlinear mechanisms of pattern
and wave formation in this system.

Vahagn Manukian
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MS56

Linear Stability and Instability of Water Waves

In this talk, I will discuss linear stability and instability
regions for several water-wave models such as the Benney-
Luke equation and the Klein-Gordon periodic waves. The
results take advantage of the abstract stability criteria de-
veloped recently to compute the threshold speed of the
stable waves when explicit solutions are known. In cases
when explicit formulas for the waves are not available, we

compute the stability regions numerically.

Milena Stanislavova
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MS57

Microscale Granular Crystals and Surface Acoustic
Waves

Granular crystals are densely packed arrays of elastic parti-
cles that interact nonlinearly via Hertzian contact. Studies
have demonstrated myriad nonlinear dynamical phenom-
ena to occur in granular crystals, and shown how such
phenomena can be utilized in acoustic engineering appli-
cations. Thus far, granular crystals are generally macro-
scopic, and affect sonic-frequency acoustic waves. In this
work, we study the interaction of surface acoustic waves
(with frequencies in the hundreds of MHz), with two-
dimensional microscale granular crystals.

Nicholas Boechler
California Institute of Technology
boechler@mit.edu

MS57

On the Existence of Breathers in Periodic Media:
An Approach via Inverse Spectral Theory

The concept of breathers, i.e. time-periodic, spatially lo-
calized excitations, has been introduced in the context of
the Sine-Gordon equation, which, however, seems to be the
only (constant coefficient) nonlinear wave equation to sup-
port such solutions. In this sense, breathers have been con-
sidered a rare phenomenon. Surprisingly, a nonlinear wave
equation with spatially periodic step potentials has been
found recently to support breathers (Blank et al. 2011)
by using a combination of spatial dynamics, center mani-
fold reduction and bifurcation theory. Via inverse spectral
theory, we aim towards characterizing a larger class of po-
tentials that allow breathers. The research is motivated by
the quest of using photonic crystals as optical storage.

Martina Chirilus-Bruckner, C.E. Wayne
Boston University
mchb@math.bu.edu, cew@math.bu.edu

MS57

Multi-dimensional Stability of Travelling Waves
through Rectangular Lattices

We consider general reaction diffusion systems posed on
rectangular lattices in two or more spatial dimensions.
We show that travelling wave solutions to such systems
that propagate in rational directions are nonlinearly sta-
ble under small perturbations. We employ recently devel-
oped techniques involving point-wise Green’s functions es-
timates for functional differential equations of mixed type
(MFDEs), allowing our results to be applied even in situ-
ations where comparison principles are not available.

Hermen Jan Hupkes
University of Leiden
Mathematical Institute
hhupkes@math.leidenuniv.nl

Aaron Hoffman
Franklin W. Olin College of Engineering
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MS57

Macroscopic Analysis of Traveling Waves in Micro-
scopic Traffic Models

The traffic jam dynamics of a microscopic model is ana-
lyzed on a macroscopic level, i.e., for characteristic low-
dimensional quantities, using an implicit equation-free ap-
proach. These methods are used to analyze the qualita-
tive system behaviour by coarse bifurcation diagrams. The
transitions from free flow to different traffic jam regimes,
i.e., traveling waves on the ring road, are investigated, in-
cluding one pulse and two pulse solutions.

Christian Marschler
Danmarks Tekniske Universitet
Institut for Matematik
c.marschler@mat.dtu.dk

Jan Sieber
University of Exeter
j.sieber@exeter.ac.uk

Jens Starke
Technical University of Denmark
Department of Mathematics
j.starke@mat.dtu.dk

MS58

Melnikov Theory for Planar Hybrid Systems: In-
variant Cones in Piecewise Linear Systems

We extend the Melnikov theory to a class of two-zonal pla-
nar hybrid piecewise smooth systems. In these systems,
each zone of differentiability is separated by a straight line.
When an orbit reaches the separation line then a reset map
applies before entering the orbit in the other zone. By using
Melnikov functions we analyze the existence of limit cycles.
The results will be applied to the study of invariant cones
in 3D piecewise linear systems.

Victoriano Carmona
Departamento de Matemática Aplicada II
Universidad de Sevilla, Spain
vcarmona@us.es

Soledad Fernandez-Garcia
Departamento Matematica Aplicada II
University of Seville, Spain
soledad@us.es

Emilio Freire, Francisco Torres
Departamento Matematica Aplicada II
Universidad de Sevilla, Spain
efrem@us.es, ftorres@us.es

MS58

On the Splitting of Heteroclinic Manifolds in Cou-
pled Systems with Impacts

In this work we consider two coupled impact systems ob-

tained by a generalization of the model of the rocking block.
After introducing a general perturbation, which includes
both the coupling and an external periodic forcing, we ex-
tend Melnikov’s method to this type of system to provide
conditions for the persistence of heteroclinic manifolds. We
also study properties regarding the energy accumulated
along trajectories located in these manifolds.

Albert Granados
IPVS, University of Stuttgart
alberto.granados corsellas@inria.fr

Tere M. Seara
Univ. Politecnica de Catalunya
Tere.M-Seara@upc.edu

John Hogan
Bristol Centre for Applied Nonlinear Mathematics
Department of Engineering Mathematics, University of
Bristol
s.j.hogan@bristol.ac.uk

MS58

Application of the Subharmonic Melnikov Method
to Piecewise Smooth Systems

We extend a refined version of the subharmonic Melnikov
method to piecewise-smooth systems and demonstrate the
theory for bi- and trilinear oscillators. Fundamental re-
sults for approximating solutions of piecewise-smooth sys-
tems by those of smooth systems are given and used to
obtain the main result. Special attention is paid to degen-
erate resonance behavior, and analytical results are illus-
trated by numerical ones. Further results on perturbation
approaches for piecewise-smooth systems will also be an-
nounced.

Kazuyuki Yagasaki
Department of Mathematics
Hiroshima University, Japan
yagasaki@hiroshima-u.ac.jp

MS59

Memory Effects of Inertial Particles in Chaotic Ad-
vection

We study the effect of the history force in the von Kármán
flow, a paradigmatic model flow of chaotic advection. We
find strong qualitative changes in the dynamics induced by
the history force. Attractors are typically suppressed and
more generally we find a weaker tendency for accumulation
and for caustics formation. Furthermore the Lyapunov ex-
ponent increases with the history force and the escape rates
are strongly altered.

Anton Daitche
University of Munster
Germany
a.daitche@gmail.com

Tamas Tel
Eötvös Loránd University, Hungary
Inst for Theoretical Physics
tel@general.elte.hu

MS59

The Influence of the History Force on the Motion
of Inertial Particles in Chaotic Advection: Gravi-
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tational Effects and Horizontal Diffusion

In this work we analyze the effect of the Basset force on
the sedimentation of inertial particles in a two-dimensional
convection flow. When the memory effects are neglected,
the system’s dynamics exhibits periodic, quasi-periodic and
chaotic attractors. With the history force we find that
the attractors and their basins of attraction are drastically
altered. We also highlight the strong influence of memory
on the horizontal transport and vertical trapping of the
particles.

Ksenia Guseva
University of Oldenburg
Oldenburg, Germany
ksenia.guseva@uni-oldenburg.de

Ulrike Feudel
University of Oldenburg
ICBM, Theoretical Physics/Complex Systems
ulrike.feudel@uni-oldenburg.de

MS59

Memory Effects in Chaotic Advection and Snap-
shot Attractors

The presence of the history force in the Maxey-Riley equa-
tions makes the equation of motion to be an integro-
differential equation. Viewed from the usual phase space of
inertial particles, the dynamics is non-autonomous. After
a short overview of recent results, we concentrate on the
problem of how, say, periodic attractors can emerge in such
systems. In the general theory of driven, time-dependent
dissipative systems, an emerging tool is that of the so-called
snapshot (or pullback) attractors. Such an attractor is the
instantaneous location, in the phase space, of the elements
of an ensemble of trajectories initiated in the remote past.
To any single snapshot attractor there belongs a unique
natural distribution that typically changes with time. This
concept has been proven to be useful in climate models. We
claim it to be also applicable to the problem of particle ad-
vection with history force. In the traditional single particle
picture, a periodic attractor is reached after a power-law
decay, while the convergence to the (still slowly moving)
snapshot attractor is exponentially fast.

Tamas Tel
Eötvös Loránd University, Hungary
Inst for Theoretical Physics
tel@general.elte.hu

MS60

Randomized Algorithms for Very Large-Scale Lin-
ear Algebra

Low-rank matrix approximations, such as partial spectral
decompositions, play a central role in data analysis and sci-
entific computing. The talk will describe a set of recently
developed randomized algorithms for computing such ap-
proximations. These techniques exploit modern computa-
tional architectures more fully than classical methods and
open the possibility of dealing with truly massive matri-
ces. The algorithms described are supported by a rigorous
mathematical analysis that exploits recent work in random
matrix theory.

Gunnar Martinsson
Univ. of Colorado at Boulder
per-gunnar.martinsson@colorado.edu

MS60

The Dynamic Mode Decomposition: Extensions
and Variations

Dynamic mode decomposition (DMD) represents an effec-
tive means for capturing the essential features of numeri-
cally or experimentally generated flow fields. We will dis-
cuss various extensions of and variations on the standard
algorithms to promote sparsity by combining tools and
ideas from linear algebra, convex optimization and com-
pressive sensing. Several examples of flow fields resulting
from simulations and experiments are used to illustrate the
effctiveness of the developed method.

Peter Schmid

École Polytechnique Paris, France
Laboratoire d’Hydrodynamique (LadHyX)
peter.schmid@ladhyx.polytechnique.fr
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Electrical and Computer Engineering
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MS60

Data-driven Modeling Approach for Olfaction Dy-
namics

In this talk I will introduce a data-driven approach for
the combination of dynamical systems and data-reduction
for neural networks. The approach is particularly relevant
to neurobiological networks that underlie sensory systems,
e.g., olfaction, for which neural activity is recorded while
actual sensory modality is being processed. Specifically,
we will show how to construct the network wiring, i.e.,
connectivity and dynamics, from the data via a reduced
model.

Eli Shlizerman
University of Washington, Seattle
shlizee@uw.edu

MS60

Dynamic Mode Decomposition with Sub-Nyquist-
Rate Data Samples

Dynamic mode decomposition (DMD) is an increasingly
popular tool for identifying oscillatory structures in fluid
flows. However, it requires time-resolved data, which are
often impossible to capture experimentally. We present
a new algorithm that can identify temporally oscillatory
structures from sub-Nyquist rate data. This is accom-
plished using compressed sensing, taking advantage of the
sparsity observed in many flows. As a proof of concept, we
apply our method to experimental data from a bluff body
wake.

Jonathan Tu
Princeton University
jhtu@princeton.edu

MS61

Energy Exchanges in Embedded Granular Media

We discuss experimentally energy exchange phenomena
in coupled granular chains embedded in poly-di-methyl-
siloxane (PDMS) matrix. Specifically, we consider two
rows of chains embedded in PDMS matrix and show that
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in spite of the fact that applied impulse is provided to
one chain, the resulting pulse gets partially transferred to
neighboring chain and energy distributes among the granu-
lar network. Based on the experimental measurements we
validate a theoretical model and then use it for predictive
design.

M. Arif Hasan, Shinhu Cho, Waltraud Kriven, Alexander
Vakakis
University of Illinois
mhasan5@illinois.edu, cho119@illinois.edu,
kriven@illinois.edu, avakakis@illinois.edu

MS61

Long Lived Solitary Waves in a 1D Granular Chain

Kinetic energy fluctuations of a non-dissipative 1D gran-
ular chain held between reflecting walls with various pre-
compressions are investigated. The dynamics is explored
for a weakly precompressed chain which admits only soli-
tary waves that break into secondary waves under wall col-
lisions, for a strongly precompressed chain which exhibits
acoustic waves, and for intermediate precompression. The
last case accommodates a nearly stable solitary wave that
travels unaffected through the acoustic waves for extremely
long times.

Surajit Sen
University of Buffalo
sen@buffalo.edu

Yoichi Takato
SUNY Buffalo
Physics Dept
ytakato@buffalo.edu

MS61

Nonlinear Wave Propagation in the Arrays of Cou-
pled Granular Chains

Dynamics of granular scalar models comprising the array
of the arbitrary number of weakly coupled granular chains
subject to on-site perturbations is considered. Analytical
procedure depicting the transmission of strongly nonlinear,
localized pulses through the granular array is developed.
Results of analytical model and numerical simulations are
found to be in a spectacular correspondence. Effect of on-
site perturbations on the primary pulse transmission and
redirection in the general scalar model is discussed.

Yuli Starosvetsky
Technion, Israel Institute of Technology
staryuli@tx.technion.ac.il

MS61

Existence of Bell-shaped Traveling Waves in
Monomer Chains with Precompression

In a series of joint works with P. Kevrekidis, we show
the existence and bell-shapedness of traveling waves for
monomer chains. The novelty is the bell-shapedness of the
waves, which is achieved by recasting as an equivalent con-
strained maximization problem, where we constraint over
the unit spheres of certain Orlicz spaces. We will also men-
tion some open problems (and possible approaches) like
uniqueness and stability of these waves.

Atanas Stefanov
University of Kansas

stefanov@ku.edu

MS62

Modeling Early Events in HIV Infection

In order to prevent and/or control infections it is necessary
to understand their early-time dynamics. However this is
precisely the phase of HIV about which the least is known.
To investigate the initial stages of HIV within-host we have
developed multi-type, continuous-time branching process
models. We will present these models and discuss predic-
tions pertinent to clinical factors associated with HIV such
as per-exposure risk of infection and post-exposure time to
infection detection.

Jessica M. Conway
University of British Columbia
Department of Mathematics
conway@lanl.gov

MS62

SIV Infection Dynamics in Macaques After Inter-
ruption of Intensified Treatment

HIV infection is well controlled by anti-retroviral drug ther-
apy (ART) but virus persists and viremia returns upon
treatment cessation. Recent studies on SIV infected mon-
keys showed a complete suppression of viral load during
intensified ART. After treatment stopped, occasional vi-
ral blips occur but the viral load always returns to unde-
tectable levels. We used models based on continuous-time
branching processes to study the viral blips and make infer-
ences about the re-activation dynamics of latently infected
cells.

Alejandra Herrera Reyes, Jessica M. Conway
University of British Columbia
Department of Mathematics
donaji@math.ubc.ca, conway@lanl.gov

Daniel Coombs
University of British Columbia
coombs@math.ubc.ca

MS62

A Branching Process Model of Prion Dynamics

Prions are infectious agents composed of misfolded pro-
teins, responsible for illnesses such as mad cow disease in
cattle and Creutzfeldt-Jakob disease in humans. We create
a branching process model for yeast cells to describe how
prions grow inside the cell and how they are transmitted
from mother to daughter cell. We compare our model pre-
dictions to laboratory data and use it to estimate unknown
parameters.

Peter Olofsson
Trinity University
Department of Mathematics
polofsso@trinity.edu

MS62

Brisk Introduction to Branching Processes with a
Model of Gene Expression

I will provide a very brief overview of what branching pro-
cesses are and what they are useful for modelling. I will
then discuss one novel application to the phenomenon of
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gene expression with diffusion in the cellular environment.
The latter is joint work with David Cottrell and Peter
Swain.

Paul Tupper
Department of Mathematics
Simon Fraser University
pft3@sfu.ca

MS63

Fatigue Accumulation Under Chaotic Loading is
Slower than Under Statistically and Spectrally
Similar Stochastic Excitation

New fatigue testing apparatus was used to show differ-
ent rates of fatigue damage accumulation under chaotic
and stochastic loading, even when both excitations possess
same spectral and statistical signatures. Furthermore, the
conventional rainfall method considerably overestimates
damage in case of chaotic forcing. Important nonlinear
loading characteristics, which can explain the observed dis-
crepancies, are identified and suggested to be included as
loading parameters in new fatigue models.

David Chelidze, Son Hai Nguyen, Mike Falco, Ming Liu
University of Rhode Island
Department of Mechanical, Industrial & Systems
Engineering
chelidze@mail.uri.edu, , –, –

MS63

Localized Spikes and Flats on the Surface of Mag-
netic Liquids

An experimental model for formation of spatially localized
states in dissipative systems is a layer of viscous magnetic
liquid subjected to a magnetic field oriented normally to
the fluid surface. When the field passes a critical threshold,
a hexagonal pattern of liquid spikes emerges. Localized
spikes and flats were generated and studied experimentally
and numerically. In contrast to spikes, the location of flats
is arrested by the hexagonal pattern.

Reinhard Richter
University of Bayreuth
reinhard.richter@uni-bayreuth.de
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MS63

Bifurcation Analysis in a Mechanical Impact Oscil-
lator Experiment

We use control-based continuation to obtain one-parameter
bifurcation diagrams (e.g. frequency response) directly
from an experiment of a periodically forced impact oscil-
lator. Branches of periodic solutions, including unstable
ones, are traced by applying a feedback control and using
a predictor-corrector type path-following algorithm. The
experimental findings are reproduced by a piecewise-linear

model. It is smoothed to determine its bifurcation struc-
ture and the effect of the smoothening is investigated.
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MS63

Control of Nonlinear Lateral Dynamics in a Rotor-
Stator System

In this combined experimental and numerical effort, a rotor
contained within a stator is studied. An excitation input
with high frequency content is superimposed on the motor
rotation input provided to the rotor-stator system to ex-
amine how the lateral motions of the rotor can be steered
among different solutions of the system, which include for-
ward whirling solutions without rotor contact and forward
and backward whirling solutions with contact.

Nicholas Vlajic, Balakumar Balachandran
Dept. of Mechanical Engineering
University of Maryland
vlajic@umd.edu, balab@umd.edu

MS64

Collective Effects and Cascading Dynamics for Sys-
tems Defined on Complex Networks

Dynamical systems defined on networks have applications
in many scientific fields. In particular, it is important to
understand when networks exhibit synchronous or other
types of coherent collective behaviors. Other questions in-
clude whether such coherent behavior is stable with respect
to random perturbation, or what the detailed structure
of this behavior is as it evolves. We will examine several
prototypical models of networked dynamical systems and
present a mixture of results that range from rigorous the-
orems for abstract models to quantitative comparisons of
models and data.

Lee DeVille
University of Illinois, Department of Math
rdeville@illinois.edu

MS64

Reliable and Unreliable Behavior in Balanced Spik-
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ing Networks

This talk concerns the reliability of networks of excitable
neurons driven by sustained, fluctuating stimuli. Relia-
bility here means that a signal elicits essentially identical
responses upon repeated presentations, regardless of the
network’s initial condition; it is of interest in computa-
tional neuroscience because the degree to which a network
is reliable constrains its ability to encode information in
temporal spike patterns. Using a combination of qualita-
tive theoretical ideas and numerical simulations, we have
studied the dynamics of networks of excitable neurons with
balanced excitatory and inhibitory connections. I will re-
port our main findings, including the coexistence of unreli-
able and reliable dynamics in time and within the network,
and (time permitting) how the correlation structure of the
stimulus and intrinsic network dynamics together affect the
reliability of a network. Qualitative explanations are pro-
posed for the phenomena observed.

Kevin K. Lin
Department of Mathematics
University of Arizona
klin@math.arizona.edu
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MS64

Spike-based Coding in Chaotic Neural Networks

Large, randomly coupled networks of excitatory and in-
hibitory neurons are ubiquitous in neuroscience, and are
known to autonomously produce chaotic dynamics. This
produces an obvious threat to the reliability of network
responses: if the same signal is presented many times
with different initial conditions, there is no guarantee that
the system will entrain to the signal in a repeatable way.
However, we find that intermittent periods of highly reli-
able spiking nevertheless occur in the networks at hand.
We give a geometrical explanation, and discuss the conse-
quences for encoding and decoding of model sensory sig-
nals.

Eric Shea-Brown
Department of Applied Mathematics
University of Washington
etsb@washington.edu

MS64

Maximized Reliability Despite Maximized Vari-
ability in Sensory Cortex

An identical sensory stimulus presented many times does
not typically evoke identical responses among neurons in
sensory cortex. It is commonly thought that such vari-
ability of response is detrimental to reliable encoding of
sensory information. Studying rat cortex slice cultures,
we demonstrate that variability need not come at the cost
of reliability. Pharmacologically tuning excitability of the
cortical network we found that maximum reliability and
variability emerge together under the same conditions at
criticality.

Woodrow Shew
University of Arkansas
woodrowshew@gmail.com

MS65

Defibrillation Mechanisms on a One-dimensional
Ring of Cardiac Tissue

In this paper we compare quantitatively the efficiency of
three different defibrillation protocols commonly used in
commercial defibrillators. We have built a simplified one-
dimensional model of cardiac tissue using the bidomain
formulation that is the standard model for describing car-
diac tissue. With this model, we have shown that biphasic
defibrillators are significantly more efficient (about 25 per-
cents) than the corresponding monophasic defibrillators.
We identify that the increase in efficiency of the biphasic
defibrillators is rooted in the higher proportion of excited
tissue at high electric fields.

Jean Bragard
Depto de Fisica y Matematica Aplicada
Universidad de Navarra, Pamplona, Spain
jbragard@unav.es

MS65

Mechanisms of Ventricular Arrhythmias

Complex behavior in the heart often is associated with elec-
trical abnormalities called arrhythmias that lead to com-
promised mechanical function. Such complexity includes
dynamics typical of excitable and oscillatory systems, in-
cluding period-2 (and higher-order) behavior along with
single and multiple spiral or scroll waves. In many cases,
dynamical instabilities either produce or exacerbate ar-
rhythmias. In this talk, we use mathematical modeling
and numerical simulation to elucidate mechanisms that can
initiate and maintain cardiac arrhythmias.

Elizabeth M. Cherry
Rochester Institute of Technology
School of Mathematical Sciences
excsma@rit.edu

MS65

Cardiac Arrhythmia Prediction Using a 1D Dy-
namical Model

A nonlinear mathematical model of a cardiac fiber has been
developed to gain improved understanding of the role of
premature beats in the formation of ventricular fibrillation
(VF), a lethal cardiac arrhythmia. The model predictions
have been compared with in vitro data from canine right
ventricles, confirming that the model is able to determine
which sequences of premature beats are more likely to pro-
duce VF.
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Department of Biomedical Sciences
Cornell University
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MS65

Spiral Wave Generation and Instabilities in Car-
diac Systems with Pacemaker-obstacle Interactions

We performed experiments on annular domains of cardiac
monolayers with embedded pacemakers composed of ven-
tricular cells from 8-day-old embryonic chick hearts. We
tracked the wave propagation using an intracellular calcium
dye and a CCD camera. The monolayers with wider annu-
lar domains generated more complex behaviour, including
reentrant wave dynamics. Numerical simulations using a
simplified FitzHugh-Nagumo model coupled in space pro-
vided insight into the dynamics.

Thomas D. Quail
McGill University
thomas.quail@mail.mcgill.ca

MS66

Mathematical Models of Crime and Energy Use in
Urban Societies

Abstract not available at time of publication.

Luis Bettencourt
Santa Fe Institute
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MS66

Rate Effects on the Growth of Centres

Much of the mathematical modelling of urban systems
revolves around the use spatial interaction models, de-
rived from information theory and entropy-maximisation
techniques and embedded in dynamic difference equations.
This class of models have wide reaching applications: from
trade and migration flows to the spread of riots and under-
standing the spatio-temporal patterns of burglaries. When
framed in the context of a retail system, the dynamics of
centre growth poses an interesting mathematical problem,
with bifurications and phase changes, which may be anal-
ysed analytically. In this contribution, we present some
analysis of the continuous retail model and correspond-
ing discrete version, which yields insights into the effect of
space on the system, and an understanding of why certain
retail centers are more successful than others.

Hannah Fry
Centre for Advanced Spatial Analysis.
University College London
hannah.fry@ucl.ac.uk
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MS66

What can Dynamical Systems Tell Us About Urban
Energy Systems?

Cities account for over two-thirds of the world’s primary
energy consumption and 71% of global energy-related
greenhouse gas emissions. To understand and improve the
performance of urban energy systems, a range of modelling
techniques have been used but dynamical systems methods
are not widely employed. This paper will consider why this
might be the case and suggest specific applications where
dynamical systems offer the greatest potential.

James Keirstead
Department of Civil and Environmental Engineering
Imperial College London
j.keirstead@imperial.ac.uk

MS66

Mathematics of Crime

This lecture uses crime as a case study for using applied
mathematical techniques in a social science application and
covers a variety of mathematical methods that are appli-
cable to such problems. We will review recent work on
agent based models, methods in linear and nonlinear par-
tial differential equations, variational methods for inverse
problems and statistical point process models. From an ap-
plication standpoint we will look at problems in residential
burglaries and gang crimes. Examples will consider both
”bottom up’ and ”top down’ approaches to understanding
the mathematics of crime, and how the two approaches
could converge to a unifying theory. We will cover specific
examples where urban geography plays an important role
in the models.

Martin Short
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MS67

Periodic Waves in Fire-diffuse-fire Model of Cal-
cium Dynamics in Cardiac Cells

Calcium dynamics plays an important role in intracellular
communication in living cells. The fire-diffuse-fire model,
which accounts for the effects of diffusion, absorption, and
localized release of calcium, has been successfully used to
model the initiation, propagation and failure of calcium
waves and other spatio-temporal patterning of intracel-
lular calcium. Previous theoretical studies were usually
performed under the assumption of a linear absorption
mechanism. In this talk I will present a simple approach
for studying periodic traveling waves in one-dimensional
fire-diffuse-fire models with an arbitrary absorption mech-
anism. I will then describe dynamics of such waves and
discuss their stability and robustness.
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New Jersey Institute of Technology
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MS67

A Simple Criterion of Transverse Linear Instability
for Nonlinear Waves

Transverse stability refers to the stability of a nonlinear
wave which is homogeneous in one spatial direction with
respect to non-homogeneous perturbations. Relying upon
a spatial dynamics formulation in which the time-like vari-
able is the spatial direction in which the wave is homoge-
neous, we give a sufficient condition for transverse linear
instability. We apply this criterion to solitary and periodic
gravity-capillary water waves.

Mariana Haragus
Laboratoire de Mathematiques de Besancon
Universite de Franche-Comte, France
mariana.haragus@univ-fcomte.fr

MS67

Nonlinear Schrodinger Models and PT-Symmetry:
Living at the Interface between Hamiltonian and
Dissipative

This talk concerns a theoretical analysis of some aspects
of a theme that has received particular attention recently,
namely parity-time (PT) symmetric media. Such me-
dia have recently been realized in nonlinear optics, where
they often feature a cubic nonlinearity. In this talk, we
will see how this special PT-symmetric interface between
the underlying Hamiltonian problem and the presence of
the gain/loss leads to interesting modifications of the sys-
tem’s bifurcations, to the emergence of new, so-called ghost
states and to rather unexpected dynamical implications in
both one and two dimensions.

Panayotis Kevrekidis
Department of Mathematics and Statistics
University of Massachusetts
kevrekid@gmail.com

MS67

Stability of Traveling Waves on Vortex Filaments

We develop a general framework for studying the stability
of solutions of the Vortex Filament Equation (VFE), based
on the correspondence between the VFE and the nonlin-
ear Schrödinger (NLS) equation provided by the Hasimoto
map. This method is used to investigate the (linear and or-
bital) stability of periodic and soliton solutions. In the pe-
riodic case, we show that the solutions associated to cnoidal
wave solutions of the NLS are stable only in the case where
they take the form of an unknotted torus knot.

Stephane Lafortune, Annalisa M. Calini
College of Charleston
Department of Mathematics
lafortunes@cofc.edu, calinia@cofc.edu

MS68

Of Slugs and Snakes: Moving Localized Structures
in Fluid Flows

In this talk I will describe the origin and properties of mov-
ing spatially localized convection found in different doubly
diffusive systems. Two systems will be described in detail:
binary fluid convection in a horizontal layer and natural
doubly-diffusive convection in a vertically extended cav-
ity. Although the motion of these structures is generally
sluggish their collisions may lead to new types of dynami-

cal behavior. The numerical results will be related to the
phenomenon of homoclinic snaking in spatially reversible
systems. The talk will be based on ongoing work with A.
Alonso, O. Batiste, C. Beaume, A. Bergeon and I. Mer-
cader.

Edgar Knobloch
University of California at Berkeley
Dept of Physics
knobloch@berkeley.edu

MS68

Unstable Solitons in Inhomogeneous Nonlinear
Schrodinger Equations

I will discuss the (in)stability of solitons arising in mod-
els used to create a Bose-Einstein Condensate. I will out-
line how the Maslov index can be used to establish the
instability of standing waves to inhomogeneous NLS equa-
tions. Instability will be established by simple observations
of the initial soliton’s orbit in the phase plane. This tech-
nique can be used to show instabilities in excited states,
asymmetric states, gap solitons, and solitons on an nonzero
background.

Robert Marangell
The University of Sydney
robert.marangell@sydney.edu.au

Russell Jackson
US Naval Academy
rkjackson@usna.edu

Christopher Jones
University of North Carolina and University of Warwick
ckrtj@email.unc.edu

Hadi Susanto
The University of Nottingham
United Kingdom
hadi.susanto@nottingham.ac.uk

MS68

Nonlocal Interactions and Localized Patterns

Localized patterns may occur in bistable systems, or from
interactions with large-scale modes, or due to nonlocal in-
teractions. This work explores the third of these mecha-
nisms, which has received relatively little attention. Nonlo-
cal equations with an integral convolution term arise natu-
rally in many applications, including neural field modeling
and predator-prey systems. We derive amplitude equations
for such systems that can themselves be pattern-forming,
leading to a ”patterns on patterns” structure or strongly
localized states.

Paul C. Matthews, Madallah Alenazi
University of Nottingham
paul.matthews@nottingham.ac.uk,
pmxma4@nottingham.ac.uk

Stephen M. Cox
University of Nottingham
School of Mathematical Sciences
stephen.cox@nottingham.ac.uk

MS68

Oscillons Near Hopf Bifurcations of Planar Reac-
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tion Diffusion Equations

Oscillons are planar, spatially localized, temporally oscil-
lating, radially symmetric structures. They have been ob-
served in various experimental contexts, including fluid sys-
tems, granular systems, and chemical systems. Oscillons
often arise near forced Hopf bifurcations, which are mod-
eled mathematically with the forced complex Ginzburg-
Landau (FCGL) equation. We present a proof of the exis-
tence of oscillons in the forced planar complex Ginzburg-
Landau equation through a geometric blow-up analysis.
Our analysis is complemented by a numerical continuation
study of oscillons in the forced Ginzburg-Landau equation
using Matlab and AUTO.

Kelly Mcquighan, Bjorn Sandstede
Brown University
kelly mcquighan@brown.edu, bjorn sandstede@brown.edu

MS69

Fluctuations and Equipartition in the Dynamics of
Granular Ratchets

We examine the motion of a macroscopic wedge-shaped
particle (constrained to only move along the x-axis) en-
countering dissipative collisions with granular gas particles.
Based on a general stochastic model, we derive the full
PDF of the wedge’s motion. Contrary to what is observed
for a Maxwell-Boltzmann gas, vanishingly small perturba-
tions to the gas velocity PDF (e.g. via shaking) result in
a steady-state drift velocity independent of wedge mass in
the limit of a massive particle.

Johannes P. Blaschke, Jürgen Vollmer
Max Planck Institute for Dynamics and Self-Organization
johannes.blaschke@ds.mpg.de, juergen.vollmer@ds.mpg.de

MS69

Symmetry Breaking Induced Rotating Spirals in
Agitated Wet Granular Matter

Pattern formation of a thin layer of vertically agitated wet
granular matter is investigated experimentally. Due to the
strong cohesion arising from the capillary bridges formed
between adjacent particles, agitated wet granular matter
exhibits a different scenario as its dry counter-part. Ro-
tating spirals with three arms, which correspond to the
kinks between regions with different colliding phases, are
the dominating pattern. This preferred number of arms are
found to be related to the period tripling of the agitated
granular layer, which breaks the spatiotemporal symme-
try and drives the rotation. As symmetry is retained in a
narrow regime of the control parameter, period doubling
pattern with frozen wave fronts arise. The phase diagram
of patterns with breaking and non-breaking symmetries,
as well as the shape and rotating speed of spirals will be
addressed.

Lorenz Butzhammer, Ingo Rehberg
Experimentalphysik V, Universitaet Bayreuth
95440 Bayreuth, Germany
lo-@gmx.de, ingo.rehberg@uni-bayreuth.de

Kai Huang
Universität Bayreuth
kai.huang@uni-bayreuth.de

MS69

Momentum Transfer in Non-equilibrium Steady
States

An anisotropic and inelastic Brownian object can show
steady nonequilibrium motion in an equilibrium ideal gas.
Despite many adhoc calculations, the essential mechanism
of this motion was only recently understood using the
concept of momentum transfer deficit due to dissipation
[Fruleux et al. Phys Rev Let.(2012)]. By this concept,
many hetherto unrelated phenomena, like adiabatic piston
or Brownian ratchet are also shown to be variants of a class
of nonequilibrium steady states.

Ken Sekimoto
ESPCI
CNRS
ken.sekimoto@espci.fr

Antoine Fruleux
Gulliver, ESPCI, France
antoine.fruleux@espci.fr

Ryoichi Kawai
Department of Physics
University of Alabama at Birmingham
kawai@uab.edu

MS69

A Granular Ratchet: Spontaneous Symmetry
Breaking and Fluctuation Theorems in a Granular
Gas

We
experimentally construct a ratchet of the Smoluchowski-
Feynman type, consisting of four vanes that rotate freely
in a vibrofluidized granular gas. We show that a steady
state fluctuation relation holds for the work injected to the
system, and that its entropy production satisfies a detailed
fluctuation theorem. Surprisingly, the above relations are
satisfied even when a convection roll has developed with a
strong coupling between the motion of the vanes and the
granular gas.

Devaraj van der Meer
University of Twente
d.vandermeer@utwente.nl

MS70

Exact Solution to Estimation Problems in Scalar
Conservation Laws and Hamilton-Jacobi PDEs.
Applications to Transportation Engineering

In this talk, we investigate scalar conservation laws (or
equivalently Hamilton Jacobi equation) with concave flux,
in which initial, boundary and internal conditions are un-
certain. Using the properties of the Lax-Hopf solution,
we write the problem of reconstructing the intitial, bound-
ary and internal conditions as mixed integer convex pro-
gramming. The resulting framework is very flexible, and
can compute solutions to various problems associated with
transportation engineering: estimation, boundary control,
privacy analysis, cybersecurity.

Christian Claudel
King Abdullah University of Science and Technolgy
(KAUST)
Electrical Engineering and Mechanical Engineering
christian.claudel@kaust.edu.sa



180 DS13 Abstracts

MS70

Set-Valued Iteration Schemes for the Computation
of Invariant Sets

Dynamically interesting invariant sets of dynamical sys-
tems are typically approximated either by geometric con-
struction or by fixed-point type iteration. We approach
this problem in a Banach space setting which allows to
employ Newton-type iterations that do not feature typical
drawbacks of the aforementioned methods. Limitations to
the applicability initially arising from the technical setup
can be overcome using a covering approach that represents
invariant sets as (subsets of) unions of convex sets.

Mirko Hessel-von Molo
Institute for Mathematics
University of Paderborn
mirkoh@uni-paderborn.de

MS70

Deterministic Numerical Continuation for Stochas-
tic Dynamical Systems

Continuation methods for deterministic dynamical systems
have been one of the most successful numerical tools in ap-
plied dynamical systems theory. We show how to extend
these ideas to metastable equilibrium points of stochastic
differential equations by combining results from probabil-
ity, dynamical systems, numerical analysis, optimization
and control theory. The algorithm naturally augments
classical deterministic continuation and provides ellipsoidal
confidence neighborhoods and distances between.

Christian Kuehn
Vienna University of Technology
ck274@cornell.edu

MS70

Robust Optimal Control Problems: Extending Dif-
ferential Approaches via Sets

In ”robust” control problem, two types of controls occur
and, the user can choose only one of them whereas the
other one is not known exactly (i.e. some uncertainty).
This talk focuses on the analytical situation when the latter
perturbations have an unknown or uncertain strategy. It
leads to non-standard (set-valued) initial value problems
for states and controls. Finally we discuss the existence of
solutions and their computability in principle.

Thomas Lorenz
Goethe University Frankfurt
lorenz@math.uni-frankfurt.de

MS71

Flow Map Composition for Non-autonomous Dy-
namical Systems

The flow map of a dynamical system plays a major role
in the computation of finite-time Lyapunov exponents, the
Perron-Frobenius operator, and in uncertainty quantifica-
tion using generalized polynomial chaos. However, the
flow map calculation is expensive, both in computation
time and memory requirement. In this talk, we continue
to develop the theory of flow map composition, whereby
long-time flow maps are constructed as the composition of
multiple short-time flow maps. In addition, spectral inter-
polation is introduced to dramatically reduce the memory
requirement of storing intermediate flow maps. A care-

ful error analysis demonstrates the benefit of short-time
compositions. Long-time flow maps are characterized by
significant stretching and folding of trajectories, whereas
short-time intermediate flow maps have less distortion and
are more accurately represented by low-order basis func-
tions. These ideas are illustrated on numerical examples.

Steven Brunton
University of Washington
sbrunton@uw.edu

MS71

Coherent Structure Identification Using Flow Map
Composition and Spectral Interpolation

We propose an efficient method for computing the propa-
gation of a probability density function through the long-
time flow map associated with an uncertain velocity field.
Uncertain initial conditions and parameters are both ad-
dressed. We employ spectral representations for short-time
flow maps, and construct long-time flow maps by compos-
ing them. The long-time flow map is used to compute
stochastic quantities, which are shown to be correlated to
coherent structures in the velocity field.

Dirk Martin Luchtenburg
Princeton University
dluchten@princeton.edu

MS71

Koopman Mode Analysis of Networks

Spectral analysis of a dynamical system’s associated Koop-
man operator has proven fruitful in a number of areas.
The so-called Koopman Mode analysis focuses on the point
spectrum (especially the eigenvalues on the unit circle),
providing a “skeleton” of the dynamics, with little atten-
tion given to the continuous part of the spectrum. This
talk focuses on constructing the operators spectral measure
directly from data allowing the analysis of the continuous
spectrum.

Ryan Mohr
University of California, Santa Barbara
mohrrm@engr.ucsb.edu

MS71

Coherent Sets from Data: Bifurcations, Braiding,
and Predicting Critical Transitions

We discuss some results regarding identification of coher-
ent sets, regions with long residence time, using a transfer
operator approach, which are appropriate for systems of ar-
bitrary time dependence defined by data, e.g., fluid flows.
A topological analysis based on spatiotemporal braiding
of coherent sets might be possible for analyzing chaos in
such systems. Furthermore, by considering changes in the
transfer operator modes, prediction of dramatic changes in
system behavior may be possible.

Shane D. Ross
Virginia Tech
Engineering Science and Mechanics
sdross@vt.edu

MS72

Mixed-mode Oscillations in the
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Belouzov-Zhabotinsky Reaction

In stirred reactors, the Belousov-Zhabotinsky reaction dis-
plays mixed mode oscillations in which small and large am-
plitude oscillations alternate with one another. This lec-
ture will describe studies of a six dimensional vector field
formulated by Gyorgyi and Field as a model of the BZ
reaction which fits empirical data well. Extending results
in the thesis of Chris Scheper, we use geometric singular
perturbation theory to analyze mixed mode oscillations in
this model.

John Guckenheimer
Cornell University
jmg16@cornell.edu

MS72

Canard Cycles in Aircraft Ground Manoeuvres

We show that the sudden loss of lateral stability of a mid-
size passenger aircraft turning on the ground is due to a
canard explosion.

James Rankin
INRIA Sophia-Antipolis
James.Rankin@inria.fr

Mathieu Desroches
INRIA Paris-Rocquencourt
France
mathieu.desroches@inria.fr

Bernd Krauskopf
University of Auckland
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Mark Lowenberg
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University of Bristol
m.lowenberg@bristol.ac.uk

MS72

Spike-adding Mechanisms in Transient Bursts

Dynamical systems tools are designed to explain the long-
term bahaviour of a system, that is, what happens after
transients have died out. In many applications, however, it
is more important to understand the transient rather than
asymptotic behaviour. In this talk we employ standard
tools from dynamical systems in order to analyse transient
bursting behaviour. To illustrate these ideas, we use the
example of an excitable cell model that is subject to a brief
perturbation.

Jakub Nowacki
Tessella
Abingdon Science Park, UK
j.s.nowacki@gmail.com

Hinke M. Osinga
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Department of Mathematics
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Krasimira Tsaneva-Atanasova
Department of Engineering Mathematics
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K.Tsaneva-Atanasova@bristol.ac.uk

MS72

Canard- and Hopf-induced Mixed-mode Oscilla-
tions in Pituitary Cells

It has been shown that large conductance potassium (BK)
current tends to promote bursting in pituitary cells. This
requires fast activation of the BK current, otherwise it is
inhibitory to bursting. In this work, we analyze a pituitary
cell model to answer the question of why BK activation
must be fast to promote bursting. In particular, we show
that the bursting can arise from either canard dynamics or
slow passage through a dynamic Hopf bifurcation.

Theodore Vo
University of Sydney
theo@maths.usyd.edu.au

Joel Tabak
Dept of Biological Sciences
Florida State University
joel@neuro.fsu.edu
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Department of Mathematics
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University of Sydney
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MS73

Iterated Birth and Death Markov Branching Pro-
cesses as a Model of Irradiated Cancer Cell Survival

We solve, under realistic assumptions, the following prob-
lem in radiation biology and oncology: finding the distri-
bution of the number of tumor cells surviving fractionated
radiation. Based on birth and death Markov branching
process model of tumor cell population kinetics we find an
explicit formula for the distribution in question and iden-
tify two of its limiting forms: the Poisson distribution and
the generalized Poisson distribution. We also estimate the
rate of convergence to the Poisson distribution.

Leonid G. Hanin
Department of Mathematics
Idaho State University
hanin@isu.edu

MS73

Multiscale Stochastic Reaction-diffusion Algo-
rithms Combining Markov Chain Models with
SPDEs

In this talk, I will introduce a multiscale algorithm for
stochastic simulation of reaction-diffusion processes. The
algorithm is applicable to systems which include regions
with a few molecules and regions with a large number of
molecules. A domain of interest is divided into two subsets
where continuous-time Markov chain models and stochas-
tic partial differential equations (SPDEs) can be respec-
tively used. Several examples with simulation results will
be shown. This is a joint work with Radek Erban at the
University of Oxford.

Hye-Won Kang
Ohio State University
Mathematical Biosciences Institute
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MS73

Multistage Carcinogenesis and Cancer Evolution as
a Branching Process

Stochastic models of multistage carcinogenesis, cancer evo-
lution at the cellular level, have played an important role
in the analysis of cancer epidemiology data since the 1950s.
By being biologically-based, multistage models can be used
to test hypothesis about carcinogens mechanisms of action
and to gauge their effects on cancer risk. In this talk I
will show how to analyze multistage carcinogenesis models
as continuous branching processes and the advantages of
doing so versus alternative approaches.

Rafael Meza
UBC Centre for Disease Control
Division of Mathematical Modeling
rmeza@umich.edu

MS73

HPV and Cervical Cancer: A Stochastic Model at
Tissue Level

Infection with the Human Papilloma Virus (HPV) is a pre-
requisite for cervical cancer. While ∼ 80% of women get
infected during their lifetime, most clear the virus within
2 years. If the infection persists, it can lead to malignant
cancer. Various aspects of the carcinogenesis remain poorly
understood at the cellular level. We develop a stochastic
model of the cervical epithelium, coupling the dynamics of
HPV infection to a multi-stage model of cancer evolution.

Marc D. Ryser
Department of Mathematics and Statistics
McGill University, Canada
ryser@math.duke.edu

MS74

Uncertainty Quantification and Decisions in
Markovian Dynamics

Abstract not available at time of publication.

Roger Ghanem
University of Southern California
Aerospace and Mechanical Engineering and Civil
Engineering
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MS74

Linking Diffusion Maps with Coarse-graining Com-
plex System Dynamics

Abstract not available at time of publication.

Ioannis Kevrekedis
Princeton University
yannis@princeton.edu

MS74

Patch Dynamics for Macroscale Modelling of Dif-

fusion in Heterogeneous Media

Abstract not available at time of publication.

Anthony J. Roberts
University of Adelaide
anthony.roberts@adelaide.edu.au

MS74

Accurate Bifurcation Diagrams of an Agent-
based Sociological Model Using Variance-reduced
Jacobian-vector Products

Abstract not available at time of publication.

Giovanni Samaey
Department of Computer Science, K. U. Leuven
giovanni.samaey@cs.kuleuven.ac.be

MS75

Mesoscopic Structure and Social Aspects of Human
Mobility

The individual movements of large numbers of people are
important in many contexts, from urban planning to dis-
ease spreading. Datasets that capture human mobility are
now available and many interesting features have been dis-
covered, including the ultra-slow spatial growth of indi-
vidual mobility. However, the detailed substructures and
spatiotemporal flows of mobility the sets and sequences
of visited locations have not been well studied. I’ll dis-
cuss an empirical project where we found that individual
mobility is dominated by small groups of frequently vis-
ited, dynamically close locations, forming primary habi-
tats capturing typical daily activity, along with subsidiary
habitats representing additional travel. These habitats do
not correspond to typical contexts such as home or work.
The temporal evolution of mobility within habitats, which
constitutes most motion, is universal across habitats and
exhibits scaling patterns both distinct from all previous ob-
servations and unpredicted by current models. The delay
to enter subsidiary habitats is a primary factor in the spa-
tiotemporal growth of human travel. Interestingly, habi-
tats correlate with non-mobility dynamics such as com-
munication activity, implying that habitats may influence
processes such as information spreading and revealing new
connections between human mobility and social networks.

James Bagrow
Engineering Sciences and Applied Mathematics
Northwestern University
james.bagrow@northwestern.edu

Yu-Ru Lin
College of Computer and Information Science
Northeastern University
yuruliny@gmail.com

MS75

The English Language has a Self-similar,
Positively-biased Emotional Spectrum

We show that the emotional content of individual English
words exhibits a spectrum with a strong positive bias,
largely independent of word usage frequency. Our find-
ings suggest a deep linguistic encoding of the pro-social,
cooperative nature of people, and hold broadly across four
diverse large-scale text corpora: Twitter, the New York
Times, Google Books, and music lyrics. Our Mechani-
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cal Turk measurements for over 10,000 words statistically
agree with but greatly expand upon previous, limited stud-
ies.
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MS75

Unraveling Daily Human Mobility Motifs

We uncover daily mobility patterns and identify the un-
derlying mechanism responsible for the observed behavior.
By using the concept of motifs from network theory, we
show that despite the existence of millions of possible net-
works, only a few networks are present, following simple
rules. Only 17 networks, called here motifs, are sufficient
to capture up to 90% of the population in datasets obtained
from both surveys and anonymized mobile phone data for
different countries.

Marta Gonzalez, Christian Schneider, Vitaly Belik
Civil and Environmental Engineering
MIT
martag@mit.edu, schnechr@mit.edu, belik@mit.edu

MS75

Revealing the Character of Cities Through Data
and Hedonometrics

We investigate how geographical location influences indi-
vidual happiness, using a novel algorithm applied to word
frequencies collected from Twitter messages. We exam-
ine differences in word usage between US cities, and using
census data explain how happiness relates to underlying
physical and social factors in those cities. Furthermore, we
attempt to categorize cities in a data-driven way based on
differences in word use and demographics.

Lewis Mitchell
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MS76

Using Neural Mass Models and Bifurcation Theory
to Understand Transitions to Pathological Oscilla-
tions in Neural Systems

Neural mass models (NMMs) are employed as a means of
capturing the bulk properties of interacting populations
of neurons. The response of each population is governed
by a differential equation. The equations are coupled to-
gether according to the schematic structure of the model
and solved numerically. Bifurcation analysis can then be
used to understand the range of solutions and the tran-
sitions between them. We examined a NMM of cortical
tissue to better understand focal-onset epilepsy.

Alex Blenkinsop
Department of Neuroscience
University of Sheffield
cop10ab@sheffield.ac.uk

John Terry
University of Exeter.
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MS76

Use of Mesoscale Models to Understand Data on
Sleep and Seizures, and to Investigate Options for
Seizure Control

A method is presented for probabilistically tracking the
evolution of measured electroencephalogram data in the
sleep parameter space of a mean-field cortical model. This
algorithm is then applied to track the parameter evolution
of seizures.
Extending the seizure applications, the effect on seizure
dynamics of a control algorithm using a charge balanced
optogenetics actuator is studied. Optogenetics enable op-
tical stimulation of neurons with high spatial and temporal
resolution.

Vera Dadok
Department of Mechanical Engineering
University of California, Berkeley
vdadok@berkeley.edu

Prashanth Selvaraj, Andrew Szeri
University of California, Berkeley
pselvaraj@me.berkeley.edu, andrew.szeri@berkeley.edu

MS76

Mean Field Models of the EEG: Physiological Rel-
evance and Mathematical Challenges

We will give a brief overview of a number of important
mean field approaches to modelling brain activity that have
been applied with varying degrees of fidelity to articulating
the genesis of rhythmic electroencephalographic activity in
health and disease. This brief survey will conclude with
a discussion of the mathematical challenges, particularly
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the simulation, bifurcation analysis and parameter estima-
tion, that these theories will need to negotiate in order to
progress as neurobiologically effective explanatory frame-
works.

David Liley
Swinburne University of Technology
dliley@groupwise.swin.edu.au

MS76

Bifurcation and Pattern Formation in a Mean-field
Model of the Electroencephalogram

We study a model of the electrical potentials generated by
excitatory and inhibitory neuron populations in the cor-
tex. The model takes the form of a system of semilinear,
hyperbolic PDEs, that allow for oscillatory solutions and
travelling waves. We implemented the model in the open-
source software PETSc, which allows for the continuation
of equilibria and periodic orbits, and re-analyzed results by
Bojak & Liley on the onset of self-organised 40Hz oscilla-
tions near a Hopf-Turing bifurcation.

Lennaert van Veen, Kevin R. Green
UOIT
lennaert.vanveen@uoit.ca, kevin.green@uoit.ca

MS77

On the Maxwell-Bloch Equations with Non-zero
Boundary Conditions

The initial-boundary value problem for the Maxwell-Bloch
equations with non-zero fields at infinity is considered. The
inverse scattering transform is formulated and is used to
investigate the behavior of the solutions.

Gino Biondini
State University of New York at Buffalo
Department of Mathematics
biondini@buffalo.edu

MS77

Light Propagation in Lambda-configuration Meta-
materials with Mixed Positive and Negative Re-
fractive Index

We study numerically the propagation of two-color light
pulses through a metamaterial doped with active atoms
such that the carrier frequencies of the pulses are in res-
onance with two atomic transitions in the Λ configura-
tion and that one color propagates in the regime of posi-
tive refraction and the other in the regime of negative re-
fraction. In such a metamaterial, one resonant color of
light propagates with positive and the other with nega-
tive group velocity. We investigate nonlinear interaction of
these forward- and backward-propagating waves, and find
self-trapped waves, counter-propagating radiation waves,
and hot spots of medium excitation.

Alexander O. Korotkevich
Dept. of Mathematics & Statistics, University of New
Mexico
L.D. Landau Institute for Theoretical Physics RAS
alexkor@math.unm.edu

MS77

Dynamics of Light Propagating through Active Op-

tical Media

The Maxwell-Bloch equations describe resonant interaction
between light and active optical media, whose many mech-
anisms are captured by their lossless limit. They include
random polarization switching in randomly prepared me-
dia and light pulses slowed down to a fraction of the speed
of light, solvable by the inverse-scattering transform. A
non-integrable variation of the Maxwell-Bloch equations
describes propagation of light through meta-materials with
negative and positive refractive indices for two resonant
frequencies of the light pulses.
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MS77

On the Coupled Maxwell-Bloch Equations with In-
homogeneous Broadening for a 3-level System

The initial value problem (IVP) for the propagation of
a pulse through a resonant 3-level optical medium can
be solved by Inverse Scattering. While the scattering
problem is the same as for the coupled NLS, the time
evolution depends on asymptotic values of the material
polarizability envelopes and is highly nontrivial. This
talk will address the solution of the IVP for the coupled
Maxwell-Bloch equations with inhomogeneous broadening
for generic preparation of the medium.

Barbara Prinari
University of Colorado, Colorado Springs
University of Salento, Lecce (Italy)
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MS78

Hydrodynamic Mean-?eld Solutions of 1D Exclu-
sion Processes with Spatially Varying Hopping
Rates

Abstract not available at time of publication.
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MS78

Novel Features in an Accelerated Exclusion Process
Towards Modeling Transcription

Inspired by the cooperative speed-up observed in transcrib-
ing RNA polymerases, we introduce distance-dependent
interactions in an accelerated exclusion process (AEP).
Each particle moves to the neighboring site if vacant.
Additionally, if reaching another cluster of particles, it
can kick up the frontmost particle in that cluster. The
steady state of AEP shows a discontinuous transition, from
being homogeneous (with augmented currents) to phase-
segregated. More surprisingly, the current-density relation
in the phase-segregated state is simply J = 1−ρ, indicating
the particles (or holes) are moving at unit velocity despite
the inclusion of long-range interactions.

JiaJia Dong
Department of Physics
Bucknell University
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MS78

Traffic Flow Model for Bio-Polymerization Pro-
cesses

Bio-polymerization processes like transcription and trans-
lation are central to a proper function of a cell. The speed
at which the bio-polymer grows is affected both by num-
ber of pauses of elongation machinery, as well their num-
bers due to crowding effects. In order to quantify these
effects in fast transcribing ribosome genes, we rigorously
show that a classical traffic flow model is a limit of mean
occupancy ODE model. We compare the simulation of this
model to a stochastic model and evaluate the combined ef-
fect of the polymerase density and the existence of pauses
on transcription rate of ribosomal genes.

Tomas Gedeon
Montana State University
Dept of Mathematical Sciences
gedeon@math.montana.edu
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MS78

Random Hydrolysis Controls the Dynamic Insta-
bility in Microtubules

One of the most fascinating phenomena associated with cy-
toskeleton proteins is dynamic instability in microtubules,
when these biopolymers can be found in growing or shrink-
ing dynamic phases. Despite multiple efforts, mechanisms
of this phenomenon are still not well understood. Here we
present a microscopic stochastic model of dynamic instabil-
ity which explicitly takes into account all relevant biochem-
ical processes. It provides a comprehensive description of
the dynamic instability of microtubules. Our theoretical
results are supported by Monte Carlo simulations, and they
also agree with all available experimental observations.

Anatoly B. Kolomeisky
Rice University
tolya@rice.edu

MS79

Lamprey Locomotion Driven by Non-linear Muscle
Mechanics and Work-dependent Deactivation

The swimming behavior observed in lampreys is the result
of the balance of forces from activated muscle, from the
response of different tissues of the body and from reactions
of the surrounding fluid environment. Here we examine
some of the effects of nonlinear muscle mechanics and neu-
ral activation on the forces generated along the body of the
organism. Implications of the force generation pattern on
swimming efficiency and performance of the organism are
discussed.

Christina Hamlet
Tulane University
New Orleans LA
chamlet@tulane.edu

Lisa J. Fauci
Tulane University
Department of Mathematics
fauci@tulane.edu

Eric Tytell
Tufts University
Department of Biology
eric.tytell@tufts.edu

MS79

Optimal Open- and Closed-loop Control of Anguil-
liform Swimming

We study optimal control of an existing model of anquil-
liform swimming developed by McMillen and Holmes in
which the body is approximated by a finite number of
linked segments. We minimize a cost function that pe-
nalizes both positive and negative work. We consider both
the open-loop problem in which muscle torques are speci-
fied and the closed-loop problem in which muscle torques
depend on the motion of the body perturbed by noise.

Tim Kiemel
Univ. of Maryland
kiemel@umd.edu
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Kathleen Hoffman
University of Maryland Baltimore County
khoffman@umbc.edu

MS79

Lamprey Swimming, a Hydrodynamic Approach

We use a robotic lamprey to investigate the wake structure
during anguilliform swimming. 11 servomotors produce a
traveling wave along the lamprey body. The waveform is
based on kinematic studies of living lamprey. PIV mea-
surements show that a 2P structure dominates the wake.
The phase-averaged surface pressure distribution along the
centerline of the robot increases toward the tail, indicat-
ing that thrust is produced mainly at the tail. The phase
relationship between these signals is also examined.

Megan C. Leftwich
Mech. & Aerospace Eng.
George Washington University
mleftwich@gwu.edu

MS79

Strategies for Swimming: Explorations on the Be-
haviour of a Neuro-musculo-mechanical Model of
the Lamprey

Fish swim by generating waves of muscle activation that
pass down the body toward the tail. Such activation pro-
duces traveling waves of lateral curvature, which develop
forward thrust from the surrounding water. Increased
swimming speed is brought about by increasing both the
frequency of the waves and the strength of muscle acti-
vation. We use a combined model of the body in which a
recently developed model for the muscle forces is employed,
and coupled with forces due to the surrounding fluid. We
show that over a range of ratios between the wave speeds
of activation and curvature, the ratio that is observed ex-
perimentally in the lamprey gives rise in the model to the
maximum forward speed. This was true over a wide range
of model parameters.

Tyler McMillan
Department of Mathematics
Californian State University at Fullerton
tmcmillen@fullerton.edu

Thelma Williams
Department of Mechanical and Aerospace Engineering
Princeton University, Princeton, NJ
thelma.louise.williams@gmail.com

MS80

Stationary Co-dimension 1 Structures in the Func-
tionalized Cahn-Hilliard Model

The functionalized Cahn-Hilliard equation appeared re-
cently in the study of polymer-electrolyte membranes. It
generates an intriguing variety of evolving thin structures.
Here, we focus on simple stationary structures and their bi-
furcations: flat plates and spherical/cylindrical shells. The
existence problem corresponds to constructing homoclinic
solutions in a perturbed integrable Hamiltonian system.
The stability is established by a careful analysis of a (pro-
jected) 4th-order operator in which two potential destabi-
lization mechanisms - meandering and pearling - must be

controlled.

Arjen Doelman
Mathematisch Instituut
doelman@math.leidenuniv.nl

Keith Promislow
Michigan State University
kpromisl@math.msu.edu

MS80

Stability of Multi-Bump, Blowup Solutions of the
Ginzburg-Landau Equation with Respect to Non-
Radially Symmetric Perturbations

In this talk we study, the stability of radially symmetric
blowup solutions of the Ginzburg-Landau equation with
respect to radially symmetric and non-radially symmetric
perturbations. Upon writing the Ginzburg-Landau equa-
tion as a small perturbation of the nonlinear Schrödinger
equation, the existence of multi-bump blowup solutions, es-
pecially of ring-like solutions, has already been established.
So far, the stability of these blowup solutions had only
been examined numerically. We use Evans function tech-
niques developed for perturbations of Hamiltonian systems
to study the stability of the ring-type solutions depending
on the parameters in the system.

Vivi Rottschafer
Leiden University
Deparment of Mathematics
vivi@math.leidenuniv.nl

Martin Van Der Schans
Leiden University
martinvanderschans@gmail.com

Arjen Doelman
Mathematisch Instituut
doelman@math.leidenuniv.nl

MS80

Stability of Multiple Solutions in a Convection-
diffusion-reaction PDE

In this talk we will discuss the stability of non-unique
steady-state solutions of a time-dependent convection-
diffusion-reaction PDE. Its stationary version can be recog-
nized as an extended Bratu-model with damping. Depend-
ing on the form of the reaction term, we can identify zero,
one, two, or even infinitely many steady-states. Stability
analysis of the evolutionary PDE shows that only one of
these solutions can be stable.

Paul A. Zegeling
Dept. of Mathematics
Utrecht University
P.A.Zegeling@uu.nl

MS80

Unstable Spots in a FitzHugh-Nagumo System

In this talk, I will look at several destabilizing scenarios
for planar localized structures such as spots and stripes
in a generalized FitzHugh-Nagumo equation. We are es-
pecially interested in the bifurcation of a stationary spot
into a travelling spot. Using formal analysis and the nu-
merical continuation package AUTO-07p, we determine the
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location of this pitchfork bifurcation, its criticality and the
shape and speed of the bifurcating traveling spot. This is
joint work with B. Sandstede.

Peter van Heijster
Department of Mathematics and Statistics
Boston University
petrus.vanheijster@qut.edu.au

Bjorn Sandstede
Brown University
bjorn sandstede@brown.edu

MS81

A Novel Model for Collective Behavior in Groups
of Predators

In this work, we present a novel model of a multi-agent
system inspired by the phenomenon of bat swarming. The
model is unique in the coupling between agents, interaction
modalities, and communication mechanisms. We define an
order parameter based on navigation and foraging success
to explore the emergence of collective behavior.

Yuan Lin
Virginia Polytechnic Institute and State University
yuanlin@vt.edu

Nicole Abaid
VirginiaTech
nabaid@vt.edu

MS81

Evolution of Networks of Multi-agent Systems on
Low-dimensional Manifolds

In this work, we use a nonlinear dimensionality-reduction
technique called Isomap to infer the complexity of a
networked multi-agent system. Using image streams of
interacting-particle models as input to the Isomap algo-
rithm, the dimensionality of the resulting submanifold
is used to determine the degree of alignment between
agents. We further exploit local linearity of the input high-
dimensional manifold to detect phase transitions in collec-
tive motion. Finally, we validate this approach on real
datasets comprising raw videos of zebrafish schools.

Sachit Butail
University of Maryland
Department of Aerospace Engineering
sbutail@poly.edu

Nicole Abaid
Virginia Polytechnic Institute and State University
nicoleabaid@hotmail.com

Erik Bollt
Clarkson University
bolltem@clarkson.edu

Maurizio Porfiri
Dept. of Mechanical, Aerospace and Manufacturing
Engineering
Polytechnic University
mporfiri@poly.edu

MS81

Dynamics of Delocalized Consensus Formation

Many systems in Science and Engineering need to pro-
cess information collectively, with examples ranging from
neural networks, to biological swarms, and decentralized
sensor nets. In this talk I present a series of analytically
tractable network models of decission dynamics that are
used to identify beneficial and detrimental factors in col-
lective decission-making. In particular, I will show that
already very simple models make predictions that can be
verified in experiments with humans and animals.

Thilo Gross
University of Bristol, UK
thilo2gross@gmail.com

MS81

Computation from Adaptive Synchronization

It is generally accepted that the brain transmit and pro-
cess information by means of synchronization. For in-
stance, neural assemblies are known to organize their
dynamics in a balance between synchronization and de-
synchronization, and modifications of such balance have
been associated with a number of neurological illnesses, in-
cluding schizophrenia and Alzheimers disease. Yet, how
to conciliate computation and synchronization, when the
latter can be seen as a destruction of information, is still
an open problem. Here, we present a framework for the
spontaneous emergence of computation from adaptive syn-
chronization of networked dynamical systems. The funda-
mentals are nonlinear elements, interacting in a directed
graph via a coupling that adapts itself to the synchro-
nization level between two input signals. We demonstrate
how these units can emulate different Boolean logics, and
perform any computational task in a Turing sense, each
specific operation being associated with a given network’s
motif.

Massimiliano Zanin
Technical University of Madrid
massimiliano.zanin@ctb.upm.es

MS82

Attractors Near Grazing-sliding Bifurcations

We will present a method of analysis of grazing-sliding
bifurcation scenarios, that may lead to the birth of mul-
tiple attractors from a single attractor in three dimen-
sional Filippov type flows, by appropriate reduction to one-
dimensional discontinuous maps. Three, qualitatively dif-
ferent, scenarios will be presented. A constructed example
of a Filippov type flow, displaying the analysed cases, will
be shown. We will then verify the presence of attractors,
using the model example, numerically.

Piotr Kowalczyk
Dept. Engineering Mathematics
University of Bristol
p.kowalczyk@mmu.ac.uk

Paul Glendinning
the University of Manchester
paul.glendinning@manchester.ac.uk

Arne Nordmark
Department of Mechanics
Royal Institute of Technology
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nordmark@mech.kth.se

MS82

Bifurcation Analysis of an Intermittent Control
Model During Human Quiet Stance: A Possible
Mechanism of Postural Sway

Ground reaction force during human quiet stance is known
to be modulated with the cardiac cycle through hemody-
namics, inducing a tiny periodic disturbance torque to the
ankle joint. Can it be a major source of perturbation induc-
ing postural sway? Here we consider postural sway dynam-
ics of an inverted pendulum with an intermittent control
strategy, and show that, based on a bifurcation analysis,
the model with the hemodynamic perturbation can exhibit
human-like postural sway.

Taishin Nomura, Yasuyuki Suzuki, Tomohisa Yamamoto,
Ken Kiyono
Osaka University, Japan
taishin@bpe.es.osaka-u.ac.jp, suzuki@bpe.es.osaka-u.ac.jp,
yamamoto@bpe.es.osaka-u.ac.jp,
kiyono@bpe.es.osaka-u.ac.jp

Pietro Morasso
Italian Institute of Technology, Italy
pietro.morasso@unige.it

MS82

Dynamics Near Incomplete Chattering

The dynamics of mechanical models with impact is consid-
ered. In particular, the dynamics for trajectories that are
close to the border between complete and incomplete chat-
tering is studied. In the single degree of freedom situation,
a limit mapping is derived as the border is approached, that
apart from scaling only depends on the coefficient of resti-
tution. The multi-degree of freedom case is also discussed.

Arne Nordmark
Department of Mechanics
Royal Institute of Technology
nordmark@mech.kth.se

MS82

Transient Dynamics in Impacting Systems

It is well known that mechanical systems with impacts can
undergo chattering, a large number or even an infinite num-
ber of impacts in finite time. There are successful attempts
at trying to explain the local behaviour of chattering but
global analysis is still somewhat missing. Here we will dis-
cuss the global dynamics of an impact oscillator that can
undergo chattering through analysis of the transient dy-
namics as the position of the impacting surface is varied.

Petri T. Piiroinen
School of Mathematics, Statistics and Applied
Mathematics
National University of Ireland, Galway
petri.piiroinen@nuigalway.ie

Arne Nordmark
Department of Mechanics
Royal Institute of Technology
nordmark@mech.kth.se

David Chillingworth
Mathematics
University of Southampton
d.r.chillingworth@soton.ac.uk

MS83

A Deterministic Perspective on Stochastic Ther-
modynamics: Local Equilibrium and Information
Theory

Stochastic thermodynamics (ST) extends equilibrium ther-
modynamics to treat nonequilibrium processes on much
smaller, so-called mesoscopic scales. Its consistency relies
on local equilibrium (LE). The most prominent results of
ST are nonequilibrium fluctuation relations (cf. Rondoni’s
talk). However, LE is a strong assumption which does not
always apply. This is the case for systems without a clear
separation of scales (cf. Lucarini’s talk) or strongly dissi-
pative systems (cf. Swift’s talk). In my talk, I will present
a deterministic approach to ST and discuss routes towards
a dynamical picture of LE.

Bernhard Altaner
Max-Planck-Insitute for Dynamics and Self-Organization
bernhard.altaner@ds.mpg.de

Jürgen Vollmer
Max Planck Institute for Dynamics and Self-Organization
juergen.vollmer@ds.mpg.de

MS83

Statistical Physics of the Climate System

The investigation of the climate system is one of the grand
challenges of contemporary science. Such a problem is
gaining more and more relevance as exoplanets are being
discovered at an accelerating rate and rather exotic atmo-
spheric circulations are being conjectured, due to the vast
variety of possible astronomical and astrophysical config-
urations. In this contribution we will discuss how non-
equilibrium statistical mechanics allows framing in a rig-
orous and efficient way classical problems of climate sci-
ence such as the understanding of the climatic response
to forcings of general nature and the parametrization of
unresolved processes.

Valerio Lucarini
University of Reading, Reading, UK
valerio.lucarini@zmaw.de

MS83

Gravity-Wave Detectors and Nonequilibrium Sta-
tistical Physics of Very Cold Systems

The detection of gravitational waves requires exceedingly
accurate measurement tools, capable of recording micro-
scopic fluctuations in macroscopic objects. Recently, these
tools have been found to operate in non-equilibrium condi-
tions, thus allowing direct tests of the non-equilibrium fluc-
tuation relations developed in the past two decades. We
will review the relevant well established results, and we
will present novel analysis concerning response and non-
equilibrium temperature relations.

Lamberto Rondoni
Politecnico di Torino, Torino, Italy
lamberto.rondoni@polito.it
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MS83

Phase Coexistence and Surface Tension in Vibrated
Granular Fluids

We describe experiments and simulations carried out to
investigate phase separation in a vibrated, dry granular
system. The dynamics is found to be controlled by cur-
vature driven diffusion, which suggests the presence of an
effective surface tension. We find behaviour consistent with
Laplace’s equation and detailed measurements of the pres-
sure tensor in the interfacial region show that the surface
tension results predominantly from an anisotropy in the
kinetic energy part alone.

Michael Swift
The University of Nottingham, Nottingham, UK
michael.swift@nottingham.ac.uk

MS84

Bayesian Data Assimilation with Optimal Maps

We develop a novel, map-based schemes to sequential data
assimilation, i.e., nonlinear filtering and smoothing. One
scheme involves pushing forward a fixed reference mea-
sure to each filtered state distribution, while an alternative
scheme computes maps that push forward the filtering dis-
tribution from one stage to the other. The main advantage
is that the map approach inherently avoids issues of sample
impoverishment, since it explicitly represents the posterior
as the pushforward of a reference measure, rather than with
a particular set of samples. The computational complexity
of our algorithm is comparable to state-of-the-art parti-
cle filters. We demonstrate the efficiency and accuracy of
the map approach via data assimilation in several canon-
ical dynamical models, e.g., the Lorenz-63 and Lorenz-96
systems.

Tarek El Moselhy
Massachusetts Institute of Technology
tmoselhy@mit.edu

MS84

Estimating Global Electric and Magnetic Fields in
Plasma Experiments and Particle-in-Cell Codes in
the presence of noise for the Purpose of Predicting
Incipient Magnetic Reconnection

Diagnosing magnetic reconnection from experimental data,
from particle-in-cell (PIC) simulations, or from space ob-
servations involves making measurements, which are eas-
ily obtained in PIC data, sparse in experiments and very
sparse in observations. The latter two measurements have
high noise levels and the PIC data has inherent PIC noise.
We have developed methods of estimating the electric and
magnetic fields and associated global structures such as sta-
ble and unstable manifolds to diagnose reconnection and
incipient reconnection.

John M. Finn
Los Alamos National Laboratory
finn@lanl.gov

MS84

Propagating Uncertainty About Gas EOS to Per-
formance Bounds for an Ideal Gun

For any strongly connected directed graph, a particular
set of branching probabilities maximizes the entropy rate
of the resulting Markov process. Calculating those proba-

bilities can yield probability measures for constrained sets
of functions. Curiously, the calculation is equivalent to one
of Shannon’s early Information Theory results. I motivate
the problem by the challenge of characterizing uncertainty
about the performance of a gas driven gun and compare
that to the application Shannon addressed.

Andrew M. Fraser
Los Alamos National Laboratory
andy@fraserphysics.com

MS84

Coarse-graining Emergent Behavior from Complex
Models

Mathematical models are often extremely complex and in-
volve many unknown parameters; however, the collective
behavior of the system is often surprisingly comprehensi-
ble. We consider the manifold of all possible predictions
in data space and find that it is typically bounded with
a hierarchy of widths. Long directions describe emergent
behavior while narrow directions correspond to irrelevant
details. Approximating the model manifold by its bound-
ary coarse-grains away the microscopic details producing
models of emergent behavior.

Mark K. Transtrum
Cornell University
mkt26@cornell.edu

MS85

Surfactant-induced Gradients in
the Three-dimensional Belousov-Zhabotinsky Re-
action

Experimentally, scroll wave dynamics is often studied by
optical tomography in the Belousov-Zhabotinsky reaction,
which produces CO2 as an undesired product. Addition of
small concentrations of a surfactant to the reaction medium
suppresses or retards bubble formation. We show that in
closed reactors even these low concentrations of surfactants
are sufficient to generate vertical gradients of excitability.
In reactors open to the atmosphere such gradients can be
avoided. The gradients induce a twist on vertically ori-
ented scroll waves, while a twist is absent in scroll waves
in a gradient-free medium. These findings are reproduced
by a numerical study, using an extended Oregonator that
accounts for CO2 production and for its advection against
the direction of gravity.

Markus Bär
Physikalisch-Technische Bundesanstalt
Fachbereich Mathematische Modellierung und
Datenanalyse
Markus.Baer@ptb.de
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MS85

Geometrically Constrained Wave Propagation in
Excitable Media

It is well-known that domain size may strongly influ-
ence dynamics and stability of travelling excitation waves.
I report on theoretical and experimental results about
scroll ring evolution constrained to thin layers with no-
flux conditions imposed at the boundaries. Results include
boundary-induced suppression of negative line-tension in-
stability accompanied by formation of stable autonomous
pacemakers. Experiments were performed in thin trans-
parent layers of the Belousov-Zhabotinsky reaction.

Harald Engel
Institut für Theoretische Physik, Technische Universität
Ber
10623 Berlin, Germany
h.engel@physik.tu-berlin.de

MS85

Twists of Opposite Handedness on a Scroll Wave

The interaction of a gradient of excitability and a scroll
wave of the Belousov-Zhabotinsky reaction oriented (al-
most) perpendicular to the vertical gradient is studied. Fil-
aments with a component parallel to the gradient twist,
whereas scrolls with U-shaped filaments develop twists
from both ends of the filaments. These filaments display a
pair of twists of opposite handedness, which are separated
by a nodal plane where the filament remained untwisted.
The experimental findings were reproduced by numerical
simulations.

Marcus Hauser
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Otto-von-Guericke-Universit
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MS86

Stability Analysis of Flock Rings for 2nd Order
Models in Swarming

In this work we consider second order models in swarm-
ing in which individuals interact pairwise with a power-law
repulsive-attractive potentials. We study the stability for
flock ring solutions and we show how the stability of these
solutions is related to the stability of a first order model. In
unstable situations it is also possible to observe formation
of clusters and fat rings.

Daniel Balague
Departament de Matemàtiques

Universitat Autnoma de Barcelona
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Giacomo Albi
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University of California, Los Angeles
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MS86

Instability and Bifurcation in a Trend Depending
Price Formation Model

A model for the formation of prices proposed by Lasry-
Lions presents the evolution of such prices as a motion of a
free boundary in a nonlinear parabolic problem. Its anal-
ysis has received a lot of attention: the dynamics show a
smooth evolution into a stable time-independent price. In-
spired by the older work by Guidotti-Merino on the appear-
ance of stable oscillations in a thermal control problem, we
modify the model in order to produce a Hopf bifurcation
and existence of stable periodic solutions.

Maria Del Mar Gonzalez
Universitat Politecnica de Catalunya
mar.gonzalez@upc.edu

Maria Gualdani
The University of Texas at Austin
gualdani@gwu.edu
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Universitat Politecnicade Catalunya
jc.sola-morales@upc.edu

MS86

Computing Stationary States of Kinetic Swarming
Models

We consider a second-order self-propelled interacting par-
ticle system, which has been frequently used to model com-
plex behavior of swarms such as fish schools or birds flocks.
We present recent advances in the explicit computation of
particular solutions of the associated kinetic equation, such
as flocks and rotating mills. For so-called Quasi-Morse po-
tentials, such density profiles can be expressed in terms of
a linear combination of special functions (in 2D and 3D).

Stephan Martin
Department of Mathematics
Imperial College, London
stephan.martin@imperial.ac.uk

MS86

Smoothing Transformations and Wealth Distribu-
tions

We discuss Kac-like kinetic equations modeling wealth dis-
tribution in simplified economies. Our models are derived
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from ”microscopic” descriptions, in which wealth is ex-
changed between agents in binary trades. Unlike the ki-
netic energy in the original Kac equation, wealth is con-
served only in the statistical mean. Extending McKean’s
probabilistic approach, we identify the Pareto-Index of the
stationary state and the rate of convergence to equilibrium
in terms of the model parameters.

Daniel Matthes
Department of Mathematics
Technische Universitaet Muenchen
matthes@ma.tum.de

Federico Bassetti
Universita di Pavia
Dipartimento di Matematica
federico.bassetti@unipv.it

MS87

Modeling the Host Response to Inhalation Anthrax

Bacillus anthracis, the causative agent of anthrax, can ex-
ist in the form of highly robust spores, thus making it a
potential bio-terror threat. Once inhaled, the spores can
germinate into vegetative bacteria capable of quick repli-
cation, leading to progressive disease and death. This pre-
sentation discusses ongoing work on the development of
mathematical models that explore the host response to in-
halation anthrax and provide insight into the mechanisms
that drive the risk of disease.

Judy Day
University of Tennessee
judyday@utk.edu

MS87

Innate Immune Response in Healthy and Immuno-
compromised Host

The innate immune response to bacterial infection in a tis-
sue compartment is modeled using an axiomatic approach,
resulting in a three dimensional ODE system that describes
the dynamics of bacteria, neutrophils and G-CSF (the neu-
trophils growth factor) in the site of infection. The mod-
eling provide insights into the importance of killing mech-
anisms other then the neutrophils. Moreover, we suggest
an interplay between the concentrations of macrophages in
the tissue and neutrophil concentration in the blood.

Roy Malka
The Weizmann Institute
Applied Math & Computer Sci
Roy Malka@hms.harvard.edu

MS87

Systems Biology of the Pulmonary Infection Pro-
cess in Humans

We have developed the capability to non-invasively ac-
quire aerosolized droplets of alveolar lining fluid (AALF)
from the human lung. The droplets can contain pathogens
and pathogen secreted ligands. The droplets also contain
biomolecules from the host airway. Using AALF time series
we have begun to investigated two avenues. Our primary
interest is to predict which patients will progress to develop
pneumonia in the 72 hours prior to the manifestation of
clinical symptoms. Our secondary interest is to develop a
sound analytic framework from which we can regress early

treatment gains.

Erik M. Boczko
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MS88

Clock-Driven Intermittent Controller and Model
Based Predicitve Controller for Human Balancing
Models

Stabilizability of unstable equilibria in the presence of re-
flex delay is investigated, such as stick balancing at the fin-
gertip or postural sway during quiet standing. Two types of
control concepts are investigated with respect to the critical
reflex delay, for which stable balancing is possible: (1) the
act-and-wait controller is a special version of clock-driven
intermittent controllers; (2) the finite spectrum assignment
approach is a kind of model based predictive feedback con-
troller.

Tamas Insperger
Budapest University of Technology and Economics
Department of Applied Mechanics
insperger@mm.bme.hu

John Milton
Claremont College
jmilton@jsd.claremont.edu

MS88

Intermittent Open Loop Control in Humans: Can
the Hypothesis be Tested?

Intermittent open loop control, otherwise known as serial
ballistic control, has been proposed repeatedly during the
last 60 years as a paradigm for human motor control. In
the absence of rigorous, model based investigation and key
experimental tests, this question has remained open. Here
we present recent model based experimental results sup-
porting the case that sustained human control is serial bal-
listic in nature and we consider explanations of why serial
ballistic control is relevant.
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Manchester Metropolitan University
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Manchester Metropolitan University, UK
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MS88

Evidence for Continuous Versus Intermittent Con-
trol Mechanisms Contributing to Control of Hu-
man Upright Stance

Controversy exists regarding whether human balance con-
trol is regulated using a continuous feedback mecha-
nism versus intermittent control mechanism. Several re-
cent studies present experimental results that purport to
demonstrate the contribution of intermittent control. We
show that all these experimental results are in good agree-
ment with a simple continuous feedback model that has
been used before to describe spontaneous sway properties
of healthy young and elderly subjects as well as responses
to various external perturbations.

Robert Peterka
Oregon Health & Science University
peterkar@ohsu.edu
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Department of Neurology
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MS88

An Intermittent Control of a Double Inverted Pen-
dulum: Roles of Hip Motions Examined with Hu-
man Postural Sway

Human upright quiet standing is stabilized by neural feed-
back control with a relatively large transfer delay. To bet-
ter understand the neural strategy for stabilization, we con-
sidered dynamics of a double inverted pendulum model
with an intermittent feedback controller. In-phase and
anti-phase coordination between hip and ankle joints in
the model was compared with those in human. We then
discuss roles played by hip joint motion during human quiet
stance.

Yasuyuki Suzuki, Taishin Nomura
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RBCS Department
pietro.morasso@iit.it

MS89

Modeling Stochastic Neural Dynamics: Ap-
proaches and Mathematical Issues

This talk will provide an overview of several approaches to
studying stochastic dynamics of neuronal networks, high-
lighting and comparing approaches that will appear in
other talks of the minisymposium while placing these in
a broader context. Issues discussed will include choices of
random graph models, when a random graph is unneces-
sary or inappropriate, and models for stochastic processes

on the nodes. A particular focus will be on mathematical
approaches to analyzing the network dynamics.

Janet Best
The Ohio State University
Department of Mathematics
jbest@math.ohio-state.edu

MS89

Interaction of Biochemical and Neural Networks in
the Brain

The standard electrophysiological perspective is that the
brain consists of networks of neurons that influence each
other through the biochemistry of neurotransmitter syn-
thesis, release, and reuptake, viewing biochemistry as sim-
ply a means of neuron-to-neuron communication. How-
ever, many groups of neurons distantly release diffusing
neurotransmitters that alter target biochemistry: the elec-
trophysiology is the means by which the neurons project
biochemical changes over long distances. The dynamics of
interacting biochemical and electrophysiological networks
provide interesting mathematical challenges.

Michael Reed
Duke University
reed@math.duke.edu

Janet Best
The Ohio State University
Department of Mathematics
jbest@math.ohio-state.edu

H Frederik Nijhout
Duke University
hfn@duke.edu

MS89

Optimal Reduction of Complexity for Ornstein-
Uhlenbeck Processes on Random Graphs

Extending Schmandt and Galan’s stochastic shielding ap-
proximation, we consider the optimal complexity reducing
mapping from a stochastic process on a graph to an approx-
imate process on a smaller sample space, as determined by
the choice of a particular measurement functional on the
graph. We quantify the error introduced by the approxima-
tion and provide an analytical justification for the method.
We focus on the case of ion channel state partitioning into
conducting versus nonconducting states.

Deena Schmidt
Case
dschmidt@case.edu

MS89

Jigsaw Percolation: Which Networks Can Solve a
Puzzle?

Jigsaw percolation is a process with the following dy-
namics: groups of individuals merge if they are directly
connected on an underlying social network, and if they
have complementary information, i.e. compatible “puz-
zle pieces’ which are connected via an auxiliary network.
We analyze the probability of a total population merger,
where a puzzle network is given and the social network is an
Erdos-Renyi random network with given edge probability
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David Sivakoff
Mathematics Department
Duke University
djsivy@math.duke.edu

MS90

Subdiffusive Fractional Equations with Space-
dependent Anomalous Exponents

We show that subdiffusive fractional equations are not
structurally stable with respect to spatial perturbations to
the anomalous exponent. To rectify this problem we pro-
pose the inclusion of the random death process into the
random walk scheme from which we arrive at the modi-
fied fractional master equation. We analyze the asymp-
totic behavior of this equation, both analytically and by
Monte Carlo simulation, and apply it to the problem of
morphogen gradient formation.

Sergei Fedotov
School of Mathematics
University of Manchester, UK
Sergei.Fedotov@manchester.ac.uk

MS90

Propagation of Fronts in Subdiffusive Media

We consider two kinds of fronts in systems with subdiffu-
sion, reaction fronts and fronts of phase transitions. For the
analysis of reaction fronts, we use exactly solvable models
with piecewise linear reaction functions. For fronts be-
tween stable states, a drastic difference from the case of
normal diffusion is revealed. Exact solutions correspond-
ing to propagating phase transition fronts are also found,
and their transverse instability is investigated.

Alexander Nepomnyashchy
Technion
Israel Institute of Technology
nepom@math.technion.ac.il

Vladimir A. Volpert
Northwestern University
v-volpert@northwestern.edu

Yulia Kanevsky, Mohammad Abu Hamed
Technion - Israel Institute of Technology
yuliyakanevsky@gmail.com,
mohammad@techunix.technion.ac.il

MS90

Models and Tests for Anomalous Diffusion in
Crowded Environment

Many experiments on the motion of particles in crowded
environments hint towards anomalous diffusion, mostly
subdiffusion. The nature of this subdiffusion can be quite
diverse, and therefore needs for description within theoret-
ical models based on different physical assumptions. The
difference between time-inhomogeneous, non-ergodic mod-
els and ergodic ones is deeply rooted in the thermodynam-
ics of the corresponding processes, and it can be done either
by running a test for ergodicity or a one for time homogene-
ity. The distinction within the ergodic class can be based
on specific tests of homogeneity of filling of the space by
the corresponding trajectory and will be discussed in some

detail based on analytical and numerical examples.

Igor Sokolov
Institut fuer Physik
Humboldt-Universitaet zu Berlin
sokolov@physik.hu-berlin.de

MS90

Weakly Nonlinear Analysis of the Superdiffusive
Brusselator Model near a Codimension-two Turing-
Hopf Bifurcation Point

A weakly nonlinear analysis is performed near a
codimension-two Turing-Hopf point of the superdiffusive
Brusselator model in one spatial dimension. Two coupled
amplitude equations describing the slow time evolution of
Turing and Hopf modes are derived. The dependence of
stability criteria of pure Turing, pure Hopf, and mixed
mode solutions to long-wave perturbations on the anoma-
lous diffusion exponents is discussed and compared to reg-
ular diffusion.

Justin Tzou
Israel Institute of Technology, Haifa, Israel
tzou.justin@gmail.com

MS91

Nonautonomous Control of Invariant Manifolds

It is well-known that the temporal evolution of stable and
unstable manifolds play a significant role in transport in
nonautonomous dynamical systems. As a first step towards
understanding how to control such manifolds, this talk
addresses the control problem of determining the nonau-
tonomous velocity perturbation in two dimensions required
to ensure that a one-dimensional heteroclinic manifold
splits into stable and unstable manifolds whose primary
segments lie along specified time-varying curves in space.

Sanjeeva Balasuriya
Connecticut College
Department of Mathematics
sanjeeva.balasuriya@conncoll.edu

Kathrin Padberg-Gehle
Institute of Scientific Computing
TU Dresden
kathrin.padberg@tu-dresden.de

MS91

A Stable Principle Manifold of a Separable Attrac-
tor of the Nonautonomous Chaotic Beam System

An elastic beam subject to moving contact loads models
external forcing of fluids in internal ship tanks. The mod-
eling PDE has chaotic solutions with an attractor with a
decomposable form that identifies dimensionality reduction
that encapsulates a Cartesian product, of a principle man-
ifold corresponding to spatial regularity against a tempo-
ral low-dimensional chaotic attractor at a fixed site on the
beam. The principle manifold serves to translate complex
low-dimensional information at one site to other sites.

Erik Bollt, Joseph Skufca
Clarkson University
bolltem@clarkson.edu, jskufca@clarkson.edu
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MS91

Finite-Size Lyapunov Exponents (FSLE) and La-
grangian Coherent Structures

Finite-Size Lyapunov Exponents (FSLE) have proven to
be effective indicators of hyperbolic Lagrangian Coherent
Structures (LCS) in dynamical systems. However, comput-
ing FSLE involves integration of different trajectories over
different time intervals, thus an exact mathematical con-
nection between FSLE and LCS has been unknown. Here
we establish such a connection, which turns FSLE from a
heuristic indicator into a rigorous LCS detection tool un-
der certain conditions. We illustrate our results on simple
unsteady flow examples.

Daniel Karrasch
ETH Zurich, Switzerland
karrasch@imes.mavt.ethz.ch

George Haller
ETH, Zurich, Switzerland
georgehaller@ethz.ch

MS91

Invariant Manifolds in Non-autonomous Equations

Economic models often lead to deep mathematical prob-
lems. For example, classical solutions of economic growth
models induce implicit, non-autonomous differential equa-
tions, that are supplemented by transversality conditions.
From a certain perspective, it is possible to relate the solu-
tions of these equations to the existence of stable manifolds.
Time dependence arises whenever models include discount
factors. We explore the existence of invariant manifolds in
this context and its relation to non-autonomous Hamilton-
Jacobi problems.

Hector E. Lomeli
Instituto Tecnológico Autónomo De México (ITAM)
University of Texas at Austin
lomeli@itam.mx

MS92

Plankton Bloom Front Meets Chain of Vortices in
a Flow

Plankton blooms, particularly harmful algal blooms, can
be described by excitable systems. We study the impact of
a laminar one-dimensional flow as well as chain of vortices
on diffusion fronts which develop from a phytoplankton-
zooplankton system. We discuss the emergence of different
plankton patterns depending on the different growth rates
of the species, the relation between the front velocity, the
mean flow velocity and the strength of the vortices.

Ulrike Feudel
University of Oldenburg
ICBM, Theoretical Physics/Complex Systems
ulrike.feudel@uni-oldenburg.de

MS92

A Chemical Front in the Faraday Flow

We investigate the transport in a turbulent quasi twodi-
mensional laboratory flow induced by capillary Faraday
waves on a thin fluid layer. In experiments with an ex-
citable autocatalytic chemical reaction in this flow, prop-
agating chemical waves with a highly wrinkled front have

been observed. These observations demand for a detailed
study of the underlying advective transport. We first char-
acterize the vortex patterns in the flow in the Eulerian
frame and relate them to the geometric pattern of the Fara-
day waves. In a second part, we compute Lagrangian co-
herent structures (LCS) that determine the spatiotemporal
mixing patterns. Simultaneous experimental measurement
of the velocity fields and the chemical concentration allow
for a superposition of the LCS onto the concentration field.
This reveals that the LCS shape the advancing reaction
fronts.

Alexandra Von Kameke
Facultad de Fisicas
Univ. de Santiago de Compostela
alexandravonkameke@yahoo.de

Florian Huhn
Institute for Mechanical Systems
ETH Zurich
florian.huhn@imes.mavt.ethz.ch

Vicente Perez-Munuzuri, Alberto P. Munuzuri
Faculty of Physics
University of Santiago de Compostela, Spain
vicente.perez@meteogalicia.es,
alberto.perez.munuzuri@usc.es

George Haller
ETH, Zurich, Switzerland
georgehaller@ethz.ch

MS92

Pinning and Invariant Barriers in Advection-
reaction-diffusion Systems

Invariant manifolds are important barriers to passive trac-
ers in 2D time-independent and time-periodic flows. Al-
though these manifolds are no longer defined for time-
aperiodic flows, the past decade of research has demon-
strated the significance of finite-time-lyapunov-exponents
(FTLE) and lagrangian coherent structures (LCS). Re-
cently barriers to front-propagation in (time-independent
and time-periodic) fluid flows have been identified - so
called burning invariant manifolds (BIMs). We define an
analog of the FTLE for front-propagation in time-aperiodic
flows using a dimension reduction. This type of analysis
may find application in the analysis of oceanic plankton
blooms, turbulent combustion, and industrial chemistry.

John R. Mahoney
University of California, Merced
jmahoney3@ucmerced.edu

MS92

Experimental Studies of Barriers to Front Propa-
gation in Vortex-dominated Flows

We present experiments on the behavior of propagating re-
action fronts in laminar fluid flows. This is an issue with
applications to a wide range of systems including combus-
tion dynamics in flows with chaotic advection, microfluidic
chemical reactors, and blooms of phytoplankton and algae
in the oceans. To analyze and predict the behavior of the
fronts, we generalize tools developed to describe passive
mixing. In particular, the concept of an invariant mani-
fold is expanded to account for reactive burning. ”Burn-
ing invariant manifolds” (BIMs) are defined in a three-
dimensional phase space. When projected into two spa-
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tial dimensions, these BIMs provide barriers that retard
the motion of reaction fronts. Unlike invariant manifolds
for passive transport, however, the BIMs are barriers for
front propagation in one direction only. These ideas are
tested and illustrated experimentally in a chain of alter-
nating vortices and an extended, spatially-random pattern
of vortices.

Thomas H. Solomon
Department of Physics & Astronomy
Bucknell University
tsolomon@bucknell.edu

MS93

Transport and Flow in Complex Networks: Cas-
cading Overload Failures in Networks with Dis-
tributed Flows

In complex information or infrastructure networks, even
small localized disruptions can give rise to congestion,
large-scale correlated failures, or cascades, – a critical vul-
nerability of these systems. Here, we study cascades of
overload failures for distributed flows in spatial and non-
spatial random graphs, and in empirical networks (inter-
net and power grid). We review and investigate a few re-
cently proposed schemes to mitigate such failures (e.g., pre-
emptive node/edge removal, edge weighting, and assigning
excess capacities).

Gyorgy Korniss
Department of Physics, RPI
korniss@rpi.edu

Andrea Asztalos, Sameet Sreenivasan, Boleslaw
Szymanski
RPI
asztaa@rpi.edu, sameet.sreenivasan@gmail.com,
boleslaw.szymanski@gmail.com

MS93

Walking and Searching in Time-Varying Networks

We study random walks in time varying networks consider-
ing the regime of time-scale mixing. We derive analytically
the stationary state and the mean first passage time of such
processes. The findings show striking differences with re-
spect to the well-known results obtained in quenched and
annealed networks, emphasizing the effects of dynamical
connectivity patterns in the definition of proper strategies
for search, retrieval and diffusion processes in time-varying
networks.

Nicola Perra
Northeastern University
Department of Physics
nicolaperra@gmail.com

MS93

Predicting Traffic Changes in the Wake of Geo-
Localized Damages in Large-Scale Transportation
Networks

Traffic flows obey a path-cost minimization principle, gen-
erating a heterogeneous use of network paths. Validated
on a US highway transportation data-set we present a
novel method for computing network flows using the ra-
diation law [F. Simini et.al., Nature 484, 96 (2012)] and
a range-limited, weighted betweenness centrality measure

[M. Ercsey-Ravasz et.al. PhysRevE 85, 066103 (2012)].
We then use this method to quantify the non-local effects
of geo-localized damages in the US highway transportation
network.

Yihui Ren
Department of Physics and iCeNSA
University of Notre Dame
yren2@nd.edu

Maria Ercsey-Ravasz
Faculty of Physics
Babes-Bolyai University, Romania
ercsey.ravasz@phys.ubbcluj.ro

Zoltan Toroczkai
University of Notre-Dame
toro@nd.edu

MS93

Power Grid Vulnerability to Geographically Corre-
lated Failures

We consider line outages in the power grid, which are
caused by a natural disaster or a large-scale attack. We
present a model of such geographically correlated failures,
investigate its properties, and show that it differs from
models used to analyze cascades in the power grid. We
show how to identify the most vulnerable locations in the
grid and perform extensive numerical experiments with
grid data to investigate the various effects of geographi-
cally correlated outages.

Gil Zussman
Columbia University
Department of Electrical Engineering
gil@ee.columbia.edu

MS94

Population Dynamics and Preferential Segregation

It is well-know that particles segregate in turbulent flows.
If, however particles of different Stokes number react with
each other, segregation of particles into different spatial re-
gions may have a dramatic effect on population dynamics.
We present first results on this topic by qualitative analysis
and simple 2D numerical modeling.

Markus Abel
University of Potsdam
markus.abel@physik.uni-potsdam.de

MS94

Interaction of Droplets and Turbulence in
Rayleigh-Benard Convection

Responses of a droplet ensemble during an entrainment and
mixing process at the edge of a cloud are investigated by
means of three-dimensional direct numerical simulations.
We combine the Eulerian description of the turbulent ve-
locity, temperature and vapor content fields with a La-
grangian ensemble of cloud water droplets which are ad-
vected in the flow and shrink or grow in correspondence
with the supersaturation at their position.

Bipin Kumar
Technische Universitat Ilmenau
bipin.kumar@tu-ilmenau.de
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Raymond Shaw
MichiganTech
rashaw@mtu.edu

Joerg Schumacher
Technische Universitat Ilmenau
joerg.schumacher@tu-ilmenau.de

MS94

Revisiting the Scaling Analysis of Irreversible Ag-
gregation Dynamics

The analysis of the size distribution of droplets condensing
on a substrate is a test ground for scaling theories. Sur-
prisingly, a faithful description of its evolution must ex-
plicitly address microscopic nucleation and growth mecha-
nisms of the droplets. In view of this we discuss here, how
this breaking of universality relates to other systems with
vastly polydisperse droplet size distributions, as they will
be discussed in subsequent talks.

Jürgen Vollmer
Max Planck Institute for Dynamics and Self-Organization
juergen.vollmer@ds.mpg.de

MS94

Understanding Rainfall: Collisional Versus Non-
collisional Mechanisms for Droplet Growth

I shall discuss the possible mechanisms for the growth of
microscopic water droplets in clouds into rain drops. Col-
lisional mechanisms are not effective in a critical range of
droplet sizes. Two non-collisional routes for droplet growth
will be considered: these are Ostwald ripening, and a new
theory for growth due to fluctuations in supersaturation
termed ’convective ripening’. Both mechanisms can be
illuminated by experiments. I shall discuss experiments
by Juergen Vollmer and co-workers on a ’test-tube’ model
for rainfall in a convectively stable atmosphere, which are
nicely explained by invoking Ostwald ripening.

Michael Wilkinson
Dept. of Applied Math.
The Open University, Milton Keynes - UK
m.wilkinson@open.ac.uk

MS95

Bifurcation Phenomena in a 2D Discontinuous Map

The physical situations that give rise to discontinuous maps
are discussed and their 2D normal forms are explored. The
character of the normal form depends on the derivatives of
the map functions with respect to the parameters. Earlier
work explored the bifurcations in this system under some
assumptions. Here we report some results on the most
general case of 2D discontinuous map.

Soumitro Banerjee
Indian Institute of Science education & Research,
Kolkata, India
soumitro.banerjee@gmail.com

MS95

Multistability and Arithmetically Period-adding
Bifurcations in Piecewise Smooth Dynamical Sys-
tems

Multistability, as characterized by the coexistence of multi-

ple attractors, is common in nonlinear dynamical systems.
In such a case, starting the system from a different ini-
tial condition can result in a completely different final or
asymptotic state. The behavior thus has implications to
fundamental issues such as repeatability in experimental
science. Existing works on multistability in nonlinear dy-
namics focus mostly on smooth systems. A typical sce-
nario for multistability to arise is when a Hamiltonian sys-
tem becomes weakly dissipative so that a large number of
KolmogorovArnoldMoser (KAM) islands become sinks, or
stable periodic attractors. There has also been an interest
in nonsmooth dynamical systems. For example, piecewise
smooth systems have been known to arise commonly in
physical and engineering contexts such as impact oscilla-
tors and switching circuits. Previous works have shown
that nonsmooth dynamical systems can exhibit bifurca-
tions that have no counterparts in smooth systems. The
aim of this paper is to explore general phenomena associ-
ated with multistability in nonsmooth dynamical systems.
We shall use a generic class of piecewise smooth maps that
are representative of nonsmooth dynamical systems. By
focusing on the weakly dissipative regime near the Hamil-
tonian limit, we find that multistability can arise as a re-
sult of various saddle-node bifurcations. A striking phe-
nomenon is that, as a parameter characterizing the amount
of the dissipation is decreased, the periods of the stable
periodic attractors created at the sequence of saddle-node
bifurcations follow an arithmetic order. We call such bifur-
cations arithmetically period-adding bifurcations. We pro-
vide physical analyses, numerical computations, and math-
ematical proofs to establish the occurrence of these bifurca-
tions. Our work reveals that multistability can be common
in nonsmooth dynamical systems, and its characteristics
can be quite different from those in smooth dynamical sys-
tems.

Younghae Do
Kyungpook National University
yhdo@knu.ac.kr

MS95

Codimension Two Border Collision Bifurcations in
Piecewise Monotone Discontinuous Maps

We consider the bifurcation structures which originate from
the intersection point of two border collision bifurcation
curves. The classification of possible structures can be done
by using the first return map in a suitable interval around
the discontinuity point. This first return map is continuous
at the codimension-2 point and the possible bifurcation
structures depend on the shape of its branches (increasing
or decreasing). Additionally, the connection to the Lorenz-
like flows is emphasized.

Laura Gardini
University of Urbino
Department of Economics, Society and Politics
laura.gardini@uniurb.it

MS95

Bifurcation Structure in a Piecewise Smooth Map
with Two Kink Points

We consider a family of one-dimensional piecewise smooth
maps with two kink points. The map comes from an eco-
nomic application. The bifurcation structure of the param-
eter space is studied. Using the skew tent map as a normal
form for border collision bifurcations (BCB) we define the
types of attractors which appear due the BCB of the fixed
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point. Peculiarities of the bifurcation structure related to
the horizontal branch of the map are described.

Iryna Sushko
National Academy of Sciences of Ukraine, Kiev, Ukraine
ira sushko@hotmail.com

MS96

Marine Bioinvasion in the Network of Global Ship-
ping Connections

Transportation networks play a crucial role for the spread
of invasive species. Here, we combine the network of world-
wide cargo ship movements with environmental conditions
and biogeography, to develop a model for marine bioinva-
sion. We classify marine ecoregions according to their to-
tal invasion risk and the diversity of their invasion sources.
Our predictions agree with observations in the field and
reveal that invasion risks are highest for intermediate geo-
graphic distances. Our findings suggest that network-based
invasion models facilitate the development of targeted mit-
igation strategies.

Bernd Blasius
ICBM, University of Oldenburg
blasius@icbm.de

MS96

Successful Strategies for Competing Networks

We investigate competition between networks and how to
design optimal strategies for the connection between them.
Specifically, we consider two networks interacting through
connector links and competing for centrality. We show how
each network can improve the outcome of this competitive
interaction by carefully selecting the type of connector links
or reorganizing its internal structure. We also introduce a
competition parameter, which quantifies which network is
taking advantage of the other in real situations.

Javier Buldu
Universidad Politécnica de Madrid, Spain &
Universidad Rey Juan Carlos, Madrid, Spain
javier.buldu@urjc.es

Jacobo Aguirre
Centro de Astrobiologa, CSIC-INTA, Spain
aguirreaj@cab.inta-csic.es

David Papo
Universidad Politécnica de Madrid, Spain
papodav@gmail.com

MS96

Extreme Vulnerability of Network of Networks

Network science focused on studying a single isolated net-
work that does not interact with other networks. In reality,
many real-networks interact and depend on each other. I
will present an analytical framework for the cascading fail-
ures, critical threshold and the giant component of a net-
work of networks. Such systems have many novel features
that are not present in classical network theory. More-
over, interdependent networks embedded in space are sig-
nificantly more vulnerable compared to random networks.

Shlomo Havlin
Bar-Ilan University

havlin@ophir.ph.biu.ac.il

MS96

Network of Networks and the Climate System

We introduce a novel graph-theoretical framework for
studying the interaction between subnetworks within a net-
work of networks which allows us to quantify the structural
role of single vertices or whole subnetworks concerning the
interaction of subnetworks on local, mesoscopic and global
scales. Applying this to climate data uncovers interest-
ing features of the atmospheres vertical stratification, to
identify interrelations of Indian and East Asian Summer
Monsoon or to detect paleo-climatic variability transitions
related to human evolution.

Juergen Kurths
Humboldt Univ,Germany, Potsdam Institute for Climate
Impact
Research, Germany, and Aberdeen University, UK
juergen.kurths@pik-potsdam.de

Jonathan Donges, Reik Donner, Norbert Marwan, Kira
Rehfeld
Potsdam Institute for Climate Impact Research
donges@pik-potsdam.de, redonner@pik-potsdam.de,
marwan@pik-potsdam.de, rehfeld@pik-potsdam.de

MS96

Synchronization in Populations of Chemical Os-
cillators: Quorum Sensing, Phase Clusters and
Chimeras

We have studied large, heterogeneous populations of dis-
crete chemical oscillators ( 100,000) to characterize two
different types of density-dependent transitions to synchro-
nized oscillatory behavior. For different chemical exchange
rates between the oscillators and the surrounding solution,
we find with increasing oscillator number density (1) the
gradual Kuramoto synchronization or (2) the sudden quo-
rum sensing switching on. We also describe the formation
of phase clusters and chimera states and their relation to
other synchronization states. M. R. Tinsley, S. Nkomo,
and K. Showalter, Nature Physics 8, 662 (2012).

Kenneth Showalter
West Virginia University
Department of Chemistry
kshowalt@wvu.edu

MS97

Modeling the Response of Coastal Ecosystems to
Nutrient Loading, Climate Change, and Shellfish
Aquaculture

Aquatic simulation models have emerged in recent decades
as critical tools for the heuristic study of ecosystem struc-
ture and function. These models are also increasingly be-
ing used to inform management decisions on a variety of
issues, particularly the effects of nitrogen abatement on
the cultural eutrophication of estuaries. These two goals
(research and management) often present contrasting re-
quirements for model resolution, parameterization, and ac-
curacy. The trend in both areas has been towards increas-
ingly complex and highly resolved models. Limitations of
these models, however, include their long run times, exten-
sive time and resources required for model development,
lack of user-friendliness, and large number of state vari-
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ables and parameters which can be difficult to constrain,
especially in systems without adequate data for verification
of both state concentrations and rate processes. A grow-
ing body of literature is calling for development of sim-
ple and intermediate-complexity models as alternatives to
these complex approaches, and new approaches are being
developed for use in parallel with more complex models in a
move towards ensemble predictions much like weather and
hurricane forecasts. I will present results from a variety of
simple and intermediate-complexity modeling approaches
in U.S. East coast estuaries with a focus on predicting sys-
tem response to changes in anthropogenic nutrient load-
ing, ongoing climate change, expansion of shellfish aqua-
culture, and shellfish restoration. In addition to generat-
ing heuristic understanding, these models are being used
to develop management recommendations and restoration
alternatives, and are being deployed online for direct use
by managers, educators, and other stakeholders.

Mark Brush
Virginia Institute of Marine Science
brush@vims.edu

MS97

Size- and Stage-structured Population Model to
Assess the Growth-mediated Effect of Environmen-
tal Conditions on Population Dynamics

Population abundance fluctuates over time. The fluctua-
tion is caused by changes in survival and/or reproductive
rates (vital rates). Determining how vital rates fluctuate
and how they in turn affect population abundance is one of
the main objectives of population biology. One of my cur-
rent research focuses on investigating the effects of environ-
mental conditions on population dynamics of white shrimp
in the Gulf of Mexico. Previous studies have demonstrated
that environmental conditions in an estuary affect individ-
ual growth of post-larval and marsh-stage juvenile shrimp.
From a field experimental study, age-size relationship was
determined. In addition, shrimps were sampled in situ to
determine their size distribution. From these two data sets,
size-specific instantaneous mortality of young shrimp was
estimated. Then, a size- and stage-structured population
model was used to assess the effects of variable individual
growth rates on annual population growth rate. The result
shows that the finite annual population growth rate can
range from 0.4 to 1.1 based on the observed range of indi-
vidual growth rate. Finally, the implication of the result
on transient and asymptotic yield is discussed.

Masami Fujiwara
Texas A&M University
fujiwara@tamu.edu

MS97

Nonlinear Effects in Size-structured Models of Zoo-
plankton Communities

There exist many challenges, both biological and mod-
eling, inherent in marine ecosystems. The talks in this
mini-symposium cover a wide-range of topics, from shell-
fish to phytoplankton. This introductory talk will intro-
duce the topics that will be covered throughout this mini-
symposium and some of the common modeling strategies
that will be employed. Many of the overarching questions
will be discussed, such as the effect of nutrient availability
and climate change on population dynamics. The final part
of the talk will explore some of these themes in a specific

size-structured model of zooplankton communities.

M. Drew LaMar
College of William and Mary
mdlama@wm.edu

MS97

The Response of a Size-structured Plankton Com-
munity to Environmental Variability

The influence of fluctuating environmental conditions on
plankton community structure is investigated in an ideal-
ized model for size-dependent phytoplankton-zooplankton
interactions. When the model is forced with periodic nu-
trient pulses, the phytoplankton total abundance and size
distribution are both controlled by the allometric relation-
ships describing growth and grazing and by the ampli-
tude and frequency of pulses. Results are compared to
observed relationship between total chlorophyll and the rel-
ative abundance of small/large phytoplankton cells.

Ariane Verdy
Scripps Institution of Oceanography
averdy@ucsd.edu

MS98

Time-delayed Switching Control of Structures with
Uncertainties

Models of balance with on-off control have attracted recent
attention, in mechanics, robotics, and biology. We con-
sider the influence of noise in these on-off systems through
canonical models of balance, considering different noise
sources in the setting of act-and-wait control, and con-
trast with randomness in feedback (state-dependent) con-
trol. Conditions for noise-sustained transients, typically
undesirable in balance, are provided using numerical and
analytical approaches.

Rachel Kuske
University of British Columbia
rachel@math.ubc.ca

MS98

Oscillators with Large Delay

Differential equations with a large delay in one of their
arguments show features reminiscent of spatially extended
systems. Eigenvalues of equilibria and periodic orbits tend
to form bands, for which one can derive easily computable
formulas. This permits us to draw conclusions for a system
with given coefficients but increasing delay. For example,
one can find criteria, which ensure the co-existence of large
numbers of stable periodic orbits for large delays.

Jan Sieber
University of Exeter
j.sieber@exeter.ac.uk

Serhiy Yanchuk
Humboldt University Berlin
yanchuk@math.hu-berlin.de

Matthias Wolfrum
WIAS Berlin
matthias.wolfrum@wias-berlin.de
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MS98

Dynamic Contact Problems Modeled by Delayed
Oscillators

Dynamic contact problems are in the forefront of mechan-
ical engineering research due to the expensive laboratory
experiments and high-performance computing used at in-
dustrial R&D level. These multi-scale problems can suc-
cessfully be transformed to delayed oscillators; this opens
way to their analytical study needed for model validation
and for testing numerical codes. Rolling of elastic wheels
and cutting of metals are discussed as relevant examples
leading to non-autonomous delay-differential equations like
the delayed Mathieu equation paradigm.

Gabor Stepan
Department of Applied Mechanics
Budapest University of Technology and Economics
stepan@mm.bme.hu

MS98

Irregular Motion Caused by State-dependent Delay

For π
2
< α < 5π

2
the simple linear equation

x′(t) = −αx(t− 1) ∈ R

has only non-real characteristic values, 2 in the right half-
plane and the others in the left halfplane. We construct a
state-dependent delay

dU : C ⊃ U → (0, 2)

with dU (φ) = 1 for φ close to 0 ∈ C = C([−2, 0],R) in
such a way that the equation

x′(t) = −αx(t− dU (xt))

has a homoclinic solution x = h,

h(t) → 0 as |t| → ∞, 0 �= ht = h(t+·) ∈ C1 = C1([−2, 0],R).

The flowline

R  t �→ ht ∈ X

= {φ ∈ U ∩ C1 : φ′(0) = −αφ(−dU(φ))}
is a minimal intersection of the stable and unstable man-
ifolds at equilibrium in the solution manifold X. This
should imply chaotic motion close to the homoclinic loop.

Hans-Otto Walther
University of Giessen
hans-otto.walther@math.uni-giessen.de

MS98

Delayed Control of Self-excited Vibrations in Elas-
tic Structures

Flutter is an aeroelastic self-excited oscillation of aircraft
wing with high frequency and large amplitude; it can cause
a loss of structural integrity in wings. As active control has
become a major method for flutter suppression of aircraft
wings, it results in some new problems induced by the time
delay in the controllers and filters. Both the negative and
positive effects of the time delay on the flutter suppression
of aircraft wings are discussed in this talk, but the positive
effect is emphasized.

Zaihua Wang
Nanjing University of Aeronautics and Astronautics

zhwang@nuaa.edu.cn

MS99

Zonal Jets and Meridional Transport Barriers in
Planetary Atmospheres

Theoretical results relating to KAM theory have led to
the expectation that associated with zonal (west–east) jet
streams in planetary atmospheres should be barriers which
inhibit meridional (south–north) transport. Evidence will
be provided for this expectation based on the analysis of: 1)
winds produced by an idealized model of Jupiter’s weather
layer; and 2) winds produced by a comprehensive model of
the Earth’s stratosphere. This will follow a review of the
relevant KAM theory results.

Francisco J. Beron-Vera
University of Miami
fberon@rsmas.miami.edu

MS99

Periodic Orbits and Transition to Chaos in Many-
degrees-of-freedom, Mean-field Hamiltonian Sys-
tems

A study of transition to chaos in many-degrees-of-freedom
systems is presented in the context of mean-field-coupled
symplectic maps. The coupling is motivated by weakly
nonlinear descriptions of plasmas and fluids. We focus on
reversible twist and nontwist systems, and use continuation
methods to compute symmetric periodic orbits with given
rotation vectors. Preliminary ideas are presented on ap-
proximation of N-dimensional tori by periodic orbits, and
the transition to chaos due to the destruction of the tori.

Diego Del-Castillo-Negrete
Oak Ridge National Laboratory
delcastillod@ornl.gov

Arturo Olvera
IIMAS-UNAM, Mexico
aoc@uxmym1.iimas.unam.mx

MS99

Singularity Theory for Non-twist KAM Tori: A
Methodology

We present a novel methodology to find a classify non-twist
KAM tori in degenerate Hamiltonian systems.The classifi-
cation of KAM tori which is based on Singularity Theory.
The results are presented in an a posteriori format that let
us to deal with far from integrable Hamiltonian systems.
Remarkably, the proofs lead to numerical algorithms for
computing non-twist KAM tori. This talk aims to illustrate
the main ideas of our approach, including some numerical
examples.

Alex Haro
Universitat de Barcelona
Universitat de Barcelona Gran Via 58508007 Barcelona
(Spain)
alex@maia.ub.es

Rafael de la Llave
Georgia Institute of Technology, USA
rafael.delallave@math.gatech.edu

Alejandra Gonzalez-Enriquez
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Universitat de Barcelona
gonzalez@maia.ub.es

MS99

Breakup of Invariant Tori of Volume Preserving
Maps

KAM theory predicts that Diophantine, two-tori of 3D
volume-preserving maps are robust. Though a torus with
fixed rotation vector is fragile, robustness pertains to one-
parameter families. We show that the breakup threshold
can be predicted using an extension of Greene’s residue
criterion. Another of Greene’s conjectures is that noble
circles are locally most robust. We study the 3D analogue
by investigating the robustness of tori with rotation vectors
from cubic fields.

James D. Meiss
University of Colorado
Dept of Applied Mathematics
jdm@colorado.edu

Adam M. Fox
University of Colorado, Boulder
adam.fox@colorado.edu

MS99

Numerical Extension of the Center-stable and
Center-unstable Manifolds of the Collinear Libra-
tion Points of the Spatial, Circular Restricted
Three-body Problem

Results will be presented on the computation of the families
of 2-dimensional invariant tori around the collinear equi-
librium points of the restricted three-body problem, that
span most of the center manifolds of these points. The lin-
ear approximation of their stable and unstable manifolds
will also be covered. The different families of tori involved
will be extended up to their natural termination or the
computational limit of the numerical methodology used,
that will also be discussed.

Josep-Maria Mondelo
Universitat Autonoma de Barcelona
jmm@mat.uab.cat

Esther Barrabes
Universitat de Girona
barrabes@ima.udg.es

Gerard Gomez
Departament de Matematica Aplicada
Universitat de Barcelona
gerard@maia.ub.es

Merce Olle
Universitat Politecnica de Catalunya
merce.olle@upc.edu

MS100

Geometric Methods Applied to Non-holonomic
Mechanics

In this talk we discuss some of the geometry behind the
theory of nonholonomic systems. In particular we discuss
when measure is preserved in various systems and the na-
ture of the ensuing dynamics. We also discuss analogies of

such systems with certain optical systems.

Anthony M. Bloch
University of Michigan
Department of Mathematics
abloch@umich.edu

MS100

Integrability and Quantization: A Geometric Ap-
proach

Abstract not available at time of publication.

Oscar Fernandez
IMA, University of Minnesota
ferna007@ima.umn.edu

MS100

Geometry of the Three Body Problem

Abstract not available at time of publication.

Richard Montgomery
University of California at Santa Cruz
rmont@ucsc.edu

MS100

Geometric Mechanics of Elastic Rods in Contact

One of the most challenging and basic problems in elas-
tic rod dynamics is a description of rods in contact that
prevents any unphysical self-intersections. Most previ-
ous works addressed this issue through the introduction of
short-range potentials. We study the dynamics of elastic
rods with perfect rolling contact which is physically rele-
vant for rods with rough surface. Such dynamics cannot
be described by the introduction of any kind of potential.
We show that, surprisingly, the presence of rolling contact
in rod dynamics leads to highly complex behavior even for
evolution of small disturbances.

Vakhtang Putkaradze
Colorado State University
putkarad@ualberta.ca

MS101

Measure Solutions for Some Models in Population
Dynamics

We give a direct proof of well-posedness of solutions to gen-
eral selection-mutation and structured population models
with measures as initial data. This is motivated by the fact
that some stationary states of these models are measures
and not L1 functions, so the measures are a more natural
space to study their dynamics. Our techniques are based on
distances between measures appearing in optimal transport
and common arguments involving Picard iterations. These
tools provide a simplification of previous approaches and
are applicable or adaptable to a wide variety of models in
population dynamics.

Jose A. Cañizo
Department of Pure Mathematics and Mathematical
Statistics
University of Cambridge
j.a.canizo@bham.ac.uk

José Carrillo
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Department of Mathematics
Imperial College London
carrillo@imperial.ac.uk

Śılvia Cuadrado
Departament de Matemàtiques
Universitat Autnoma de Barcelona
silvia@mat.uab.cat

MS101

Kinetic Models for Opinion Formation

We discuss nonlinear kinetic models for opinion formation.
The evolution is described by systems of Boltzmann-like
equations. We show that at suitably large times, in pres-
ence of a large number of interactions in each of which
individuals change their opinions/positions only little, the
nonlinear systems of Boltzmann-type equations are well-
approximated by systems of Fokker-Planck type equations,
which admit different, non-trivial steady states.

Bertram Düring
University of Sussex
b.during@sussex.ac.uk

MS101

Flocking Dynamics and Mean-field Limit in the
Cucker-Smale-type Model with Topological Inter-
actions

Motivated by recent observations of real biological systems,
we introduce a Cucker-Smale-type model with interaction
between agents depending on their topological distance,
measured in units of agents’ separation. We study the
conditions leading to asymptotic flocking, i.e., finding a
velocity consensus. Moreover, introducing the concept of
topological distance in continuum descriptions, we show
how to pass to the mean-field limit, recovering kinetic and
hydrodynamic descriptions.

Jan Haskovec
RICAM
Austrian Academy of Sciences
jan.haskovec@kaust.edu.sa

MS101

Mathematical Modeling and Simulation of Pedes-
trian Motion

We present different modeling approaches for the motion of
large pedestrian crowds and their efficient numerical sim-
ulation. We start on the microscopic level and discuss
the transition to the corresponding meso- and macroscopic
models. Here we focus on the particular interactions be-
tween pedestrians and other specific modeling aspects, like
motion in congested areas. Pedestrian crowds show a com-
plex dynamical behavior, which can be observed in the
mathematical models. These equations are in general non-
linear and require flexible and efficient discretization tech-
niques like discontinuous Galerkin methods. We illustrate
this versatile behavior with numerical simulations.

Marie-Therese Wolfram
Department of Mathematics, University of Vienna
marie-therese.wolfram@univie.ac.at

MS102

Mathematical and Statistical Modeling of Human
Lymphocyte Proliferation with CFSE Data

Partial differential equation (PDE) models are presented
to describe lymphocyte dynamics in a CFSE proliferation
assay. Previously poorly understood physical mechanisms
accounting for dye dilution by division, auto fluorescence
and label decay are included. The new models provide
quantitative techniques that are useful for the comparison
of CFSE proliferation assay data across different data sets
and experimental conditions. Variability and uncertainty
in data and modeling are discussed.

H. T. Banks
CRSC, NC State University
htbanks@ncsu.edu

MS102

The Interaction of Antibiotic Drug Combinations
is Dynamic: the Genomic and Theoretical Basis of
Rapid Synergy Loss in Edible E.coli

When antibiotic efficacy & multi-drug antibiotic interac-
tions are measured in standard pharmacological proce-
dures, their inhibitory effect is usually measured over one
day especially in academic studies. This is too short if
we are to understand how drug efficacy changes over time
because of evolution to treatment. The use of intensive
procedures like ”colony counting” produce data based on
cell yield at 24h & not on growth rate measures through-
out the 24h period. So we evaluated drug interactions on
a continuous basis, observing hundreds of generations in
experiments lasting days. Studies like this readily reveal
evolutionary dynamics and highlight the dynamically un-
stable drug interactions. For example, the drug pair ery-
thromycin & doxycycline kill synergistically over a ¡24-hour
period & antagonise over longer periods. We show, using
mathematical models & whole-genome analyses that rapid
gene duplication of several drug-resistance operons is re-
sponsible for synergy loss.

Robert Beardmore
Department of Mathematics
Imperial College London
r.beardmore@imperial.ac.uk

MS102

Ensemble Modeling of Immune Response to In-
fluenza A Virus Infection

Human body responds to influenza infection by initiating
a spectrum of immune responses, ranging from innate to
adaptive cellular and antibody, which are regulated by an
intricate network of signaling interactions that have not yet
been completely characterized. In the talk I will outline a
series of models that provide qualitative and quantitative
prediction of the time course of the disease, aid in under-
standing of the mechanisms of the immune response, and
have been utilized in the study the effects of an antivi-
ral drug treatment. Our latest effort has been focused on
ensemble models that reflect the uncertainty about param-
eter values, data sparseness, and the likely variation of the
disease outcome across a population exposed to IAV. The
technique is useful when the model contains many unknown
parameters, such as reaction rate constants of biochemical
processes, which are poorly constrained and their direct
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measurement in vivo is not feasible.

David Swigon
Department of Mathematics
University of Pittsburgh
swigon@pitt.edu

MS102

Optimal Self-Sacrifice Facilitates Pathogen Inva-
sion of the Gut

The interior lining of the human intestine is inhabited by
populations of commensal microbiota, which provide de-
fense against invasive bacteria. Surprisingly, Salmonella
Typhimurium gains an environmental advantage over the
commensals by provoking the hosts inflammatory defenses.
Two hypotheses have been proposed to explain how S. Ty-
phimurium gains this advantage: the food hypothesis and
differential killing hypothesis. We develop and analyze a
model for how these effects interact to determine optimal
strategies for the Salmonella population.

Glenn S. Young
University of Pittsburgh
Department of Mathematics
gsy2@pitt.edu

MS103

Networks from the Bottom Up

Using a statistical physics exact formulation of transfer of
information from measurements to a model, we show how
to complete Hodgkin-Huxley models of individual neurons
through estimation of fixed parameters and unobserved
states. The application of this to models of neurons in
the avian song system will be presented.

Henry D. Abarbanel
Physics Depratment
Univ of California, San Diego
habarbanel@ucsd.edu

MS103

Scale-invariant Brain Dynamics: Theory Versus
Experiments

The idea that the brain as a dynamical system fluctuates
around a critical point received compelling support when
neuronal avalanches were experimentally observed, their
distributions of size and duration being compatible with
power laws [Beggs & Plenz, J. Neurosci. 23 11167 (2003)].
Since then, other signatures of scale-invariant brain dy-
namics were obtained in a variety of experimental setups.
While models have been able to reproduce some of these
features, many challenges remain and will be reviewed.

Mauro Copelli
Universidade Federal de Pernambuco
Department of Physics
mcopelli@df.ufpe.br

MS103

How Synaptic Potentiation Balances Plasticity and
Stability Within An In Vitro Network of Neurons

Long-term potentiation (LTP) is widely believed to be
the physiological basis of learning and memory. Mecha-
nisms underlying LTP have been studied extensively at the

monosynaptic level, but the effects of LTP on larger scale
networks of neurons remain poorly understood. We chem-
ically induce LTP in a cultured network of hippocampal
neurons and show that after synaptic potentiation, a net-
work of in vitro hippocampal neurons returns to a homeo-
static state after widespread increases in firing.

Rhonda Dzakpasu
Georgetown University
Department of Physics
dzakpasu@physics.georgetown.edu

MS103

Using Dynamical Information from One Node to
Estimate the States and Parameters of Small Net-
works of Coupled Neuronal Oscillators

We consider small dynamical networks of coupled oscilla-
tors for which the network topology is unknown. Using
partial knowledge of the oscillators’ dynamics we estimate
the coupling and state of each node. We focus on the case
where the state time evolution from only one oscillator is
available. We propose an adaptive strategy that uses syn-
chronization between the true network and a replica net-
work to estimate these features and apply it to small neu-
ronal networks.

Francesco Sorrentino
University of New Mexico
Department of Mechanical Engineering
fsorrent@unm.edu

MS104

Stochastic Switching and Alternating Activity
Bouts Resulting from Reciprocal Inhibition and
Applications to Sleep-Wake Cycling

‘Sleep-active’ and ‘wake-active’ neurons in the brains of
mammals are thought to inhibit each other resulting both
in discrete states of sleep and wake and switching between
the two states. New behavioral data sheds light on the un-
derlying neurophysiology. In infants, both sleep and wake
bout durations have an exponential distribution with inde-
pendent regulation of bout means. This suggests stochas-
tic switching in a bistable system, and so we modeled this
system as a pair of coupled, mutually inhibitory neurons
receiving noisy driving currents. We examined bout du-
rations of the two neurons, switching mechanisms, and
dependence on system parameters. Regardless of param-
eter choices, we found that bout durations of a neuron
are always exponentially distributed. Furthermore, bout
switches were found to be primarily a consequence of re-
lease from inhibition rather than escape via excitation, and
we found that inhibition allows independent control over
bout lengths of the two neurons.

Badal Joshi
Duke University
joshi@umn.edu

Mainak Patel
Duke University
Department of Mathematics
mainak@math.duke.edu

MS104

Mutually Inhibiting Two Cluster Model for Sleep-
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Wake Transitions

Sleep and wake states are governed by competitive inter-
actions between neuronal networks, resulting in a power
law distribution of wake bout durations. We modeled two
mutually-inhibiting random graphs where each neuron can
be in an excited, basal or inhibited state and fire accord-
ing to a poisson process. Dynamics of the stochastic mean
field equations for population of each state neuron is inves-
tigated to understand possible mechanisms of the power
law behavior of bout durations.

Jung Eun Kim, Janet Best
The Ohio State University
Department of Mathematics
jkim@math.ohio-state.edu, jbest@math.ohio-state.edu

Fatih Olmez
Department of Mathematics
The Ohio State University
olmez@math.ohio-state.edu
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John Mcsweeney
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Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
kramep@rpi.edu

MS104

Characterizing Bistability in Stochastic Processes
on Modular Neural Networks

Many real-world networks, including neuronal networks,
exhibit modularity: their nodes can be partitioned into
subsets with few links between, but many within. For a
stochastic process on a network with two mutually inhibit-
ing modules, we expect to observe bistability – alternating
time intervals where each cluster is highly activated. In this
talk we establish quantitative links between these vague
notions of “bistability’ and “modularity’, as they relate to
sleep-wake cycling dynamics.

John McSweeney
samsi
mcsweene@rose-hulman.edu

MS105

Experimental Study of Electrothermal 3D Mixing
using 3D MicroPIV

In lab-on-chips, micro-mixing is a keystep to perform fast
and reproducible reactions. For the last thirty years, dy-
namical system community has demonstrated that chaotic
mixing must involve at least 3 dimensions. Yet, microflu-
idic research community has scarcely studied 3D mix-
ing. Meanwhile, electrokinetics has emerged as an elegant
way to drive vortices. By overlapping vortices in 3 di-
mensions, we present an original time dependent (3D+1)
micro-mixer. Flows periodically stretch and fold, inducing
chaotic advection, which is characterized by 3D μPIV.

Paul Kauffmann

University of California, Santa Barbara
kauffmann@engr.ucsb.edu

Sophie Loire
University of California Santa Barbara
sloire@engr.ucsb.edu

Igor Mezic
UCSB
mezic@engr.ucsb.edu

MS105

Chaotic Fluid Mixing for AC Electrothermal Flows
by Blinking Vortices

We present an experimental and theoretical study of AC
electrothermal chaotic mixing using blinking of asymmet-
ric 2D and 3D electrothermal vortices. Electrothermal
flows are modelled by finite element method using COM-
SOL software based on an enhanced electrothermal model.
We use the mix-variance coefficient (MVC) and mix-norm
on experimental particle detection data and numerical tra-
jectory simulations to evaluate mixing at different scales
including the layering of fluid interfaces by the flow, a key-
point for efficient mixing. The blinking vortices method
greatly improve mixing efficiency. The effect of blinking
frequency and particle size is studied. Theoretical, experi-
mental and simulation results of the mixing process will be
presented.

Sophie Loire
University of California Santa Barbara
sloire@engr.ucsb.edu

MS105

Creation and Manipulation of Lagrangian Flow
Structures in 3D ACEO Micro-flows

Flow forcing by AC electro-osmosis (ACEO) is a promising
technique for the actuation of micro-flows. Its utilization
to date mainly concerns pumping and mixing. However,
emerging micro-fluidic applications often demand multiple
functionalities within one device. This is typically achieved
via complex system designs. The present study explores
first ways by which this may be accomplished in a standard
micro-channel via systematic creation and manipulation of
3D Lagrangian flow structures using ACEO.

Michel Speetjens
Laboratory for Energy Technology, Dept. Mech. Eng.
Eindhoven University of Technology
m.f.m.speetjens@tue.nl

Hans de Wispelaere
Eindhoven University of technology
h.n.l.d.wispelaere@gmail.com

Anton van Steenhoven
Eindhoven University of Technology
a.a.v.steenhoven@tue.nl

MS105

Understanding Chaotic Mixing and Reversal Using
Linear Flow Models

It has long been known that convective diffusive irre-
versibility in reversing Stokes flows can be used to sep-
arate solutes based on diffusion. We consider a reversal
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process in Stokes flows in the presence of weak diffusion
using chaotic and non-chaotic flows. We seek to under-
stand the distinct effects that chaotic flows have on the
loss of reversibility relative to non-chaotic flows using rate-
independent observables. I will present results from numer-
ical simulation for comparison of the two classes of Stokes
flows. Using linear flows as models, I will show that the
decay of reversibility presents universal properties. In non-
linear flows, I will show that this breaks down due to the
distribution of strain rates. In the limit of infinitesimal dif-
fusivity, chaotic flows exhibit qualitatively distinct behav-
ior with complete loss of sensitivity to the level of noise.
Finally, I will discuss the relevance of the study of con-
vective diffusive irreversibility in reversing flows to mixing.

Pavithra Sundararajan
Cornell University
ps333@cornell.edu

Joseph Kirtland
Alfred University
jdk44@cornell.edu

Donald Koch
Cornell University
School of Chemical and Biomolecular Engineering
dlk15@cornell.edu

Abraham Stroock
Cornell University
ads10@cornell.edu

MS106

Elongated Swimming Particles in a Chaotic Ad-
vecting Flow

We investigate the dynamics of self-propelled, point-
like particles advected in a two-dimensional chaotic flow.
Swimming is modeled as a combination of fixed intrinsic
speed and stochastic terms in translational and rotational
equations of motion. Interaction of active particles with the
dynamical structures of flow leads to macroscopic effects
on particle transport. We work with both spherical and
ellipsoidal swimmers and compare the two cases. We show
that elongated swimmers with high speed get attracted to
the unstable manifolds of hyperbolic fixed points; and their
transport is enhanced relative to swimming spheres.

Nidhi Khurana
Yale University
nidhi.khurana@yale.edu

Nicholas T. Ouellette
Yale University
Department of Mechanical Engineering and Materials
Science
nicholas.ouellette@yale.edu

MS106

Burning Manifolds in the Wake of a Cylinder

Passive chaotic advection in open flows, like in the flow
around a cylindrical obstacle, is governed by an invariant
chaotic set. The long-time trajectories cover the unsta-
ble manifold of the chaotic set, while its stable manifold
separates the trajectories of different long-time behaviour.
When an active process associated with front propagation

takes place in such flows, a possible approach to model the
front motion concerns the particles on the front as fluid el-
ements having an orientation besides their position. Their
motion can then be investigated as a low order dynami-
cal system, in the spirit of burning manifolds that serve as
transport barriers in such “chemical flows”. Now we aim
at investigating the behaviour of this extended dynamical
system, taking the orientation of the front as an indepen-
dent variable. We expect to gather information on how
the location of the burning manifold depends on the initial
front angle and velocity.

György Károlyi
Budapest University of Technology and Economics
karolyi@reak.bme.hu

Tamas Tel
Eötvös Loránd University, Hungary
Inst for Theoretical Physics
tel@general.elte.hu

MS106

Front Propagation in Fluid Flows: A Swimmer’s
Perspective

This talk considers the generalization of passive advective
transport to “active” media, specifically to media that sup-
port some kind of front propagation: for example, the ex-
pansion of chemical reaction fronts in microfluidic mixers
or plankton blooms in large-scale oceanic flows. A low-
dimensional nonlinear dynamics model, in which the front
element can be viewed as a “swimmer” in the flow, is used
to predict the existence–and to explain the properties–
of robust, one-sided barriers to front propagation. We
call these barriers burning invariant manifolds (BIMs).
BIMs play a central role in guiding the propagating fronts
through the medium, determining the patterns formed by
the fronts, and in determining the average propagation
speeds. We compare our theory to table-top experiments
in magneto-hydrodynamically driven flows, and we high-
light the role of BIMs for experimental phenomena, such
as the mode-locking and pinning of reaction fronts.

Kevin A. Mitchell
Univ of California, Merced
School of Natural Sciences
kmitchell@ucmerced.edu

John R. Mahoney
University of California, Merced
jmahoney3@ucmerced.edu

MS106

Navigating the Lagrangian Flow Map – Globally
Optimal Feedback Control of Underpowered Vehi-
cles in Time-varying Flow Fields

The optimal feedback control problem of interest takes the
form of a time-varying HJB PDE. The solution of this PDE
– the “value function’ – is the optimal cost-to-go as a func-
tion of space and time. In the simplest case, the vehicle
speed is fixed, the value function depends solely on the
position of the vehicle at the fixed final time (making it
constant along optimal trajectories), and the optimal con-
trol is simply to steer down the gradient of the value func-
tion. Solving for the value function is difficult because it is
neither C1 nor C0, due to the presence of locally optimal
trajectories and the small vehicle speed, respectively. Nev-
ertheless, we compute the value function backwards in time
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using a Godunov, semi-Lagrangian finite difference scheme.
Moreover, we explain the relationship between the optimal
control and the Lagrangian structure of the flow itself, ob-
serving the flow’s mapping of optimal trajectories from 3D
space-time to the 2D time slice of interest.

Blane Rhoads
University of California Santa Barbara
blane.rhoads@gmail.com

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

Andrew Poje
Mathematics
CUNY-Staten Island
poje@math.csi.cuny.edu

MS107

Time Delay and Symmetries in Antigenic Networks

In the studies of host-pathogen interactions, an important
role is played by the structure of antigenic variants associ-
ated with a pathogen, as well as the properties of immune
response. Using a model of antigenic variation in malaria,
we illustrate how the methods of equivariant bifurcation
theory can be used to analyse symmetry properties of anti-
genic networks and draw insightful conclusions about pos-
sible dynamical behaviours. Particular attention is paid to
the role played by immune delay.

Konstantin Blyuss
University of Sussex
k.blyuss@sussex.ac.uk

MS107

Time Delays and Clustering in Neural Networks

We study the existence and stability of cluster states in
a network of inherently oscillatory neurons with time de-
layed, all-to-all coupling. Cluster states are periodic solu-
tions where the network splits into groups. Neurons within
a group are synchronized, while neurons in different groups
are phase-locked with a fixed phase difference. We reduce
the system of delay differential equations to a phase model
where the time delay enters as a phase shift and use this
phase model to show how the time delay affects the stabil-
ity of various symmetric cluster states. Analytical results
are compared with numerical bifurcation studies of the full
system of delay differential equations.

Sue Ann Campbell
University of Waterloo
Dept of Applied Mathematics
sacampbell@uwaterloo.ca

Ilya Kobelevskiy
Imaging Research
Sunnybrook Health Sciences Centre
ilya kob@rogers.com

MS107

Designing Connected Vehicle Systems with Time
Delays

Arising wireless communication technologies allow us es-
tablish interactions between distant vehicles. Incorporat-

ing such information in nonlinear vehicle controllers may
extinguish nonlinear congestion waves triggered by human
drivers. On the other hand, these connections usually in-
clude long delays which makes the design very challenging.
In this talk we investigate the dynamics of connected ve-
hicle systems at the linear and nonlinear level and lay out
an experimental setup that allows one to test the designed
algorithms.

Gabor Orosz
University of Michigan, Ann Arbor
Department of Mechanical Engineering
orosz@umich.edu

MS107

Spatio-temporal Patterns in Lattices of Delay-
coupled Systems

In our recent publications [Phys. Rev. Lett. 107 (2011)
228102, Chaos 21 (2011) 047511] we show how spatio-
temporal spiking patterns can be created in a ring of unidi-
rectionally delay-coupled neurons. This talk reports about
a higher-dimensional extension of this technique. In partic-
ular, arbitrary stable two-dimensional patterns can be cre-
ated by a lattice of unidirectionally coupled neurons with
periodic boundary conditions (torus) with appropriately
adjusted time delays.

Serhiy Yanchuk
Humboldt University Berlin
yanchuk@math.hu-berlin.de

MS108

Synchronizing Frequency Selective Maps

In cognitive radio, it is frequently desirable to avoid inter-
fering with other transmitters by removing certain frequen-
cies from a signal to be transmitted. I show here that it is
possible to design chaotic maps in which certain frequencies
are absent, and that these maps may be self-synchronized.
The synchronized maps are resistant to interference within
the excluded frequency bands.

Thomas L. Carroll
Naval Reseach Laboratory
thomas.carroll@nrl.navy.mil

MS108

Chaotic Signals for Digital Communications

In this paper we present a system-level overview of the
Chaos modem prototype that we have developed. Our
Chaos modulation provides a BER lower than an uncoded
BPSK and at the same time a bandwidth efficiency equal
to that of BPSK with equivalent spreading. Improved
LPI/LPD and AJ characteristics are also provided by our
Chaos packets. Results on a communications video link de-
veloped on our FPGA Chaos hardware platform with A/D
and D/A converters will be presented.

Roger Kuroda, Soumya Nag, Ning Kong, John Eldon
Datron World Communications, Inc.
Datron Advanced Technology Group
rkuroda@dtwc.com, snag@dtwc.com, nkong@dtwc.com,
jeldon@dtwc.com
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MS108

Harnessing Chaos for Digital Communications

Chaotic signals have offered promise for secure communica-
tions for more than two decades, yet have faced challenges
in terms of synchronization, computational precision, and
modulation efficiency. Recent work at the Harris Corpo-
ration has harnessed the core chaotic processes via ’digital
chaos’ in both FPGA and DSP implementations to effi-
ciently achieve the desired goals of secure chaotic commu-
nication systems within the bounds of practical software-
defined hardware platforms.

Alan Michaels
Harris Corp.
Government Communications Systems Division
amicha01@harris.com

MS108

On the BER Performance of a Class of Chaotic
Spreading Functions

This paper aims to analyze the performance of a particular
class of chaotic digital communication systems that uses a
slice of a discrete-time chaotic function as the spreading
sequence. Using the cubic map as the spreading function of
choice, this paper investigates the temporal and statistical
properties of the cubic map, and then derives an expression
for the bit error rate probability for this class of systems.
A similar analysis is performed for a digital communication
system that uses a psuedorandom binary sequence as the
spreading code. A comparision between the two systems
shows that the latter possesses a lower probability of bit
error at the expense of being easier to detect as compared
to the chaotic digital communication system.

Ashitosh Swarup
AshRem Technologies
aswarup@ashremtech.com

MS109

Data Assimilation for Two Model Problems: Tar-
geted Observations and Parameter Estimation

We explore novel data assimilation (DA) techniques for
two model problems, one forecasting the propagation of a
front and the other a toy chaotic system. Using the local
ensemble transform Kalman filter (LETKF) DA method,
we demonstrate LETKF with targeted observations based
on largest ensemble variance is skillful in outperforming
LETKF with randomly located observations. We also ap-
ply the hybrid ensemble Kalman filter parameter estima-
tion method LETKF+sEnKF to further improve state es-
timation skill.

Thomas Bellsky
Arizona State University
bellskyt@asu.edu

Eric J. Kostelich
Arizona State University
School of Mathematical & Statistical Sciences
kostelich@asu.edu

Alex Mahalov
departement of mathematics,
Arizona State University
mahalov@asu.edu

MS109

Lagrangian Data Assimilation for Point-Vortex
Systems

Assimilating Lagrangian data (e.g. those from ocean
drifters) into point-vortex models to estimate the unob-
served vortex centres is a challenging filtering problem due
to nonlinear features of Lagrangian drifters that can fail
the standard Kalman filter and its variants. Therefore,
we adopt the particle filtering approach to assimilate in-
formation from different launching positions of tracers for
various point vortex systems. The results will gain our
understanding to the optimal launching positions to pre-
dict/track large-scale eddies.

Naratip Santitissadeekorn
North Carolina Chapel Hill
naratip.math@gmail.com

MS109

A Hybrid Ensemble Kalman/Particle Filter for La-
grangian Data Assimilation

Lagrangian data assimilation involves using observations of
the positions of passive drifters in a flow in order to obtain
a probability distribution on the underlying Eulerian flow
field. Several data assimilation schemes have been studied
in the context of geophysical fluid flows, but many of these
have disadvantages. In this talk I will give an overview
of Lagrangian data assimilation and present results from
a new hybrid filter scheme applied to the shallow water
equations.

Laura Slivinski, Bjorn Sandstede
Brown University
laura slivinski@brown.edu, bjorn sandstede@brown.edu

Elaine Spiller
Marquette University
elaine.spiller@marquette.edu

MS109

Estimating Parameters in Stochastic Systems: A
Variational Bayesian Approach

Data assimilation can often be seen from a Bayesian per-
spective, however most operational implementations intro-
duce approximations based on a very small number of sam-
ples (ensemble Kalman filter) to perform a statistical lin-
earization of the system model, or seek an approximate
mode of the posterior distribution (4DVAR). In statistics,
alternative approaches are based on Monte Carlo sampling
using particle filters or path sampling, neither of which is
likely to scale well enough to be applied to realistic models
in the near future. This work introduces a new approach to
data assimilation based on a variational treatment of the
posterior distribution over paths.

Michail D. Vrettas
Aston University
m.vrettas@berkeley.edu

MS110

The Influence of Local Interactions Between Plants
and their Natural Enemies on Plant Diversity

Seedling patterns resulting from plant mortality due to
seed predators and pathogens are hypothesized to play a
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key role in maintaining plant diversity, while limited seed
dispersal may contribute to species coexistence. I investi-
gate how different patterns of dispersal and plant mortality
affect seedling spatial patterns, and how these patterns re-
late to plant coexistence using spatially explicit stochastic
models that incorporate the multiple spatial and temporal
scales over which these processes occur.

Noelle G. Beckman
The Ohio State University
beckman.57@mbi.osu.edu

MS110

Stochastic Automaton Model for Ant Foraging and
Territorial Competition

We simulate cellular automaton with a set of individual-
based rules to reproduce spatiotemporal dynamics arising
from local interactions of ants in colony. Ants deposit dif-
fusible chemical pheromone that modifies local environ-
ment for succeeding passages. Individual ants, then, re-
spond to conspecific/heterospecific pheromone gradients,
for example, by altering their direction of motion, or
switching tasks. We describe ant’s movement by rein-
forced random walk, and use game-theoretic framework for
modeling territorial conflicts. We study patterns (foraging
trails, territoriality, etc.) emerging from ‘microscopic’ in-
teractions of individual ants. We derive macroscopic PDEs
by considering continuum limits of the mechanistic micro-
scopic dynamics, and compare the two models.

Arjun Beri, Arjun Beri
Mathematical Biosciences Institute
The Ohio State University
beri.3@mbi.osu.edu, beri.3@mbi.osu.edu

Debashish Chowdhury
Department of Physics
Indian Institute of Technology, Kanpur, India
debch@iitk.ac.in

Harsh Jain
Mathematical Biosciences Institute
The Ohio State University
hjain@fsu.edu

MS110

Trail Formation Based on Directed Pheromone De-
position

Ants are able to build trail networks on a very large scale.
The trails are based on the deposition of small amount of
chemicals called pheromones. In this talk, we introduce
an Individual-Based Model to describe the formation of
these networks. The novelty of the model is to consider
deposited pheromones as small pieces of trails that each ant
can follow. Numerically, we observe the emergence of large
and flexible networks. We analyze how the trail patterns
depend on the strength of the ant-pheromones interaction
and show the existence of a phase transition. Finally, we
introduce the kinetic and macroscopic limit of the model.

Sebastien Motsch
CSCAMM, University of Maryland
smotsch@cscamm.umd.edu

MS110

Derivation of Coarse-Grained Models of Bi-

Directional Pedestrian Traffic From Stochastic Mi-
croscopic Dynamics

Microscopic rules for pedestrian traffic in a narrow street
or corridor are discussed and the corresponding stochas-
tic system modeling the pedestrian bi-directional flow is
introduced. Mesoscopic and macroscopic PDE models for
the pedestrian density are derived. The macroscopic PDE
model is a system of conservation laws which can change
type depending on the strength of interaction between the
pedestrian flows and initial conditions. Behavior of the
stochastic and the coarse-grained models is compared nu-
merically for several different regimes and initial condi-
tions. Finally, nonlinear diffusive corrections to the PDE
model are derived systematically. Numerical simulations
show that the diffusive terms can play a crucial role when
the conservative coarse-grain PDE model becomes non-
hyperbolic.

Ilya Timofeyev
Dept. of Mathematics
Univ. of Houston
ilya@math.uh.edu

Alina Chertock
North Carolina State University
Department of Mathematics
chertock@math.ncsu.edu

Alexander Kurganov
Tulane University
Department of Mathematics
kurganov@math.tulane.edu

Anthony Polizzi
Tulane
apolizzi@math.tulane.edu

MS111

The Wiggling Trajectories of Bacteria

Many motile bacteria display wiggling trajectories, which
correspond to helical swimming paths. We observe and
quantify the helical wiggling trajectories of Bacillus sub-
tilis and show that flagellar bundles with fixed orientation
relative to the cell body are unlikely to produce wiggling
trajectories with pitch larger than 4 μm. On the other
hand, multiple rigid bundles with fixed orientation, simi-
lar to those recently observed experimentally, are able to
produce wiggling trajectories with large pitches.

Henry Fu
University of Nevada, Reno
Dept. Mechanical Engineering
hfu@unr.edu

MS111

Cellular Dynamics Involved in Immune Reactions
During Healing Processes

We propose a partial differential equation model adapted
from the principles of wound healing studies and ana-
lyze it to gain insights regarding the dynamics of immune
cells/proteins following the insertion of a foreign body.
Specifically we look at the multiple roles of macrophages
and the conditions for stabilizing/destabilizing the equi-
librium state. Furthermore, we investigate the impact of
mesenchymal stem cells on the stability and the transient
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behavior of the system.

Larrissa Owens
University of Texas at Arlington
larrissa.perkins@mavs.uta.edu

Jianzhong Su
University of Texas at Arlington
Department of Mathematics
su@uta.edu

Akif Ibaguimov
Texas Tech University
akif.ibraguimov@ttu.edu

MS111

Pairwise Interaction in Micro-swimming

A key observation in experiments and numerical simula-
tions of suspensions of micro-swimmers is that ’pushing’
organisms have a stronger tendency toward alignment com-
pared to ’pulling’ organisms. It is impossible to character-
ize the above phenomena without making reference to two-
point statistics of the system such as orintational correla-
tions of pairs of swimmers. It is therefore natural to seek an
understanding of the behavior of an isolated pair of swim-
mers as a first step to understanding these systems. Such
an analysis leads to a two way diffusion problem. Proper
boundary conditions as well as approximate solution meth-
ods for this problem will be discussed. Subsequently the
pairwise solution will be used to try to characterize the
behavior of a multi-body suspension.

Kajetan Sikorski, Peter R. Kramer
Rensselaer Polytechnic Institute
Department of Mathematical Sciences
sikork@rpi.edu, kramep@rpi.edu

Patrick Underhill
Rensselaer Polytechnic Institute
Department of Chemical and Biological Engineering
underhill@rpi.edu

MS111

Multiscale and Hybrid Models of Bacterial Chemo-
taxis

Chemotaxis is the directed cell movement in response to
external chemical signals. Bacterial chemotaxis is a criti-
cal process in bacterial infections and bioremediation. At
the population level, bacterial chemotaxis has been mod-
elled by macroscopic Patlak-Keller-Segel equations. How-
ever, these equations do not match recent experimental
data in oscillatory signal fields. In this talk, I will present
our recent progress in deriving PDE models of bacterial
chemotaxis from descriptions of single-cell signalling and
movement, and comparisons of PDE models with hybrid
models that integrate more details of single cell signaling
and movement. Through these results I will clarify the per-
formance and applicability of PKS equations in modelling
bacterial chemotaxis.

Chuan Xue
Ohio State University
cxue@math.osu.edu

MS112

A Time Since Last Infection-Dependent Epidemio-

logical Model

The aim of this work is to propose a model for infectious
agents with transmission rates that vary during the in-
fectious period, and/or that can cause reinfection. Ex-
istence, positivity, regularity, continuity of the solutions,
and analysis of the existence and stability of equilibria is
conducted using strongly continuous nonlinear semigroups.
The model exhibits interesting outcomes, including exis-
tence of multiple endemic equilibria, backward bifurca-
tions, and endemic equilibria even in the absence of vital
dynamics.

Jorge Alfaro-Murillo
Department of Mathematics
Purdue University
alfaro@math.purdue.edu

MS112

Resistance to Larvicides in Mosquito Populations
and How It Could Benefit Malaria Control

Wemodel larviciding of mosquitoes taking into account the
evolution of resistance to the larvicides, the evolutionary
costs of resistance and the implications for malaria control.
A possible malaria control strategy is to shorten this adult
lifespan by larviciding with a potent larvicide to which
mosquitoes become resistant. This novel strategy is stud-
ied using a mathematical model for the wild type and resis-
tant mutants and by incorporating the malaria disease dy-
namics using an SEI type model with standard incidence
that incorporates the latency period of the parasite in wild
type and resistant mosquitoes.

Rongsong Liu
Departments of Mathematics and Department of Zoology
University of Wyoming
rliu1@uwyo.edu

MS112

Mathematical Modeling of the HIV/AIDS Epi-
demic in Cuba

HIV is a pandemic which has accounted for more than 30
million deaths since 1981. The Caribbean nation of Cuba,
where HIV/AIDS prevalence is reported to be less than
0.1%, has remained remarkably unscathed. The success in
Cuba can be attributed to its extremely effective national
program for the prevention and control of HIV/AIDS, ini-
tiated in 1983. In this talk, I will discuss the strategies that
the Cuban government has taken to monitor and manage
the HIV/AIDS epidemic. I will present a detailed qual-
itative analysis of the governing nonlinear system of dif-
ferential equations and then provide a more general model
that divides the undiagnosed HIV-infected class into two
classes, one containing individuals who acquired the in-
fection via sexual transmission, and the other containing
individuals who acquired the infection via nonsexual trans-
mission, which can serve as a model for other regions of
the world in which transmission by nonsexual means plays
a substantial role.

Antonio Mastroberardino
Department of Mathematics
The Behrend College
axm62@psu.edu

MS112

Endemic Bubbles Generated by Delayed Behav-



DS13 Abstracts 209

ioral Response in Epidemic Models

Several models have been proposed to capture the phe-
nomenon that individuals modify their behavior during an
epidemic outbreak. This can be due to directly experi-
encing the rising number of infections, media coverage, or
intervention policies. In this talk we show that a delayed
activation of such a response can lead to some interesting
dynamics. In the case of SIS type process, if the response is
not too sharp, the system preserves global stability. How-
ever, for sharp delayed response, we can observe stability
switches as the basic reproduction number is increasing.
First, the stability is passed from the disease free equilib-
rium to an endemic equilibrium via transcritical bifurcation
as usual, but a further increase of the reproduction num-
ber causes oscillations, which later disappear, forming a
structure in the bifurcation diagram what we call endemic
bubble.

Gergely Rost
Bolyai Institute, University of Szeged
Szeged, Aradi vértank tere 1, H-6720 Hungary
rost@math.u-szeged.hu

MS113

Computing Optimal Paths in Stochastic Dynamical
Systems with Delay

Based on variational theory, we present a numerical
method for computing optimal transition pathways in
stochastic differential equations with delay. We compute
the most probable transition path (represented as hetero-
clinic structures) resulting from the iterative solution of
a two-point boundary value problem which minimizes the
action in a corresponding deterministic Hamiltonian sys-
tem. We apply it to continuous stochastic systems, such
as noisy nonlinear oscillators, and large discrete systems,
such as epidemic rare events.

Brandon S. Lindley
Naval Research Laboratory
blindley@nlsleah.nrl.navy.mil

MS113

Interplay of Bistability, Noise, and Time-delay in
Semiconductor Lasers: Complex Dynamics and Po-
tential Applications

I present experimental, numerical, and analytical results
on noise induced square-wave (SW) switching in lasers with
time-delayed feedback/coupling. The SWs are optically in-
duced and controlled by the delay, making them attractive
for applications. Stable SWs occur for adequate param-
eter regions; outside these regions the SWs are transient
towards the model steady-states. Due to delay-noise inter-
actions, we show that noise can be exploited to increase
the duration of the SW transient.

Cristina Masoller
Universitat Politècnica de Catalunya (UPC
Departament de Fsica i Enginyeria Nuclear (DFEN)
cristina.masoller@gmail.com

MS113

Synchronization of Degrade and Fire Oscillators by
a Common Diffusible Activator

Delayed feedback has successfully been used to describe a
variety of biological oscillators, both natural and synthetic.

A recent example is the application of a delayed negative
feedback formalism (degrade and fire) to model a popula-
tion of oscillators that are synchronized by a diffusible ac-
tivating signal. We present analytical and computational
results for the synchronization of an ensemble of degrade
and fire oscillators which couple through a common delayed
positive feedback signal.

William H. Mather
Virginia Tech
wmather@vt.edu
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Department of Bioengineering
University of California, San Diego
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MS113

Statistical Multi-moment Bifurcations in Random
Delay Coupled Swarms

We study randomly distributed time delay coupling on the
dynamics of large systems of self-propelling particles. Bi-
furcation analysis reveals patterns with certain universal
characteristics that depend on distinguished moments of
the time delay distribution. We numerically and analyti-
cally show that complex bifurcating patterns depend on all
of the moments of the delay distribution. Moreover, there
is a noise intensity threshold that forces a transition of the
swarm from a misaligned state into an aligned state.

Luis Mier-y-Teran
Johns Hopkins Bloomberg School of Public Health
lmier-y@jhsph.edu
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Naval Research Laboratory
Nonlinear Dynamical Systems Section
ira.schwartz@nrl.navy.mil

MS114

Leading from Within: New Leadership Models in
Swarms

We report on efforts to analyze models of swarms with
covert leaders. In three-zone swarming, individual behav-
ior is driven by the position and orientation of neighboring
individuals in each of three concentric zones, corresponding
to repulsion, orientation and attraction respectively. The
fundamental purpose of this research is to understand how
leadership affects the underlying dynamics and informa-
tion transfer within the swarm, and we discuss new sta-
bility boundaries for continuum models for swarming with
leadership.

Louis F. Rossi
University of Delaware
rossi@math.udel.edu
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MS114

A Nonlocal Continuum Model for Locust Phase
Change and Swarming

The desert locust Schistocerca gregaria has two intercon-
vertible phases, solitarious and gregarious. Solitarious
(gregarious) individuals are repelled from (attracted to)
others, and crowding biases change towards the gregari-
ous phase. We construct a model of the interplay between
phase change and spatial dynamics leading to locust ag-
gregations. The model is a system of nonlinear, nonlocal
advection-reaction equations. We derive instability con-
ditions for the onset of a locust aggregation, character-
ized by collective transition to the gregarious phase. Via
a model reduction to ODEs describing the bulk dynamics
of the two phases, we calculate the proportion of the pop-
ulation that will gregarize. Numerical simulations reveal
transiently traveling clumps of insects and hysteresis.

Chad M. Topaz
Macalester College
ctopaz@macalester.edu
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MS114

Social Intelligence: How Grouping Leads to Effec-
tive Information Use in Mobile Animals

In this talk I will present some recent work on informa-
tion and its use within swarming systems. I will outline
some empirical results pertaining to information sharing
in schooling fish. I will then present some reduced models
based around simple coordination games, that capture the
same qualitative features as the real systems, such as local-
ized interaction, social influence, and rapid transitions to
ordered states, but which allow some analytical treatment.

Colin Torney
Princeton University
ctorney@princeton.edu

MS114

Design and Prediction of Co-dimension One Pat-
tern Formation of Non-local Collective Motion

In this talk we present recent results on pattern forma-
tion of objects modeled by particles which obey non-local
collective motion laws. More specifically, we develop a non-
local linear stability analysis for particles which aggregate
uniformly on a d−1 sphere. Remarkably, linear theory ac-
curately characterizes patterns in the ground states from
the instabilities in the pairwise potential. This aspect of
the theory allows us to design specified potentials which
assemble into targeted patterns.

David T. Uminsky

University of San Francisco
Department of Mathematics
duminsky@usfca.edu

MS115

Efficient Computation of Invariant Tori in Volume
Preserving Maps

Volume preserving maps naturally arise in the study of
incompressible fluid flows. Codimension one invariant tori
play a fundamental role in the dynamics of these maps as
they form boundaries to transport within the system. In
this talk I will present a quasi-Newton scheme to compute
the invariant tori of three-dimensional, volume-preserving
maps. I will further show how this method can be used to
predict the perturbation threshold for their destruction.

Adam M. Fox
University of Colorado, Boulder
adam.fox@colorado.edu

James D. Meiss
University of Colorado
Dept of Applied Mathematics
jdm@colorado.edu

MS115

Transport in a 3D + 1 Ocean

A central theoretical difficulty in ring dynamics is the
lack of unambiguous phenomenological criteria for quan-
tifying their formation. We study the separation of Eddy
Franklin, formed during the DeepWater Horizon incident,
with the data assimilating Naval Research Laboratory
RELO model. A strong hyperbolic region with intersecting
stable and unstable 2D material surfaces marked ring sep-
aration. The hyperbolicity developed simultaneously at all
levels. Intersecting stable and unstable manifolds provides
an easily diagnosed signal of ring separation.

Denny Kirwan
University of Delaware
adk@udel.edu
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MS115

Finite-Time Transport in Aperiodic Volume-
Preserving Flows

We present a new method for computing the volumes of
lobes comprising finite-time transport between arbitrarily-
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defined regions in aperiodic volume-preserving flows. Com-
pared to a standard volume integral approach, our method
provides a reduction in dimension of the trajectory infor-
mation necessary to compute these lobe volumes. We in-
troduce the theory in 2D, and illustrate its application by
computing transport within a simple model of a 3D aperi-
odic rotating Hills vortex.

Brock Mosovsky
Department of Applied Mathematics
University of Colorado, Boulder
brock.mosovsky@colorado.edu

MS115

Dynamical Systems Analysis of a Three-
dimensional Time-dependent Ekman-driven Fluid
Flow

Techniques from the dynamical systems theory are applied
to study a 3-dimensional time-dependent fluid flow in a ro-
tating cylinder. The circulation in this system is driven
by a stress imposed at the upper surface. The motion
in a radially symmetric steady background state is regu-
lar (non-chaotic), whereas the perturbed asymmetric time-
dependent flow is characterized by the presence of both
regular and chaotic fluid parcel trajectories, with regular
regions acting as transport barriers. This is consistent with
an extension of the KAM theorem. Chaotic motion arises
as a result of resonances, and a formula for the resonance
widths is derived. A simple kinematic model is used to
study the geometry of barriers, manifolds, resonances, and
other objects that provide a template for chaotic stirring
in this flow. A high-resolution spectral element model is
then used to check the validity of our results in realistic
settings and to explore different parameter regimes.

Irina Rypina, Lawrence Pratt
Woods Hole Oceanographic Institution
irypina@whoi.edu, lpratt@whoi.edu

Tamay Ozgokmen
University of Miami/RSMAS
tozgokmen@rsmas.miami.edu

MS116

Observability-based Sensor Placement for Biologi-
cal and Bio-inspired Systems

The focus of the work in this project is the exploration of
the coupling of control and sensing in nonlinear dynamical
systems. These methods are being developed with a focus
on tracking of position and strength of vortices behind a
pitching and heaving airfoil, strain sensor distribution in
deformable insect wings for agile flight, and relative loca-
tions of sensors and actuators in engineered and biological
systems.

Kristi Morgansen, Brian Hinson
Dept. of Aeronautics and Astronautics
U. of Washington
morgansen@aa.washington.edu,
bthinson@u.washington.edu

MS116

Designing Dynamics for Cooperative Learning by
Multiple Agents

We consider the problem of designing distributed dynam-

ics capable of learning an unknown vector from intermit-
tent, noisy measurements made by multiple agents subject
to time-varying communication restrictions. We propose
a simple individual agent dynamic and study performance
of the interconnected system. Our main results bound the
learning speed of these dynamics in terms of combinato-
rial measures of the time-varying graph sequence, which
encodes the restricted communication among the agents.

Naomi E. Leonard
Princeton University
naomi@princeton.edu
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MS116

Distributed Control and Optimization for Spa-
tiotemporal Sampling

This talk will present two approaches for optimization of
spatiotemporal sampling with multiple vehicles. First, co-
ordinated trajectories for sampling a parametrized flowfield
are optimized using the empirical observability gramian
from nonlinear observability. Second, sampling trajecto-
ries are designed for nonstationary fields in which the spa-
tial and temporal statistics may vary in space and time.
In both approaches, we use tools from nonlinear control,
specifically Lyapunov-based control, to design decentral-
ized algorithms for stabilization of multi-vehicle sampling
formations.

Derek A. Paley, Levi DeVries, Nitin Sydney
University of Maryland
Department of Aerospace Engineering
dpaley@umd.edu, lddevrie@gmail.com,
sydney.nitin@gmail.com

MS116

Distributed Control of Mobile Sensing Resource
Distribution in Flows

We consider distributed control policies to enable a team of
homogeneous agents to maintain a desired spatial distribu-
tion in a geophysical flow environment. Stability properties
of the ensemble dynamics of the distributed control poli-
cies are presented in the presence of uncertainty. Since
realistic quasi-geostrophic ocean models exhibit double-
gyre flow solutions, we use a wind-driven multi-gyre flow
model to verify the proposed distributed control strategy
and compare our control strategy with a baseline deter-
ministic strategy.

Ira B. Schwartz
Naval Research Laboratory
Nonlinear Dynamical Systems Section
ira.schwartz@nrl.navy.mil

Ani Hsieh, Ken Mallory
Drexel University
mhsieh1@gmail.com, kmallory@gmail.com

MS117

Symmetries and Compositionality for Control in
Complex Cyber-Physical Systems

This talk considers control of symmetric systems, which
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are systems, typically cyber-physical systems, which are
comprised of many diffeomorphically-related components
that are interconnected in a regular manner. Specifically,
we consider a set of generators, X, and an associated group,
G. Two components are interconnected if g1 = sg2 with
s ∈ X and g1, g2 ∈ G. Two different systems, G1 and G2,
are defined as equivalent if they have the same generators
and identical component dynamics (they will be different
if they have different relations).

Bill Goodwine
University of Notre Dame
Department of Aerospace & Mechanical Engineering
jgoodwin@nd.edu

MS117

Incorporating Uncertainties in Dynamics and Ob-
servations for the Prediction Problems in Geophys-
ical Systems

Abstract not available at time of publication.
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ide@umd.edu

MS117

Mixing with Natural Convection

The mixing properties of a natural convective flow inside
a cubic box with time-dependent temperatures on the ver-
tical walls are explored. We identify the symmetry planes,
periodic lines and invariant surfaces for the corresponding
Stokes problem following the methodology of Clercx and
colleagues. Using Poincar maps, elliptic and hyperbolic
segments of the periodic lines are found. The topologi-
cal changes introduced on the invariant surfaces due to a
nonlinear perturbation, are briefly discussed.

Luis M. de la Cruz, Nicolas Rodriguez
Geophysics Institute
UNAM
luiggix@gmail.com, nick corleone7@hotmail.com
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MS117

Nonlinear Effects of Electrostatics in Industrial
Processes

Electrical charging of agitated grains is an archetypal ex-
ample of a many-body system far from equilibrium that ex-
hibits highly organized - and enormously powerful - collec-
tive behaviors such as multi-million volt lightning in sand-
storms. In this talk, we present a simple yet predictive
model for the charging of granular materials in collisional
flows based on straightforward dynamical systems reason-
ing. We confirm the models predictions using discrete ele-
ment simulations and a tabletop granular experiment.

Troy Shinbrot
Rutgers University
Chemical & Biochem Engineering
shinbrot@sol.rutgers.edu

MS118

Entire Solutions for Lattice Differential Equations
with Obstacles

We construct entire solutions for scalar bistable lattice dif-
ferential equations with obstacles in more than one spatial
dimension. The method of proof is based on comparison
principles. The anisotropy in the lattice complicates the
construction of super-solutions as compared with the PDE
case.

Aaron Hoffman
Franklin W. Olin College of Engineering
aaron.hoffman@olin.edu

Hermen Jan Hupkes
University of Leiden
Mathematical Institute
hhupkes@math.leidenuniv.nl

Erik Van Vleck
Department of Mathematics
University of Kansas
evanvleck@math.ku.edu

MS118

Positive Stationary Solutions and Spreading
Speeds of KPP Equations in Locally Spatially In-
homogeneous Media

This paper mainly explores spatial spread and front propa-
gation dynamics of KPP evolution equations with random
or nonlocal or discrete dispersal in unbounded inhomoge-
neous and random media and reveals such an important
biological scenario: the localized spatial in-homogeneity of
the media does not prevent the population to persist and
to spread, moreover, it neither slows down nor speeds up
the spatial spread of the population. This is joint work
with Dr. Wenxian Shen.

Liang Kong, Wenxian Shen
Auburn University
lzk0002@tigermail.auburn.edu, wenxish@mail.auburn.edu

MS118

Transition Fronts in Lattice Differential Equations

The purpose of this talk is two-fold. First we will provide
an overview of the talks in both Part I and Part II of this
minisymposium. Second we consider transition fronts for
lattice differential equations in the presence of obstacles.
Our interest is in both bistable and monostable dynamics.
This is joint work with M. Brucal-Hallare, A. Hoffman,
H.J. Hupkes, and A. Zhang.

Erik Van Vleck
Department of Mathematics
University of Kansas
evanvleck@math.ku.edu

MS119

Information Geometry and its Application in Space
Tracking

Information geometry seeks to study the geometric struc-
ture of probability density function spaces. It is partic-
ularly useful when the uncertain system subject to study
is neither Cartesian nor Gaussian. These features render
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Cartesian and Gaussian classical approaches to uncertainty
propagation ineffective. An example of such systems is
tracking of space objects that satisfy Hamiltonian dynam-
ics. This talk investigates the relationship between Hamil-
tonian dynamics-based uncertainty propagation and that
dictated by the geodesic equation from information geom-
etry.

Islam Hussein
Worcester Polytechnic Institute
ihussein@unm.edu

MS119

Symplectic Constraints with Applications to Space-
craft Navigation

We begin with an overview of symplectic constraints in
Hamiltonian dynamical systems. We then discuss new re-
sults on the evolution of time-dependent symplectic cross-
sections found in tube invariants of normally hyperbolic in-
variant manifolds, such as the libration points in the classic
three-body problem. Finally, we discuss how these results
might be applied to interplanetary space-mission design.

Jared M. Maruskin
San Jose State University
maruskin@math.sjsu.edu

MS119

Symplectic Semiclassical Wave Packet Dynamics

I will talk about the geometry and dynamics of semiclassi-
cal wave packets, which provide a description of the tran-
sition regime from quantum to classical mechanics. I will
show how to formulate semiclassical mechanics from the
symplectic-geometric point of view by exploiting the geo-
metric structure of quantum mechanics; this approach ef-
fectively “strips away” quantum effects from quantum me-
chanics and incorporates them into the classical description
of mechanics.

Tomoki Ohsawa
University of Michigan
Department of Mathematics
ohsawa@umich.edu

Melvin Leok
University of California, San Diego
Department of Mathematics
mleok@math.ucsd.edu

MS119

Mapping Probability Distributions Nonlinearly in
Symplectic Dynamical Systems

The dynamical evolution of probability distributions in
symplectic dynamical systems are studied, with an empha-
sis on systems mapped by Hamiltonian Dynamics. Fun-
damental conservation laws and constraints for symplec-
tic systems are expressed in tangible ways for probabil-
ity distributions, these include Liouvilles Theorem, Gro-
movs Non-Squeezing Theorem, and the Integral Invariants
of Poincare-Cartan. These connections lead to implications
and applications for the prediction of deterministic systems
with uncertain initial conditions.

Daniel Scheeres
University of Colorado, Boulder
scheeres@colorado.edu

MS120

Diffusion-mapped Delay Coordinates for Time
Scale Separation

An under-appreciated fact about attractor reconstruction
is that the induced geometry of time-delay coordinates in-
creasingly biases the reconstruction toward the stable di-
rections as delays are added. This bias can be exploited,
using the diffusion maps approach to dimension reduc-
tion, to extract dynamics on desired time scales from high-
dimensional observed data. We discuss the technique and
its application to video data from experiments.

Tyrus Berry
George Mason University
tyrus.berry@gmail.com

Timothy Sauer
Department of Mathematics
George Mason University
tsauer@gmu.edu

MS120

Diffusion Maps as Invariant Functions of Dynami-
cal Systems

We apply diffusion maps to obtain a representation of the
ergodic quotient of a dynamical system. The ergodic quo-
tient is the joint image set of all flow-invariant functions,
numerically approximated by averages of Fourier harmon-
ics along trajectories. The dominant elements of the dif-
fusion map act as flow-invariant functions whose level-sets
are invariant regions of homogeneous dynamics, e.g., re-
sembling integrable systems. We discuss the potential to
use diffusion geometry in obtaining a model-free bifurca-
tion analysis.

Marko Budisic
Department of Mechanical Engineering
University of California, Santa Barbara
mbudisic@engr.ucsb.edu

Igor Mezic
University of California, Santa Barbara
mezic@engineering.ucsb.edu

MS120

Diffusion Embeddings of Parameterized Difference
Equations

In this talk I will present some results on how one can use
diffusion maps to embed parameterized difference equa-
tions. As the parameters of the difference equation are
changed, the geometry of the system changes as well. In
joint work with Ronald Coifman and Roy Lederman, we
use a single low dimensional embedding space to track
changes in the intrinsic geometry of the system as the pa-
rameters are changed.

Matthew J. Hirn
University of Maryland
College Park
matthew.hirn@yale.edu

Roy Lederman
Yale University
roy.lederman@yale.edu

Ronald Coifman
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Yale University
Department of Computer Science
coifman@math.yale.edu

MS120

Diffusion Maps for Model Reduction of Dynamics
with Symmetries

In the first part of this talk we will review the diffusion
maps framework for non-linear dimensionality reduction of
data. We then introduce vector diffusion maps, which is
a recent generalization of diffusion maps that is based on
vector fields instead of scalar functions, and is particularly
useful for data with underlying symmetries, with and with-
out dynamics.

Amit Singer, Ioannis Kevrekedis
Princeton University
amits@math.princeton.edu, yannis@princeton.edu

MS121

Cascades in Interdependent Networks

Abstract not available at time of publication.

Raissa D’Souza
UC Davis
raissa@cse.ucdavis.edu

MS121

Approximation Methods for Dynamics on Net-
works

I will briefly review several analytical approaches for dy-
namics on networks, with a special focus on cascade dy-
namics.

James P. Gleeson
University of Limerick
Dept. of Mathematics and Statistics
james.gleeson@ul.ie

MS121

Limited Imitation Social Contagion as a Model of
Fashions

We study binary state contagion dynamics on a social net-
work where nodes act in response to the average state of
their neighborhood. We model the competing tendencies
of imitation and non-conformity by incorporating an off-
threshold into standard threshold models of behavior. In
this way, we attempt to capture important aspects of fash-
ions and general societal trends. Allowing varying amounts
of stochasticity in both the network and node responses, we
find different outcomes in the random and deterministic
versions of the model. In the limit of a large, dense net-
work, however, these dynamics coincide. The dynamical
behavior of the system ranges from steady state to chaotic
depending on network connectivity and update synchronic-
ity. We construct a mean-field theory for general random
networks. In the undirected case, the mean-field theory
predicts that the dynamics on the network are a smoothed
version of the average node response dynamics. We com-
pare our theory to extensive simulations on Poisson random
graphs with node responses that average to the chaotic tent
map.

Kameron D. Harris

University of Washington
kamerondeckerharris@gmail.com

Chris Danforth
Mathematics and Statistics
University of Vermont
chris.danforth@uvm.edu

Peter Dodds
Department of Mathematics and Statistics
The University of Vermont
peter.dodds@uvm.edu

MS121

Dynamics on Modular Networks with Heteroge-
neous Correlations

Abstract not available at time of publication.

Sergey Melnik
University of Limerick, Ireland
sergey.melnik@ul.ie

MS122

A Framework for Approximate Reduced Models of
Multiscale Systems with Nonlinear and Multiplica-
tive Coupling

We develop a new framework for approximate reduced
models of multiscale processes. This framework approxi-
mates the parameterized coupling terms in a reduced model
through their first-order Taylor expansion, which, in turn,
is computed via the Fluctuation-Dissipation theorem. We
demonstrate computationally that this framework is suit-
able for multiscale systems with nonlinear and multiplica-
tive coupling.

Rafail Abramov
Department of Mathematics, Statistics and Computer
Science
University of Illinois at Chicago
abramov@math.uic.edu

MS122

Local Learning of Stochastic Dynamical Systems

In Chemistry and Biology many people are interested in
simulating how a system of molecules interacts over a large
period of time. In order to obtain a long path of the
molecules in the system, the standard method is to com-
pute all the forces between all the atoms at each time step
and move forward in time. Unfortunately this dynamical
system is very stiff, and so we have to take very small time
steps (on the order of 10−15 s). I will outline a proce-
dure that uses machine learning techniques to automati-
cally learn a SDE that well represents the dynamics of the
system. The SDE we learn will no longer depend upon do-
ing expensive force field computations and can take larger
time steps.

Miles Crosskey
Rensselaer Polytechnic Institute
mmc31@duke.edu

MS122

Dimension Reduction in Systems with Moderate
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Separation of Time Scales

We develop effective stochastic models for moderately sepa-
rated ”slow-fast” systems by eliminating non-essential fast
modes. Two approaches of the stochastic mode-reduction
strategy are presented. One is to reduce the dimension of
the original full system through a slow manifold, the other
is homogenization. We present some examples and numer-
ical simulations motivated by the shallow-water equation.

Xingye Kan
Illinois Institute of Technology
xykan@ima.umn.edu

MS122

Dynamics of Nanomagnets with Spin-transfer
Torques

Driving nanomagnets by spin-polarized currents offers ex-
citing prospects in magnetoelectronics, but the response of
the magnets to such currents remains poorly understood.
We show that an averaged equation describing the diffusion
of energy on a graph captures the low-damping dynamics of
these systems, and agrees with experimental observations.
We then extend this averaging technique to spatially ex-
tended systems described by stochastic partial differential
equations.

Katherine Newhall
Courant Institute of Mathematical Science
New York University
newhall@cims.nyu.edu

Eric Vanden-Eijnden
Courant Institute
New York University
eve2@cims.nyu.edu

MS123

Modeling Age and Size Based Division of Labor in
Fire Ant Workers

The size of single-queen, or monogyne colonies of fire ant
may contain as many as a quarter million of workers of var-
ious sizes. Worker polymorphism in the fire ant (Solenopsis
invicta) is common and there is a correlation between the
body size/age and tasks of workers. Young workers tend
to spend more time within the nest by feeding or groom-
ing larvae/queen. As workers get older, their duties shift
from the brood-tending to foraging which is the most dan-
gerous job of worker ants. Since the size of colony is the
primary factor to determine the survival of the queen, if
the foragers are selected from all workers at random with-
out regard to age, it would lower the average lifespan of
workers. Therefore, more resources must be invested to-
ward worker production. This means a reduction in sexual
alate production. In this project, we construct models to
examine how the physical and temporal castes of workers
affect the colony size compared to a colony of random-age
foragers.

Erika Asano
Department of Environmental Science, Policy and
Geography
University of South Florida St.Petersburg
easano@mail.usf.edu

MS123

Disease Spread on Long Distance Travel Networks

Recent epidemics like the SARS outbreak and the 2009
pandemic influenza A(H1N1) highlighted the role of the
global human transportation network played in the world-
wide spread of infectious diseases. We introduce an SIR-
based model to describe the temporal evolution of an epi-
demic in regions connected by long distance travel, such
as intercontinental flights. Literature study of revealed
on-board transmission of influenza in flights even with a
duration of less than 8 hours, hence we include the pos-
sibility of transmission of the disease during travel. We
obtain that an age structured model where age is the time
elapsed since the start of the travel leads to a nonlinear
system of functional differential equations. We determine
some fundamental properties of the model and the repro-
duction number. We parametrize the model and use real
demographic and air traffic data for specific regions. We
validate our approach fitting the model to the first wave of
the 2009 influenza pandemic.

Diana Knipl
Bolyai Institute
University of Szeged
knipl@math.u-szeged.hu

MS123

Age of Maturity and Threshold Phenomena in Age
Dependent Populations

We consider an age structured population model having the
special feature that the age of maturity of an individual at
a given time depends on the history of the age of maturity,
and the history of the population density, at that time.
This is manifested as a threshold condition for the resource
consumption of the immature population. Using this as
motivation, we are led to a more general situation which
takes the form of an abstract algebraic delay-differential
system. We discuss the progress made on this project.
This is work is the result of a collaboration with Dr. Felicia
Magpantay and Dr. Jianhong Wu.

Nemanja Kosovalic
Department of Mathematics and Statistics
York University
nemanjak@mathstat.yorku.ca

MS123

Disease Permeability of a Dynamic Social Network

In this study, we investigate the capacity of a newly in-
troduced infectious disease to destabilize a social contact
process, and drive that process to a new steady state. Ini-
tially, we estimate a set of social contact parameters at
the dyad level using empirical data from a well-studied
herbivore. We then validate rule performance in recaptur-
ing empirically observed higher-order network properties
through simulation of dynamic networks. Next, we exam-
ine the interacting effects of transmission probability, vir-
ulence, and infectious period on the efficiency with which
a disease spreads through a dynamic (and evolving) social
contact network. Finally, we assess the capacity of the in-
troduced disease to push the social contact process to a
new steady state.

Kezia Manlove
Penn State University
krm17@psu.edu
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MS124

Synchronization of Small Networks of Electrochem-
ical Oscillators on Macro- and Microscale

Experimental results are presented in which the dynamical
features of 2-20 electrochemical oscillating units are charac-
terized as the network properties of coupling between units
are tuned. In a macroscopic design the coupling is induced
by cross-resistances between electrodes; in the lab-on-chip
design the coupling is inherent determined by the geome-
try of the cell. The effects of network topology on identi-
cal synchronization, clustering, and formation of chimera
states are investigated.

Istvan Z. Kiss
Dept. of Chemistry, Saint Louis University
Saint Louis, USA
izkiss@slu.edu

Mahesh Wickramasinghe
Saint Louis University
mwickram@slu.edu

Yanxin Jia
Department of Chemistry
Saint Louis University
yjia4@slu.edu

MS124

Realization of Chimera States in a Network of Me-
chanical Oscillators

Chimeras are counterintuitive states where a population
of identical oscillators splits into two parts, with one syn-
chronizing and the other oscillating incoherently. While
many theoretical studies have been performed, the origin
and role of chimeras in nature and technology has remained
elusive. We present the first purely mechanical realization
of chimeras and show that chimeras emerge naturally in a
competition of two antagonistic synchronization patterns,
and analyze a model and its bifurcation scenarios in detail.

Erik Andreas Martens
Max Planck Institute for Dynamics & Self-Organization
eama@aqua.dtu.dk

Shashi Thutupalli
Dept. of Mech. & Aerospace Eng., Princeton University
Princeton, USA
shashi@princeton.edu

Antoine Fourrière, Oskar Hallatschek
Max Planck Institute of Dynamics & Self-Organization
antoine.fourriere@ds.mpg.de,
oskar.hallatschek@ds.mpg.de

MS124

Quasiperiodic Dynamics in Ensemble of Nonlin-
early Coupled Electronic Oscillators

We perform experiments with 72 electronic limit-cycle os-
cillators with global nonlinear coupling. With increase of
coupling we observe a desynchronization transition to a
quasiperiodic state. In this state the mean field is, how-
ever, non-zero, but the mean field frequency is larger than
frequencies of all oscillators. We analyze effects of common
periodic forcing of the ensemble and demonstrate regimes

when the mean field is entrained by the force whereas the
oscillators are not.

Michael Rosenblum
Potsdam University
Department of Physics and Astronomy
mros@uni-potsdam.de

Amirkhan Temirbayev, Yerkebulan Nalibayev
al-Farabi Kazakh National University
Almaty, Kazakhstan
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Zeinulla Zhanabaev
al-Farabi Kazakh National University
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Vladimir Ponomarenko
Institute of Radio-Engineering and Electronics, RAS
Saratov, Russia
ponomarenkovi@gmail.com

MS124

Collective Dynamics of Self Propelled Droplet Pop-
ulations

Self propelled particles (SPPs) typically carry their own en-
ergy and are not propelled simply by the thermal buffeting
due to the environment. As non-equilibrium entities, they
are not restricted to classical equilibrium constrains. We
developed microscale self-propelled droplets which can be
produced in large numbers and with high monodispersity,
allowing us to perform experiments on large ensembles of
such SPPs. We will discuss their non-equilibrium statisti-
cal mechanics and collective dynamics such as flocking and
rectification.

Shashi Thutupalli
Dept. of Mech. & Aerospace Eng., Princeton University
Princeton, USA
shashi@princeton.edu

Stephan Herminghaus
Max Planck Institute for Dynamics and Self-Organization
stephan.herminghaus@ds.mpg.de

MS125

Predator-prey Interactions Using Particle Models

We discuss an aggregation model of predator-prey interac-
tions. In the absence of predators, prey are represented by
a particle system for which the steady state consists of a
swarm of uniform density. Adding a predator introduces
interesting dynamics into the system. We give some ana-
lytical results concerning the shape of the resulting swarm
and stability of the predator-prey interactions. Joint work
with Yuxin Chen.

Theodore Kolokolnikov
Dalhousie University
tkolokol@mathstat.dal.ca

MS125

Inferring Individual Rules Through the Dynamics
of Phase Transitions in Collective Motion

Connecting observations of collective motion in animal
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groups to individual-based models usually involves aver-
aging over time and space to obtain a clear signal from
each for comparison. However, many dynamic processes
require the temporal component to be maintained in or-
der for models to shed light on the process. Here, I study
the evolution of order from disordered states in both mod-
els, and in actual observations of collective motion in an
aquatic duck, to (a.) determine signatures of the tran-
sition, and (b.) determine what model components and
parameters reproduce properties of the transition. We find
evidence reinforcing previous observations on relative mag-
nitudes of interaction forces in this biological system.

Ryan Lukeman
Department of Mathematics, Statistics and Computer
Science
St. Francis Xavier University
rlukeman@stfx.ca

MS125

Field Experiments and Tracking of Animal Groups
in 3d

The key to comprehend the mechanisms of collective ani-
mal motion is to obtain quantitative empirical data of in-
dividual trajectories of group members. We present new
results both for flocks of starlings and swarms of midges
recorded in the field using a stereographic camera system
and tracked in the 3dimensional space using a built in home
algorithm. In this talk I will describe our experimental
setup and show main results of the tracking algorithm.

Stefania Melillo
Institute for Complex Systems Sapienza University of
Rome
stefania.melillo79@gmail.com

MS125

Emergent Dynamics of Laboratory Insect Swarms

Emergent collective behavior, in flocks, swarms, schools,
or crowds, is exhibited throughout the animal kingdom.
Many models have been developed to describe swarming
and flocking behavior using systems of self-propelled par-
ticles obeying simple rules or interacting via various po-
tentials. Little empirical data, however, exists for real bi-
ological systems that could be used to benchmark these
models. To fill this gap, we report measurements of labo-
ratory swarms of flying Chironomus riparius midges, using
stereoimaging and particle tracking techniques to record
three-dimensional trajectories for all the individuals in the
swarm. We present a statistical characterization of the
emergent behavior of the swarms, as well as a characteri-
zation of the small-scale interactions.

Nicholas T. Ouellette
Yale University
Department of Mechanical Engineering and Materials
Science
nicholas.ouellette@yale.edu

MS126

Probabilistic Source Regions and the Role of La-
grangian Coherent Structures

For many applications, particle back-trajectories are essen-
tial. Recent results show that a new interpretation of the
FTLE field can explain the varied origin of particles sam-
pled sequentially at a geographically fixed location. By in-

cluding subgrid turbulence, a stochastic process, the notion
of probabilistic source regions emerge. A related important
notion is the persistent barrier, connected to instantaneous
saddle points of the Eulerian field, which may lead to the
most diverse samples in terms of origins.

Amir Ebrahim Bozorg Magham
Virginia Tech
aebm@vt.edu

Shane D. Ross
Virginia Tech
Engineering Science and Mechanics
sdross@vt.edu

MS126

The Ecology of Mixing

Detailed understanding of biophysical transport in coastal
upwelling systems is critical for effective ecosystem man-
agement. Using an ocean model of the California Current
system, we discuss kinematics of patchiness generation for
buoyant Lagrangian particles (plankton). Particle aggrega-
tion is strongly controlled by coherent structures and par-
ticularly eddy merging. We review and compare metrics
to quantify patchiness (or mixedness) of this biophysical
flow, including variance based and fractal metrics, which
give surprisingly similar results for this system.

Cheryl Harrison
College of Earth, Ocean and Atmospheric Science
Oregon State University
chsharrison@gmail.com

MS126

Grand Lagrangian Deployment (glad): Dispersion
Characteristics in the Northern Gulf of Mexico

Initial dispersion, residence time, and advective pathway
results obtained from the nearly simultaneous deployment
of some 300 surface drifters in the vicinity of the DeSoto
Canyon are reported. The goal of the GLAD experiment
was to characterize, with unprecedented statistical signifi-
cance, multi-point and multi-scale dispersion properties of
the flow in the region of the Deepwater Horizon spill site in-
cluding demarcation of the advective pathways between the
Canyon and larger-scale flow features in the Gulf. For the
initial time period considered, relative dispersion is found
to be controlled by local dynamics. Very limited exchange,
either across-shelf or with nearby mesoscale features, was
observed.

Tamay Ozgokmen

University of Miami/RSMAS
tozgokmen@rsmas.miami.edu

Andrew Poje
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MS126

Trajectory Complexity Methods and Lagrangian
Coherent Structures in 3D Fluid Flows

We consider methods for identifying Lagrangian coherent
structures (LCS) in both 2D and 3D geophysical fluid flows
using individual trajectory complexities. Particulary two
complexity methods - the correlation dimension and er-
godicity defect - are discussed in the context of several
examples. The theoretical and practical advantages and
disadvantages of the complexity methods in comparison to
other standard methods is also discussed.

Sherry Scott
Department of Mathematics
Marquette University
sherry.scott@mu.edu

Irina Rypina, Lawrence Pratt
Woods Hole Oceanographic Institution
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RSMAS
Miami University
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MS127

Functional Relevance of Activity Propagation in
V1

Combining optical imaging of voltage-sensitive dye in
awake behaving monkey with appropriate denoising and
signal processing methods, we prove the existence of ac-
tivity propagation at single-trial level. Such propagations
generate dynamic lateral interactions within cartographic
representations that have strong functional implications.
For instance, interactions between feedforward waves of
activity and lateral interactions can be at the origin of
context-dependent dynamic input normalization linked to
the emergence of global mesoscopic signal.

Frederic Chavane
CNRS
Institut de Neurosciences de la Timone
frederic.chavane@univ-amu.fr

Alexandre Reynaud
Mc Gill University
alexandre.reynaud@gmx.com

Lyle Muller, Alain Destexhe
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MS127

Complex Oscillatory Patterns in a Neuronal Net-

work with Adaptation and Lateral Inhibition

Recent studies of a firing rate model for two mutually in-
hibitory neuronal populations show the existence of sev-
eral dynamical regimes, including mixed-mode oscillations.
We extend these results to a spatially distributed network
characterized by local excitatory and long-range inhibitory
connections and firing rate neuronal adaptation. We show
that intricate spatio-temporal patterns derived from the
mixed-mode solutions seen in the reduced model can occur
in certain parameter regimes.

Rodica Curtu
University of Iowa
Department of Mathematics
rodica-curtu@uiowa.edu

MS127

Spatially Coherent Dynamics in a Pair of Interact-
ing Neural Field Layers

Given the ubiquity of interconnected regions in the brain,
we present a model for a pair of interacting neural field
layers which could represent two different reciprocally con-
nected layers of brain tissue, brain regions, or pools of neu-
rons within the same layer. We study the existence and
stability of stationary solutions and explore bifurcations
to stationary and spatially-coherent oscillatory solutions
in neural fields with excitation and inhibition, including
effects of adaptation and inhomogeneous inputs.

Stefanos Folias
Department of Mathematical Sciences
University of Alaska Anchorage
sfolias@uaa.alaska.edu

MS127

Waves in Random Neural Media

While travelling waves in homogeneous neural media are
relatively well-studied, little work has been done on spa-
tially and/or temporally heterogeneous media. I will show
some recent results in this direction obtained using numer-
ical techniques developed for the study of stochastic partial
differential equations.

Carlo R. Laing
Massey University
Auckland
c.r.laing@massey.ac.nz

MS128

Controlling Collective Behavior

A key problem is how to apply a efficient control strate-
gies so that a network dynamics is exploited to obtain a
desired ordered collective behavior. In this talk, we ad-
dress this issue and also present an adaptive decentralized
pinning control technique that impose a desired dynamics
to the network. We also assess the interplay between the
synchronization state stability and the controller action to
achieve the desired controlled dynamics.

Elbert E. Macau
INPE - Brazilian National Institute for Space Research
LAC - Laboratory for Computing and Applied
Mathematics
elbert@lac.inpe.br
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MS128

Do the Functional Networks Reveal the Structural
Organization?

Experimental results typically do not access the network
structure, which is then inferred by the node dynamics.
From the dynamics one constructs a network of functional
relations, termed functional network. A fundamental ques-
tion towards the understanding of complex systems con-
cerns the relation between functional and structural net-
work. We show that the functional network can drasti-
cally differ from the topological network. We uncover the
mechanism for this abrupt change between functional and
structural networks.

Tiago Pereira
Department of Mathematics
Imperial College, London, UK
tiagophysics@googlemail.com

MS128

Dynamics of Synchronous Neurons

Neural synchronization is of interest in the stages of sleep-
ing, seizures, Parkinsons disease, depression, and more.
Here we (1) describe neuron model equations based on the
Huber and Braun (HB) work, (2) show their wide range
firing regimes, (3) discuss how these neurons develop pat-
terns of synchronous behavior, and (4) extend the model
to the multi-compartment case applied to the crab stom-
atogastric neural system.

Epaminondas Rosa
Illinois State University
Department of Physics
erosa@ilstu.edu

MS128

How to Select Neighbors for Robust Consensus

Network topology plays a critical role in collective be-
haviour, influencing the outcome, speed and robustness of
group decision-making. We gain insight into the effects of a
directed communication network on robustness of consen-
sus to noise by extending the notion of effective resistance
from undirected graphs. This allows us to relate structural
features of the directed graph to the group robustness and
derive rules by which individuals can change their neigh-
bours to improve performance.
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MS129

Turing Patterns for Nonlocal Diffusive Systems

Many physical and biological processes occur with long-

range interaction, giving rise to nonlocal in space opera-
tor equations. These operators are diffusive-like but are
bounded rather than unbounded as is the case of the diffu-
sion operator. We study systems which include such nonlo-
cal operators and show that Turing instabilities also occur,
producing patterned stable states.
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Michigan State University
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MS129

Solitary Waves in the FPU Chain: A New Exact
Solution

We consider solitary wave solutions in the Fermi-Pasta-
Ulam problem with piecewise linear nearest-neighbor inter-
actions. We show that in this case the problem reduces to
a Fredholm integral equation of the second kind, which can
be solved explicitly using the Wiener-Hopf method. Taking
advantage of the availability of an exact solution, we test
the limits of applicability of the simplest quasicontinuum
approximations of the discrete problem. We show that
in agreement with the results of Friesecke and Matthies
(2002), atomic-scale localization occurs in the high-energy
limit. Numerical simulations suggest stability of the ob-
tained solutions above a certain velocity threshold.
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MS129

Traveling Wave Solutions with Mixed Dispersal for
Spatially Periodic Fisher-KPP Equations

Traveling wave solutions to a spatially periodic nonlo-
cal/random mixed dispersal equation with KPP nonlin-
earity are studied. By constructions of super/sub solu-
tions and comparison principle, we establish the existence
of traveling wave solutions with all propagating speeds
greater than or equal to the spreading speed in every di-
rection. For speeds greater than the spreading speed, we
further investigate their uniqueness and stability.

Aijun Zhang
University of Kansas
azhang@math.ku.edu

MS130

Topological Changes in Chaotic Invariant Sets

In this talk we reveal the existence of a new codimension-1
curve that involves a topological change in the structure
of the chaotic invariant sets (attractors and saddles) in
generic dissipative systems with Shilnikov saddle-foci. This
curve is related to some spiral-like structures that appear
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in the biparameter phase plane. We show how this curve
configures the spiral structure (via the doubly-superstable
points) originated by the existence of Shilnikov homoclin-
ics and how it separates two regions with different kind of
chaotic attractors or chaotic saddles. Inside each region,
the topological structure is the same for both, chaotic at-
tractors and saddles.
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MS130

Global Study of 2D Dissipative Diffeomorphisms
with a Homoclinic Figure-eight

We consider 2D diffeomorphisms having a homoclinic
figure-eight to a dissipative saddle. We study the rich dy-
namics that they exhibit under a periodic forcing. Generi-
cally the manifolds split and undulate giving rise to a large
bifurcation diagram. Many tools to study it and to detect
the (co)existent attractors will be presented. The quali-
tative description of the global dynamics in a fundamen-
tal domain is complemented with the analysis of a return
model that provides quantitative data.
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MS130

Symbolic Tools for Deterministic Chaos

Computational technique based on the symbolic descrip-
tion utilizing kneading invariants is proposed for explo-
rations of parametric chaos in three exemplary systems
with the Lorenz attractor: the iconic Lorenz equations
from hydrodynamics, the Shimizu-Morioka model - a nor-
mal model from mathematics, and a laser model from non-
linear optics. The technique allows for uncovering the stun-
ning complexity and universality of the patterns discovered
in the bi-parametric scans of the given models and de-
tects their centers organizing a plethora of spiral structures
codimension two T(erminal)-points and separating saddles
in intrinsically fractal regions corresponding to complex
chaotic dynamics.
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MS131

A Practical Mathematical Model of Intermittent
Androgen Suppression for Prostate Cancer

Prostate cancer is an ideal target for preparing mathemat-
ical tools to treat diseases because there is a commonly
used tumor marker and a good but temporarily effective
hormone therapy. In this talk, we summarize the recent
advancements of mathematical modeling of prostate can-
cer. Our special focus is on robustly personalizing a treat-
ment schedule of intermittent androgen suppression. Some
general mathematical problems that should be considered
in the future will be also discussed.
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MS131

A Model of Personalized Androgen Ablation Ther-
apy for Metastatic Prostate Cancer

Metastatic prostate cancer is treated with continuous an-
drogen ablation. However, this approach eventually fails
due to progression to a castration-resistant state. Here, we
present a biochemically-motivated model of prostate cancer
growth that incorporates a number of personalized param-
eters. The model is used to retrospectively analyze patient
case histories in order to: (i) investigate the benefits of
continuous versus intermittent androgen ablation; and (ii)
to evaluate the potential of these parameters as biomarkers
for significant disease.

Harsh Jain
Mathematical Biosciences Institute
The Ohio State University
hjain@fsu.edu
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MS131

Immunotherapy with Androgen Deprivation Ther-
apy May Stabilize Prostate Cancer

A mathematical model of advanced prostate cancer treat-
ment is developed to examine the combined effects of
androgen deprivation therapy and immunotherapy. The
model presented in this paper examines the efficacy of den-
dritic cell vaccines when used with continuous or intermit-
tent androgen deprivation therapy schedules. Numerical
simulations of the model suggest that immunotherapy can
successfully stabilize prostate cancer growth using either
continuous or intermittent androgen deprivation.

Yang Kuang
Arizona State University
Department of Mathematics
kuang@asu.edu

MS131

The Evolution of Androgen-receptor Expression in
Prostate Cancer

In previous research we investigated natural selection act-
ing on androgen receptor expression in prostate cancer us-
ing a multi-scale model. This model outlined conditions
under which aggressive, hormone-resistant tumors arise.
Here we extend the model by generalizing its strategy space
to allow androgen expression to vary continuously. We an-
alyze the extended model using adaptive dynamics. The
results of this extended model are used to refine the pre-
dictions of the original investigation.
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MS132

Evolution Systems on Time-dependent Domains:
Study of Dynamics, Stability, and Coarsening

In this talk we discuss the key differences in the stabil-
ity picture between extended systems on time-fixed and
time-dependent spatial domains. As a paradigm, we use
the complex Swift-Hohenberg equation to study dynamic
pattern formation and evolution on time-dependent spa-
tial domains. In particular, we discuss the effects of a
time-dependent domain on the stability of spatially ho-
mogeneous and spatial periodic base states as well as on
pattern coarsening.
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MS132

Front Motion, Pinning and Depinning in One and
Two Spatial Dimensions

The 1:1 forced complex Ginzburg-Landau equation ex-
hibits bistability between spatially homogeneous equilib-
ria and thus admits traveling fronts in both one and two
dimensions. When one equilibrium becomes Turing unsta-
ble, the front can be pinned to Turing patterns (e.g. rolls
and hexagons) bifurcating from this equilibrium. Depin-
ning processes outside the parameter interval of pinning
involve stretching of the pattern wavelength accompanied
by creation or destruction of cells at a preferred distance
from the front.
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MS132

Linear Stability of Time-dependent Flows

We present a general theory and two examples for the lin-
ear stability of non-autonomous systems and present two
example of its use. The technique essentially identifies the
spectral radius of the propagator of the linear operator
as the appropriate measure for the amplification of initial
perturbations by the linearized dynamics. The technique
connects and generalizes the classical modal stability the-
ory using eigenvalues and the non-modal approaches using
optimal growth of energy.
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MS132

Dynamic Bifurcations and Melting-boundary Con-
vection

This talk focuses on a simple physically motivated model
of time-dependent changes in stability. The talk presents
a model for weakly nonlinear thermal convection in a fluid
layer with a melting top boundary. This leads to the deriva-
tion of a new set of non-autonomous envelope equations
as a dynamic generalization to the well-known Ginzburg-
Landau equation. However, because of the interaction of
two destabilizing mechanisms (convection and morpholog-
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ical dynamics), this new system possesses a number of in-
teresting properties not found in systems close to a tradi-
tional dynamic bifurcation. The presentation will highlight
some of the properties of this system both analytically and
numerically; specifically, we’ll find the robust “locking in’
of spatially complex patterns, and show this is a general
feature of systems of this nature.
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MS133

How Do Cells Detect the Frequency of Pulsatile
Chemical Signals?

A hallmark of the endocrine system is pulsatile hormone
secretion. Target cells often respond to pulsatile hormones
differentially depending on pulse frequency. To distin-
guish responses to pulse frequency from responses to chang-
ing hormone dose, we consider the frequency response of
target cells to a family of dose normalized input signals.
We show that simple nonlinear feedforward systems can
show increasing, decreasing, or non-monotonic frequency
responses to pulsatile signals with constant mean dose.
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MS133

(Exploiting the) Fast and Slow Time Scales in Cel-
lular Signalling

Oscillations and bursts act as signals in many cell types,
including those involved in neuronal firing and cell secre-
tion. A key feature of the dynamics in there cells is that
some physiological processes evolve much faster than oth-
ers. We can take advantage of this separation in timescales
to analyse models using geometric singular perturbation
techniques. These techniques allow us to explain ‘tran-
sient’ responses as well as long-term dynamics by identi-
fying canards and invariant manifolds that organise the
phasespace.

Emily Harvey
University of Auckland
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MS133

Population Spiking Dynamics and Signal Process-

ing in Vasopressin Neurons

The magnocellular vasopressin neurons of the hypothala-
mus act to maintain osmotic pressure by regulating kidney
function. Experiments show a robust linear relationship
between osmotic pressure and vasopressin hormone secre-
tion despite the very non-linear properties of spike gen-
eration and stimulus-secretion coupling in the vasopressin
neurons. Here we simulate the spiking and secretion mech-
anisms, and use a population model to examine how cell
heterogeneity interacts with the spiking and secretion prop-
erties to produce a linear population response.

Duncan J. MacGregor, Gareth Leng
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MS133

Modeling the Glucagon Secreting Alpha Cell

While pancreatic β-cells release insulin in response to high
glucose levels, α-cells release glucagon when blood glucose
is low. Both insulin and glucagon work together to main-
tain glucose homeostasis. While the mechanisms leading to
insulin secretion are fairly well understood, how glucagon
secretion is suppressed at high glucose levels is still de-
bated. We developed a mathematical model of the α-cell
and investigated intrinsic mechanisms that lead to the sup-
pression of glucagon secretion.
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MS134

Heterogeneity and Correlation Transfer in Noise-
Driven Oscillators

We consider the ability of two uncoupled heterogeneous os-
cillators to synchronize when driven with colored partially
correlated noise. We derive equations for the stationary
density of the phase difference assuming small noise and
find two surprising results :

1. at low correlations it is possible for pairs of heteroge-
neous oscillators to synchronize better than a pair of
homogeneous oscillators;

2. if the oscillators have different frequencies, there is a
nonzero time scale of the noise that maximizes syn-
chrony

Bard Ermentrout
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MS134

Infering Phase Dynamics from Observations of Os-
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cillatory Networks

It is described, how the interconnections in a network of
coupled oscillators can be detected from the processing of
the observed multivariate time series. The procedure sug-
gested leads to invariant description in terms of phases,
independent on the obseravbles and embeding used, and
delivers phase equations in the form used in theory. The
method is illustrated with the analysis of experimental
data.
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MS134

Geometry of Irregular Oscillations and Applica-
tions

Phase of irregular oscillations in nonlinear and non-
equilibrium systems becomes arbitrary with fluctuations
in amplitude. The problem amounts to correctly iden-
tifying those system states that are in the same phase.
For limit-cycle oscillators, states are identified by hyper-
surfaces called isochrones. We propose a generalization of
isochrones for an application to irregular oscillations. The
dynamics of the resultant phase is on average decoupled
of the amplitude dynamics. The approach is illustrated by
applications to pulmonary respiration.
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Bifurcations of Bursting Polyrhythms in 3-Cell
Central Pattern Generators

We identify and describe the principal bifurcations of
bursting rhythms in multifunctional central pattern gen-
erators (CPG) composed of three neurons connected by
fast inhibitory or excitatory synapses. We develop a set of
computational tools that reduce high-order dynamics in bi-
ologically relevant CPG models to low-dimensional return
mappings that measure the phase lags between cells. We
examine bifurcations of fixed points and invariant curves
in such mappings as coupling properties of inhibitory and
excitatory synapses are varied. These bifurcations corre-
spond to changes in the availability of the network’s phase
locked rhythmic activities such as periodic and aperiodic
bursting patterns. As such, our findings provide a system-
atic basis for understanding plausible biophysical mecha-
nisms for the regulation of, and switching between, motor
patterns generated by various animals.
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MS135

Sensory Encoding Mechanisms in Neuronal Dy-
namics

In sensory systems, it has been widely observed that recep-
tor cells outnumber the neurons in the immediate down-
stream layer by several orders of magnitude. Thus, a nat-
ural question to ask is how much information is lost be-
cause of this reduction? We answer this question using
compressed sensing theory as a tool for quantifying infor-
mation retention in an idealized retinal model. Via numeri-
cal simulations and mathematical analysis, we demonstrate
several necessary conditions for data compression.
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MS135

Low-dimensional Descriptions of Neural Networks

Biological neural circuits display both spontaneous asyn-
chronous activity, and complex, yet ordered activity while
actively responding to input. When can model neural net-
works demonstrate both regimes? Recently, researchers
have demonstrated this capability in large, recurrently con-
nected neural networks, or “liquid state machines”, with
chaotic activity. We study the transition to chaos in a fam-
ily of such networks, and use principal orthogonal decom-
position techniques to provide a low-dimensional descrip-
tion of network activity. We find that key characteristics of
this transition depend critically on whether a fundamental
neurobiological constraint — that most neurons are either
excitatory or inhibitory — is satisfied.
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MS135

Information Transmission in Discrete Feedforward
Networks

We study the emergence of neutral stability and rate prop-
agation in stochastic feedforward networks. Spectral prop-
erties of a mean-field approximation can reveal when com-
plex dynamics and high levels of information transmission
co-occur in these networks. A key issue is robustness to
connection parameters, which can be improved by adding
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biological factors such as noise and inhibition. We fur-
ther examine how biophysically motivated learning rules
can control network connectivity to improve information
transmission.
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MS135

Wave Patterns in an Excitable Neuronal Network

This talk describes a study of spiral- and target-like waves
traveling in a two-dimensional network of integrate-and-fire
neurons with close-neighbor coupling. Individual neurons
are driven by Poisson spike trains. Waves begin as a target
or a spiral, and evolve into a straight ”zebra”-like grat-
ing. The wavelength and wave speed of the patterns were
investigated, as were the temporal power spectra of the os-
cillations experienced by the individual neurons as waves
were passing through them.
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MS136

Multistable Dynamics of Stochastically Switching
Networks

We consider multistable dynamical networks whose con-
nections switch stochastically according to a given rule.
The stochastic switching can be a sequence of independent
random vectors or a Markov vector process. We study dy-
namical properties of the multistable switching networks
as a function of the switching frequency. We also analyze
how the switching network topology of dynamical networks
can enhance the performance of networks with static con-
nections.
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MS136

On Convergence and Synchronization in Piecewise
Smooth Networks

Switching in complex networks can be undesired when
the goal is to guarantee emergence of coordinated mo-
tion. Conversely, it can be usefully exploited to design
distributed control laws for the emergence of desired coor-
dinated behaviour. We consider hybrid-switched networks
of dynamical systems and present new tools to study con-
vergence of all agents towards the same evolution. We
use these tools to develop novel switched strategies to con-
trol the emergence and properties of such coordinated be-
haviour.
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MS136

Neighborhood Gossip: Exploiting Structure in
Moving Neighborhood Networks to Discover
Global Environmental Variables

We consider a network of mobile agents that act as point
environmental sensors, where agents communicate only lo-
cally. Suppose the network task is to approximately de-
scribe some enviromental state over the domain of move-
ment, where typically global information is required (such
as transport problems). We describe techniques to exploit
the Moving Neighborhood Network structure and topology
to resolve the function using local processing information.
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Information Transfer in Coupled Oscillator Net-
works: Uncertainty, Influence, and Effects of Blink-
ing Channels

Causality inference is central in nonlinear time series anal-
ysis. A popular approach to infer causality between two
processes is to measure the information transfer between
them, a notion termed as transfer entropy. Using networks
of coupled oscillators, we show that the presence of indirect
interactions, common drivers, and blinking channels often
results in erroneous identification of network connections.
We overcome these limitations by developing an entropy
reduction approach, whose effectiveness is tested against
various networks.
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PP0

The Tranport Through Nontwist Barriers in a
Model Describing Magnetic Field Lines in Toka-
maks

We use a symplectic map to model magnetic field lines in
tokamaks perturbed by ergodic magnetic limiter. Partic-
ularly, we are interested in the transport of trajectories
under the influence of nonmonotonic safety factor profiles,
leading to nontwist scenarios characterized by the pres-
ence of a robust invariant torus (shearless). In the present
work we study a parameter space profile and the shearless
breakup that marks the onset of the transport of trajecto-
ries towards the boundary.
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Dynamics of Short Desynchronization Episodes in



DS13 Abstracts 225

the Brain

While neural synchronization is widely observed in neuro-
science, neural oscillations are rarely in perfect synchrony
and go in and out of phase in time. We found that neu-
ral synchronization in different circuits of the brain fol-
lows qualitatively similar temporal pattern: desynchro-
nization episodes are very short, but frequent. We explore
the mechanisms responsible for these patterns in simple
conductance-based models. We show that short desyn-
chronizations may allow for higher levels of synchrony with
weaker synaptic connections.
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PP0

Localized Pattern in Periodically Forced Systems

Oscillons, spatially localized oscillatory patterns, were dis-
covered in the Faraday wave experiment in the 1990s. We
reduce a simple model PDE [A.M.Rucklidge & M.Silber,
SIADS 8 (2009) 298-347] with parametric forcing to
the forced complex Ginzburg-Landau equation where it
is known [J.Burke, A.Yochelis & E.Knobloch, SIADS 7
(2008) 651-711] that oscillons can be found, and are able to
demonstrate a quantitative connection between the oscil-
lons found numerically in the model PDE and those from
the forced complex Ginzburg-Landau equation.
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PP0

The Swarm and the Mosquito: Information Trans-
fer, Co-Operation and Decision Making in a Group

Mosquitoes form swarms which serve selected functions
during mating behavior. Males fly together in a “coher-
ent’ group, which attracts the attention of nearby females.
Communication between individuals is observed to rely on
acoustic interaction; each mosquito dynamically adjusts its
wing beat frequency in response to the sound of its neigh-
bors. We present experimental data investigating the na-
ture of these interactions, and discuss them in the broader
context of swarm structure, dynamics and stability.
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PP0

Algorithm for Interval Linear Programming Involv-
ing Interval Constraints*

In real optimization, we always meet the criteria of useful
outcomes increasing or expenses decreasing and demands
of lower uncertainty. Therefore, we usually formulate an
optimization problem under conditions of uncertainty. In
this paper, a new method for solving linear programming
problems with fuzzy parameters in the objective function
and the constraints based on preference relations between
intervals is investigated. To illustrate the efficiency of the
proposed method, a numerical example is presented.
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Travelling Waves in a Fractional Fisher Equation
Using the Homotopy Analysis Method

In this poster, the Homotopy Analysis Method (HAM),
which is a powerful tool to solve nonlinear equations and
originally proposed by Liao, is applied to traveling waves in
the fractional Fisher equation. Different from traditional
perturbation techniques, HAM does not rely on small pa-
rameters. HAM makes use of an auxiliary convergence pa-
rameter to provide an efficient way to determine the con-
vergence region of the series. Numerical examples are given
to support the idea.
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PP0

Mesoscale Symmetries Explain Dynamical Equiva-
lence of Food Webs

A goal of complex system research is to identify dynam-
ical implications of network structure, such as small mo-
tifs influencing the dynamics on the network as a whole.
Here, we investigate ecological food webs, complex hetero-
geneous networks of interacting populations. We show that
certain mesoscale symmetries imply the existence of local-
ized dynamical modes. If unstable they cause dynamical
instability regardless of the embedding network; if stable
their removal results in a smaller but dynamically equiva-
lent network.
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Investigating Physical Experiments with Control-
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Based Continuation

We present a general method for systematically investi-
gating the dynamics and bifurcations of a physical non-
linear experiment. In particular, we show how the odd-
number limitation inherent in a popular non-invasive con-
trol scheme, (Pyragas) time-delayed feedback control, can
be overcome for experiments with periodic forcing. To
demonstrate the use of our non-invasive control, we trace
out experimentally the resonance surface of a nonlinear
oscillator near the onset of instability, around two saddle-
node bifurcations (folds) and a cusp bifurcation.
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PP0

Analysis of Fluid Systems from the Optical Flow-
Approximate Vector Fields

Analysis of fluid systems such as the ocean and atmosphere
is important topics in current research. To analyze global
dynamics of such systems, such as coherent pairs and trans-
port barriers, the vector fields of the systems are required.
In the absence of a prior model, multi-time step optical
flow technique can be employed on remote data to deter-
mine the vector fields. In this work, the transport barriers
for the Jupiters atmospheric data are explained.
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Spatiotemporal Dynamics of Alternans Nodes in
Heterogeneous Cardiac Tissue

We study the behavior of electrical alternans, a period-
2 cardiac rhythm resulting in beat-to-beat alternations in
action potential duration (APD). In extended tissue, al-
ternans may become spatially discordant, characterized
by out-of-phase regions in APD alternation separated by
nodes where APD remains constant from beat to beat. We
investigate the effects that continuous and discontinous
gradients ofelectrophysiological properties have on nodal
formation, position and motion.
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PP0

Coarse-Graining of Bursting Dynamics

We have developed a numerical method that maps be-
tween the variables of a bursting neural network (for which
the equations are known) and the variables of a simplified
model (for which the equations are unknown). By simu-

lating the neural network for short periods of time we can
estimate the dynamics the simplified model should retain
and gain a better understanding of the restrictions on the
parameters domain for which the simplification is valid.
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PP0

Why People Walk in Circles?

People use their senses, most dominantly sight and hear-
ing, to interpret geographical cues in order to navigate to
a target location. How does the process work if no cues are
present and the only information is the initial direction to-
wards the target location? Experiments suggest that peo-
ple are not capable of walking straight and form surpris-
ingly small looped trajectories. The analysis of experimen-
tal data infers a parametric family of stochastic difference
models with individual-based set of parameters reflecting
the directional bias and other properties of individual’s mo-
tion. We analyze the stochastic process in terms of the first
exit time problem.
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Use of Quasi-Steady-State Assumptions in the
Analysis of Biophysical Models

Many biological systems have the property that some pro-
cesses evolve much faster than others. Mathematical mod-
els of such systems often possess different time scales.
A common first step in the analysis of these models is
to remove fast variables by making quasi-steady-state as-
sumptions. Unfortunately, quasi-steady-state reduction
can sometimes cause significant changes in dynamics. We
discuss progress on establishing conditions under which
quasi-steady-state reduction is mathematically justifiable
and will not disrupt the dynamics of the model.
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Entrainment of Neuronal Models in Noise

We study properties of entrainment of stochastic neuronal
models to periodically-modulated inputs. We consider
spike phases as generated by a Markov chains on the circle,
and analyze path-wise dynamic properties, such as stochas-
tic periodicity (or phase-locking) and stochastic quasiperi-
odicity. We show how these properties are read off of the
geometry of the spectrum of the transition operator in rep-
resentative model examples, and investigate how the en-
trainment properties change with parameters.
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Calcium Dynamics in Airway Smooth Muscle Cells

Free cytoplasmic calcium ions in human airway smooth
muscle cells are quite important in regulating the airway
contraction that contributes to our normal breath. Ex-
periments show in the present of agonist calcium changes
in form of oscillations and propagates in waves.Here we
construct a dynamical model to explore what leads to the
oscillatory behavior, which is a way to understand how the
calcium affects our breath and will be very useful to the
research of pathology of asthma.
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Maths department of the University of Auckland
pcao002@aucklanduni.ac.nz

PP0

Bifurcations in Bifurcations: a Dynamical Analysis
of An Impacting T-Junction Flow

Fluid flows through pipe T-junctions appear commonly,
for instance, in industrial systems and blood vessels. We
consider a junction with square cross-section, where fluid
splits to two side channels. A local bifurcation analysis—
using numerical continuation on the Reynolds number
Re—reveals a supercritical pitchfork bifurcation at Re ≈
430, beyond which the outflow pipes contain asymmetric
counter-rotating vortices. A supercritical Hopf bifurcation
next occurs at Re ≈ 540.
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Regulation of Electrical Bursting in a Spatio-
Temporal Model of a Gnrh Neuron

Gonadotropin-releasing hormone (GnRH) neurons are hy-
pothalamic neurons that control the pulsatile release of
GnRH that governs fertility and reproduction in mammals.
The mechanisms underlying the pulsatile release of GnRH
are not well understood. We construct a spatio-temporal
model to understand how the soma and dendrite of the
GnRH neuron interact to control bursting, which is initi-
ated in a region approximately 100 micrometers away from
the soma, but is controlled by the mechanisms in the soma.

Xingjiang Chen
Department of Mathematics, The University of Auckland
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Acoustic Detection and Ranging Using Solvable
Chaos

Acoustic experiments demonstrate a novel approach to de-
tection and ranging that exploits the properties of a solv-
able chaotic oscillator. This nonlinear oscillator includes an
ordinary differential equation and a discrete switching con-
dition and provides the wideband transmitted waveform.
The hybrid system admits an exact analytic solution as
the linear convolution of binary symbols and a single basis
function, which enables coherent reception using a simple
analog matched filter and without need for digital sampling
or signal processing. An audio frequency implementation
of the transmitter and receiver is described, and successful
acoustic detection and ranging measurements demonstrate
the viability of the approach.
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The Lorenz System Near the Loss of the Foliation
Condition

We study the Lorenz system in a parameter regime where
the foliation condition fails, which means the reduction to a
one-dimensional map is not possible. We consider a tran-
sition where the one-dimensional stable manifolds of two
secondary equilibria undergo a sudden dramatic change.
We explain the effect of this change on the two-dimensional
stable manifold of the origin and its role in the loss of the
foliation condition.

Jennifer Creaser
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Symmetry Breaking in Colliding Disk Systems

We develop an alternative collision rule to those developed
in current work on hard disk systems (Dellago, Posch, et.
al). The proposed collision rule leads to symmetry break-
ing and the invalidation of the conjugate pairing rule for
Lyapunov exponents. Comparison of numerical results to
those obtained using existing methods is discussed. The
approach is considered as one way of taming chaos in prob-
lems of interacting systems with a high number of degrees
of freedom.
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Spatially-Shifted Feedback Control of Turbulent
Behavior in Advection Diffusion Systems

We present experimental and theoretical results related to
the control of actively mode-locked lasers, using delayed
feedback, a problem that is equivalent to the control of
advection-diffusion systems with spatially shifted feedback.
Tiny feedback levels (1e-8 in our experiment) lead to spec-
tacular efficiencies, although the process is different from
OGY-type control. This method is efficient when large
transient growth is present in the system.
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Happiness and Movement on Twitter

Using status updates collected from Twitter’s gardenhose
feed, we explore population-level happiness. We employ
a simple real time hedonometer that is effective on large
quantities of text. Many Twitter users enable geo-location
of their tweets. For these users, we explore the relationship
between their location, average movement, and happiness.
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Random and Regular Dynamics of Stochastically
Driven Neuronal Networks

Dynamical properties of Integrate-and-Fire neuronal net-
works with multiple time scales of excitatory and in-
hibitory neuronal conductances driven by random Pois-
son trains of external spikes will be discussed. Both the
asynchronous regime in which the network spikes arrive at
completely random times and the synchronous regime in
which network spikes arrive within periodically repeating,
well-separated time periods, even though individual neu-
rons spike randomly will be presented.
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Formation of Localized Hot Spots of Criminal Ac-
tivity in a Model Incorporating Non-Local Effects

A ubiquitous feature of crime is the spatially and tempo-
rally patterned hot spot or local region of high levels of
criminal activity. Understanding the dynamics and mech-
anisms underlying the formation and dissipation of hot
spots is of importance in modern policing. We analyze
a spatially structured model of criminal activity that in-
corporates non-local interactions in the environment. We
demonstrate conditions for the formation and stability of
hot spots in a partial differential integral model.
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Stochastic Simulation of RNAP Elongation

Motion of a polymerase in a transcription process experi-
ences multiple short pauses, which, together with high den-
sity of transcribing polymerases, may effect overall tran-
scription rate. We developed a new algorithm to simulate
one-dimensional Total Asymmetric Simple Exclusion Pro-
cess (TASEP) with open boundaries where the hopping
rates between neighboring sites are allowed to change both
in space and time. Our implementation uses multiple runs
of a discrete event simulator with each run having a time
complexity O(mn log n) where m is the total number of
simulated polymerases and n is the length of the DNA
strand. We compare our algorithm to a classical algorithm
of Boortz and Lebowitz which is being used for simula-
tions of stationary distribution for TASEP with hopping
rates that depend on space only.
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Traveling Waves in a Gasless Combustion Model
with Heat Loss

We consider a model of gasless combustion with heat loss,
where the heat loss from the system to the environment is
formulated according to Newtons law of cooling. The pde
system that describes evolution of the temperature and
remaining fuel contains two small parameters, a diffusion
coefficient for the fuel and a heat loss parameter. We use
geometric singular perturbation theory to show existence of
traveling waves in this system and then study their spectral
and nonlinear stability.
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Bifurcation Analysis of a Civil Transport Aircraft’s
Upset Behaviour

Unintended and/or extreme dynamics outside the design
flight envelope of an aircraft are referred to as upset be-
haviour. An upset can induce a loss-of-control accident —
the leading cause of civil aviation fatalities — if the pi-
lot does not respond correctly. We present a bifurcation
analysis of the NASA generic airliner model that identi-
fies attractors that correspond to various upset behaviour,

including different types of spin.
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Approximate Deconvolution for Large-eddy Simu-
lation (LES) on Adaptive Grids

LES and adaptive grids reduce the computational cost of
turbulence modeling, but combining these techniques gen-
erates errors. Inaccuracies in subfilter models limit LES so-
lution reliability at the grid scale, contaminating the inter-
polated solution at grid interfaces. The grid interface also
reflects high wavenumber solution components. Approx-
imate deconvolution can improve the grid scale solution.
Results from isotropic turbulence advected past a grid in-
terface show approximate deconvolution reduces interface
perturbations and hastens convergence to the downstream
solution.
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Interplay Between Energy-Market Dynamics and
Physical Stability of a Smart Power Grid

A smart power grid is currently being envisioned for the
future in which, among other features, users would be able
to play the dual role of consumers as well as producers
and traders of energy, thanks to emerging renewable energy
production and energy storage technologies. As a complex
dynamical system, any power grid is subject to physical
instabilities. With existing grids, such instabilities tend to
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be caused by natural disasters, human errors, or weather-
related peaks in energy demand. We analyze the impact,
upon the stability of a smart grid, of the energy-market
dynamics arising from users ability to buy from and sell
energy to other users. The stability analysis of the re-
sulting dynamical system is performed assuming different
proposed models for this market of the future, and the cor-
responding stability regions in parameter space are identi-
fied. We test our theoretical findings by comparing them
with data collected from some existing prototype systems.
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Using the Ensemble Kalman Filter to Track Links
in Neuronal Networks

We demonstrate the use of the unscented Kalman filter
for the detection and tracking of network links using time
series data generated from a network of Hindmarsh-Rose
neurons. We show the ability of the filter to identify the
links when confronted with increasing amounts of noise as
well as model error. Additionally, the filter is shown to have
the ability to track non-stationary connections even when
an incorrect assumption of their dynamics is assumed.
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Shock-Fronted Travelling Wave Solutions Arising
in a Model of Tumour Invasion

Within mathematical biology there exists a class of
advection-reaction-diffusion (ARD) models that support
travelling wave solutions and demonstrate a possible tran-
sition from smooth to shock-fronted waves. We present re-
sults for one particular ARD model describing malignant
tumour invasion. Numerical solutions indicate that both
smooth and shock-fronted travelling wave solutions exist
for this model. We verify the existence of these solutions
using techniques from geometric singular perturbation and
canard theory and provide results on stability.
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Observability of Nonlinear Dynamics of Elastic
Flight Vehicle

In this paper, global observability analysis of nonlinear
dynamics of a flexible supersonic flight vehicle based on
rank condition method is presented. The observability
algorithm under the input action is clarified and imple-
mented. Singular value variations of flight vehicles observ-
ability space is used as a criteria expressed applicable defi-
nition for mathematical concept of observability in critical
regions where singular values are near to zero. Mathe-
matical relations between different types of observability
for nonlinear dynamics is studied. Using SOSTOOLS and
Yalmip, a novel method is presented to find continuous
observable regions of variables. The average of condition
numbers for observability space constructed at operational
points of flight system states, is compared in rigid and elas-
tic models of flight vehicles to exhibit the aeroelasticity ef-
fect on the observability of flight vehicle. Singular points
created when dimension of observability space is reduced.
An Algabraic nonlinear equation set is offered to find all
local singular points of nonlinear dynamics.
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Delay Induced Dynamics of Adaptive Epidemic
Models

An extension of an epidemiological susceptible-infected-
susceptible (SIS) model on an adaptive network, featuring
constant sojourn times in the infected state is investigated.
Moment expansion, pair approximation and survival anal-
ysis are applied for mapping the high dimensional discrete
model based on local rules onto a set of continuous macro-
scopic observables. The resulting nonlinear delay differen-
tial equations capturing the emergent level behavior of the
model are analyzed; revealing complex dynamical behavior
such as bistability, oscillations and bursting.
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Analysis of Size Structured Population Models in
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Marine Ecosystems

We investigate size structured population models to de-
scribe specific aspects of marine ecosystems. The evolution
of the density size distribution of a population as function
of time and individual size is described by an integro-PDE.
The biological questions which motivate our mathematical
investigations are predator-prey cycles and coexistence of
several species depending on e.g. resource level. We deter-
mine regions in parameter space with different qualitative
behavior of the solution and present their biological inter-
pretation.
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Characterization and Observations of Nonlinear
Charged Particle Dynamics and Chaos in the Mag-
netotail

The use of nonlinear dynamics modeling and satellite mea-
surements of an ion distribution function signature is used
to infer the meso-scale structure of the magnetotail. Addi-
tionally, we discuss quantitative measurements of particle
chaos in the magnetotail focusing on the Lyapunov expo-
nent and the fractal structure of the basin boundary be-
tween forward and back-scattered particles. The resonance
phenomena that produces the ion signature is also apparent
in the Lyapunov exponent and the fractal dimensionality.
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Effects of Freeplay on the Dynamic Stability of An
Aircraft Main Landing Gear

We study the occurrence of (unwanted) shimmy oscillations
of a dual-wheel aircraft main landing gear, which is mod-
elled with torsional, lateral, longitidunal and axial degrees

of freedom, as well as freeplay in the torque-link. By means
of a bifurcation study in dependence on forward velocity
and loading force on the gear, we show that the occurence
or not of shimmy oscillations depends very sensitively on
the amount of freeplay.
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Computing Stability of Mosquito Motion

We use the rigid body simulation software TREP to create
a computational model of a mosquito. Using quasi-steady
assumptions for the wing aerodynamics, along with an im-
posed periodic wing motion drawn from measurements of
mosquitoes, we perturb the wing motion and body initial
conditions to find steadily translating states of the insect’s
body motion. We then examine the stability characteris-
tics of these states, finding pitch and roll instabilities, along
with a non-self adjoint structure to the Jacobian matrix.
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Synchronization of Hypernetworks: Dimension-
ality Reduction Through Simultaneous Block-
Diagonalization of Matrices

We present a general framework to study stability of the
synchronous solution for a hypernetwork of coupled dy-
namical systems. We are able to reduce the dimensionality
of the problem by using simultaneous block-diagonalization
of matrices. Under certain conditions, this technique may
yield a substantial reduction of the dimensionality of very
large systems. We apply our reduction technique to a num-
ber of different examples.
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2-θ Neuron Model for 3-Cell Inhibitory Central
Pattern Generators

We examine bifurcations and stability of multi-patterns in
3-cell CPGs of inhibitory bursting neurons using 2-θ neu-
ron models. Reducing the Hodgkin-Huxley models to 1D
2-θ models allows comprehensive analysis of the system.
The model was tested for the transitions to specific robust
bursting patterns as found in plausible Hodgkin-Huxley
models and follow pattern formations with duty-cycle and
asymmetric connections. Pattern detection and stability
are determined using return maps for phase-lags on 2D
tori.
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Interaction Between Aircraft Landing Gear Dy-
namics and Fuselage Modes

Cockpit vibrations experienced by pilots during aircraft
take off and landing are thought to be caused by shimmy
oscillations of the nose landing gear that feed into the fuse-
lage. To test this hypothesis and to investigate the nature
of the mutual interaction involved, a mathematical model
is presented that couples the nose landing gear dynamics
with horizontal and vertical modes of the fuselage.
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Distributive Zooplankton Digestion Delay on
Planktonic Dynamic

A mathematical model is proposed to study of the dis-
tributive zooplankton digestion delay on planktonic dy-
namic. The model includes three state variables viz., nutri-
ent concentration, phytoplankton biomass and zooplank-
ton biomass. The release of toxic substance by phyto-
plankton species reduces the growth of zooplankton and
this plays an important role in plankton dynamics. In this
paper, we introduce a delay (time-lag) in the digestion of
phytoplankton by zooplankton. The stability analysis of
all the feasible equilibria are studied and the existence of
Hopf-bifurcation for the interior equilibrium of the system
is explored. From the above analysis, we observe that the
supply rate of nutrient and delay parameter play important
role in changing the dynamical behaviour of the underly-
ing system. Further we have derived the explicit algorithm
which determine the direction and the stability of Hopf-
bifurcation solution. Finally numerical simulation is car-
ried out to support the theoretical result.
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A Closed Npz Model With Delayed Nutrient Re-
cycling

We consider a closed Nutrient-Phytoplankton-Zooplankton
(NPZ) model that allows for a delay in the nutrient re-
cycling. Mathematical properties that come from such a
model are discussed, as well as their biological implications.
Biomass is conserved in the system in a way that relates to
the delay distribution of the nutrient recycling. The sta-
bility of the equilibrium solutions depends on the quantity
of biomass in the system as well as on the length of delay.
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Chaos and Reliability in Fluctuation-Driven, Bal-
anced Spiking Networks

The question of reliability arises for any dynamical system
driven by an input signal: if the same signal is presented
many times with different initial conditions, will the system
entrain to the signal in a repeatable way? Reliability is of
particular interest in large, randomly coupled networks of
excitatory and inhibitory units. Such networks are ubiq-
uitous in neuroscience, but are known to autonomously
produce strongly chaotic dynamics an obvious threat to
reliability. Here, we show that such chaos also occurs in
the presence of weak and strong stimuli. However, even in
the chaotic regime, intermittent periods of highly reliable
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spiking often coexist with unreliable activity. We propose a
framework to better understand these complex dynamics,
leveraging results from random dynamical systems (RDS)
theory, by establishing the effect of the underlying chaotic
attractor’s geometry on output spike trains.
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Isochrons in the Fitzhugh-Nagumo Model

An isochron is the set of all points in the basin of an attract-
ing periodic orbit that converge to the periodic orbit with
the same asymptotic phase. We will demonstrate how, via
the continuation of suitable orbit segments, isochrons can
be computed accurately and reliably. As a concrete exam-
ple we determine the isochrons of the Fitzhugh-Nagumo
model as studied by Arthur Winfree in 1980.
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Aggressive Shadowing of a Low-Dimensional Model
of Atmospheric Dynamics

Predictions of atmospheric dynamics suffer from the con-
sequences of chaos: models quickly diverge from observa-
tions, as initial state uncertainty is amplified by nonlinear-
ity. Using the Lorenz ’96 coupled system, we extend a tech-
nique called inflation, whereby the ensemble of forecasts
is regularly expanded artificially along contracting dimen-
sions. Targeted inflation is shown to increase the length
of time for which the best ensemble member remains close
to the truth. Utilized appropriately, inflation may improve
predictions for the future states of physical phenomena.
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Numerical Continuation of Invariant Solutions of

Pdes with Symmetries

We consider the problem of numerically continuing solu-
tions of partial differential equations (PDEs) with sym-
metries. In particular, we work with the 1D complex
Ginzburg-Landau equation (CGLE) and will present a nu-
merical study designed to continue a set of invariant solu-
tions of the CGLE from one chaotic regime into another.

Vanessa Lopez-Marrero
IBM T. J. Watson Research Center
lopezva@us.ibm.com
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Asymmetric Coherent Structures in One and Two
Space Dimensions

We consider the effects of symmetry breaking perturba-
tions on localized structures in one and two space dimen-
sions. In particular, we develop a general framework for
understanding the effects of such perturbations on pattern
formation, construct a scenario under which isolas are pre-
dicted to bifurcate from a snaking solution branch, and
demonstrate numerically that the solutions of such a sys-
tem evolve as predicted.
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Assimilation of Lagrangian Ocean Data

Lagrangian instruments which are carried by the flow have
become popular tools for providing measurements of ocean
dynamics. Ocean dynamics are often modeled as nonlin-
ear processes, and this nonlinearity creates a sensitivity to
initial conditions and model parameters that can ruin fore-
casts even with relatively small errors in estimates of these
parameters. This work focuses on assimilating Lagrangian
tracer data into nonlinear models of ocean dynamics to im-
prove estimates of initial conditions and model parameters.

Adam B. Mallen
Marquette University
adam.mallen@marquette.edu
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Asynchronous Inhibition and Small Neuronal Net-
work Dynamics

In cortical neuronal network models, basket cells are as-
sumed to mediate a fast phasic inhibitory signal through
GABA-A synapses via synchronous release of neurotrans-
mitter vescicles. Recent experiments have studied a class
of basket cells that release asynchronous neurotransmit-
ter release. In this study we investigate the dynamics of
a small neuronal network with excitatory, fast-spiking in-
hibitory and a novel class of inhibitory neurons that can
release neurotransmistter vescicles asynchronously.

Sashi Marella
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Voltage-Dependent Stochastic Gating Models Of
Tric-B Channels

TRIC-A and TRIC-B are two, related, trimeric intracellu-
lar cation channels present in sarcoplasmic reticulum (SR)
and are thought to provide counter-current for SR Ca2+-
release that is crucial for muscle contraction. We present
stochastic models of the voltage-regulated gating of TRIC-
B channels based on single channel data. We analyse the ef-
fects of different connectivity schemes on model behaviour
in order to better evaluate and understand the role of this
ion channel in intracellular calcium release and control.
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Dynamics, Networks and Energy Efficiency

Models of innovation uptake can be based on various fac-
tors: a) rational decision-making with regards to the in-
trinsic value of a product; b) social spreading of technology
or ideas induced by peer-to-peer communication of infor-
mation; c) interaction with the “market’ via a global feed-
back. For certain innovative technologies or behaviours the
decision to adopt may be based on a combination of these
factors. This is particularly the case for energy-related
innovations, where some are more visible and socially de-
sirable (such as solar panels) compared to others which are
hidden (such as home insulation). We introduce a thresh-
old diffusion model for the dynamics of the adoption of such
innovations that is based on a combination of all three fac-
tors, along with dynamical-systems inspired methods for
analysing and understanding the numerically observed dif-
fusion behaviour.
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Optimal Control in Lagrangian Data Assimilation

Inferring the state of an ocean flow is an integral part of
environmental monitoring, conservation efforts, and miti-
gation strategies for weather events. Autonomous vehicles
with a limited capacity for locomotion are increasingly be-
ing used for data assimilation of quantities of interest in
the ocean, including the time-dependent velocity field. We
assess the efficacy of optimal control techniques to guide
Lagrangian data assimilation in 1- and 2-dimensional flows,
focusing on assimilation of the velocity field itself.
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An Adaptive Algorithm for Estimation of Synaptic
Strengths in a Network of Neurons

The behavior of interconnected neurons depends largely on
the synaptic coupling and can be analyzed using nonlinear
dynamical models. Finding the strength of connections re-
quires developing a new system identification method to
overcome problems of nonsmooth error function and un-
observable states. We describe an adaptive algorithm to
determine the connections in a self-oscillatory network of
Izhikevich neurons. Individual membrane potentials are
observed and the states of the model are estimated by the
Unscented Kalman Filter.
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Lobe Dynamics and Homoclinic Tangles in Atmo-
spheric Flows

The primary concern for geophysical flows are the finite
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time nature and the arbitrary time dependence in con-
trast to classical dynamical systems. Recent work on
2D quasi-horizontal approximations of atmospheric mo-
tion have demonstrated that there are aperiodic, finite-
time analogs of homoclinic tangles and lobe dynamics,
e.g., around hurricane boundaries, such as using FTLE
based identification of coherent structures. We apply meth-
ods based on Lagrangian descriptors (due to Mancho and
co-workers) to locate distinguished hyperbolic trajectories
(DHTs) and generate corresponding finite-time stable and
unstable manifolds to study lobe dynamics, as applied to
atmospheric flow as well as fluid experiments. We compare
the Lagrangian descriptor approach with the FTLE-based
approach.
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Stability and Bifurcation Analysis of Rigid Space-
craft Spin Stabilization Using Delayed Feedback
Control

The stability and bifurcation of closed loop delayed feed-
back control for spin stabilization of a rigid spacecraft is
investigated, in which intermediate axis spin is stabilized.
Linear stability is analyzed via the exponential-polynomial
characteristic equation, while the normal form of the Hopf
bifurcation is analytically obtained via the method of mul-
tiple scales and verified using continuation software. The
obtained stability regions and bifurcations are verified with
numerical simulations.
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Bifurcations of Large Networks of Two Dimen-
sional Integrate and Fire Neurons

Recently, a class of two-dimensional integrate and fire mod-
els has been used to faithfully model spiking neurons. This
poster introduces a technique to reduce a full network of
this class of neurons to a mean field model, consisting of
a system of switching ordinary differential equations. The
mean field equations are able to qualitatively and quan-
titatively describe the bifurcations that the full networks
display. Extensions to heterogeneous networks of oscilla-
tors and other applications are discussed.
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Pattern Formation in Small-world Networks

The Turing instability is a classic mechanism for the forma-
tion of spatial structures in non-equilibrium systems and
has recently been investigated by Nakao and Mikhailov in
the context of complex networks. Inspired by their work
we investigate the Swift-Hohenberg equation when posed
on a small-world network. We find a branch of solutions
that snakes upward when a quintic term is included, just
as in the PDE setting.
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University of Leeds
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Rigorous Numerical Verification of Uniqueness and
Smoothness in a Surface Growth Model

We study three different methods, based on numerical data
and a-posteriori analysis, to verify rigorously the unique-
ness and smoothness of global solutions. The methods are
applied to a scalar surface growth model and compared nu-
merically. Despite of being scalar, this model is similar to
3D-Navier Stokes and serves as a toy problem.
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Sleep-Wake Transition Dynamics

Regulation of sleep-wake transitions presents a unique
mathematical challenge in understanding sleep. Competi-
tive interactions between two mutually inhibitory neuronal
networks are involved in these transitions and it is known
that wake bout durations follow a power-law distribution
in several species. Here we explore the role of network
architecture in generating sleep-wake transitions and de-
velop a statistical tool to analyze simulated distributions
of activity bouts.
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Bifurcations and Rhythms in a Mutually Inhibitory
Three-Neuron Network

Inhibitory neuronal networks arise throughout the cen-
tral nervous system and play an important role in rhythm
generation. It is thus crucial to understand the mecha-
nisms underlying the dynamics of these networks and how
feedback signals from physiological components modulate
their outputs. We consider a mutually inhibitory three-
neuron network and analyze how intrinsic dynamic fea-
tures, synaptic connections, and various inputs interact to
affect complex bifurcation structures of the network and
thereby modulate network outputs.
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Saturated Perturbation in Pyragas Methods
Through Nonlinear Feedback Control

Using time-continuous control for controlling chaos was
stated by Pyragas. He introduced the proportional and
delayed feedback control methods. He modified them by a
saturated perturbation based on a piecewise linear control
law to avoid large perturbations and multistability. We
propose an alternative nonlinear bounded element into the
feedback law. Local convergence is shown while the desired
saturation of the perturbation is assured. Different aspects
of our proposal are analyzed and confronted with Pyragas
methods.
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Prey Switching with a Linear Preference Trade-off

We study piecewise-smooth models of predator-prey inter-
action to describe predator’s adaptive change of diet. We
show that a 1 predator-2 prey system with a tilted switch-
ing manifold between the discontinuous vector fields goes
through a Hopf-like bifurcation, followed by an adding-
sliding bifurcation, and period doubling. Our model simu-
lations capture the periodicity in the ratio between preda-
tor’s preferred and alternative prey types exhibited by data
on freshwater plankton.

Sofia Piltz, Mason A. Porter
University of Oxford
sofia.piltz@linacre.ox.ac.uk, porterm@maths.ox.ac.uk

Philip K. Maini
Oxford University, Mathematical Inst. 24-29 St. Giles
Oxford. OX1 3LB
maini@maths.ox.ac.uk

PP0

Global Dynamics of the Subcritical Hopf Normal
Form Subject to Pyragas Time-Delayed Feedback
Control

Pyragas time-delayed feedback control is designed to sta-
bilize an unstable periodic orbit, such as the one in the
widely used normal form of a subcritical Hopf bifurcation.
Previous work focused primarily on the mechanism of sta-
bilization. Here we present a global picture of the dynam-
ics induced by the time-delayed feedback. In particular,
we consider how infinitely many delay-induced Hopf bifur-
cation curves move as the 2π-periodic feedback phase is
varied.
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A New Phase Space Method for Radar/acoustic
Target Discrimination

We have developed a method for target discrimination em-
ploying chaos based waveforms and a nearest neighbor
strand separation metric. Chaotic rf FDTD simulation or
acoustic experimental waveform data reflected from sev-
eral similar targets were embedded and nearest neighbor
strands were identified. We distinguish between targets by
choosing between optimized known strand configurations
that minimize the average strand separation of unknown
scattered waveforms. The method is robust in the pres-
ence of substantial noise and clutter.

Frederic J. Rachford
Naval Reserach Laboratory
Material Science
frederic.rachford@nrl.navy.mil

Thomas Carroll
Naval Research Laboratory
Material Science
thomas.carroll@nrl.navy.mil

PP0

Localised States and Pattern Formation in a Neural
Field Model of the Primary Visual Cortex

The primary visual cortex has been shown to maintain lo-
calised patterns of activity when oriented stimuli are pre-
sented in the visual field. For specific choices of the con-
nectivity function defining intra-cortical connections it is
possible to derive a PDE reduction that allows for stan-
dard dynamical systems tools to be applied. We compute
and path follow both radially-symmetric bump solutions
and non-radially-symmetric patterns with D6 symmetry;
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these solutions are linked to experimental observations.
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Mining Experimental Data from the Chaotic Wa-
terwheel

A large collection of experimental data of the motion of
a Malkus-Lorenz waterwheel is analyzed. Progress will be
reported on a number of fronts: application of Gottwalds
0-1 test for chaos to the data; determining fixed point loca-
tion from phase space trajectories; extracting the motion
of the waters center of mass location from the time series
data; and determining the variation of total water mass in
the wheel (generally assumed constant) via dynamic force
measurements.
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Dynamics of An Seqihrs Epidemic Model with Me-
dia Awareness, Quarantine, Isolation and Cross-
Protective-Immunity

An autonomous deterministic non-linear epidemic model
SEQIHRS is proposed for the transmission dynamics of a
highly contagious disease with quarantine, isolation and
cross-protective-immunity. The DFE is GAS for R0 < 1
and forR0 > 1 the unique endemic equilibrium is LAS. The
impact of non-pharmaceutical prophylaxis through media
awareness is assessed and estimated through a new ap-
proach. It is observed that if the level of transmission by
isolated individuals in hospitals is high enough, then the
use of quarantine and isolation could offer a detrimental
population-level impact.
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Delayed Feedback Attitude Stabilization of Rigid
Body Motion on So(3) Via Liapunov-Krasovskii
Functionals

This paper addresses the stabilization problem of rigid
body motion on SO(3) in presence of an unknown con-
stant time delay in the measurements. By employing a
Lyapunov-Krasovskii functional, a delay dependent stabil-
ity condition is obtained in terms of a linear matrix in-
equality, which results in linear control gain matrices. In
addition, an estimate of the region of attraction of the sys-
tem is obtained. A set of simulations are performed and
compared with previous works.
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An Agent-Based Model for Stripe Formation in Ze-
bra Fish

Zebra fish develop stripe patterns composed of pigmented
cells during their early development. Experimental work
by Kondo and his collaborators has shed much light on
how stripes form and how they are regenerated when pig-
mented cells are removed. Theoretical work has focused
on reaction-diffusion models. Here, we use an agent-based
model for cell birth and movement to gain further insight
into the processes and scales involved in stripe formation
and regeneration.
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Use of Optogenetics for Control of Cortical
Seizures

The use of charge balanced feedback control for the
suppression of seizure like activity has been successfully
demonstrated in one and two dimensional cortical models.
The controller works through control of bifurcations. Ex-
tending this, we study the bifurcations produced by charge
balanced optogenetic control in a two dimensional cortical
model by the optical stimulation of neurons, and its effect
on the non-linear dynamics of seizures.
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Modeling of Chaotic Time Series Using Chamfer
Distance

We tried to make a mathematical model of low dimensional
chaos by using Chamfer distance which is used in computer
vision.
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Dynamics of Vegetation Patterns under Slowly
Varying Conditions

We consider an extension of the Klausmeier model for
vegetation patterns, that incorporates nonlinear diffusion.
With continuation software an overview of coexistent sta-
ble steady states can be constructed: the Busse balloon. It
is found that patterns exhibited by the model repeatedly
suffer from abrupt decreases in wavenumber ultimately
leading to desert, as a parameter decreases. It will be
shown that these abrupt changes correspond directly to
interactions with the boundary of the Busse balloon.

Eric Siero
Leiden University, Mathematical Institute
esiero@math.leidenuniv.nl

Jens Rademacher
CWI, Amsterdam, NL
jens.rademacher@cwi.nl

Arjen Doelman
Mathematisch Instituut
doelman@math.leidenuniv.nl

PP0

Amplitude Equations for a Period-Doubling Bifur-
cation in a Neural-Field Model

We examine a two population neural-field model with tem-
poral periodic forcing and a piecewise linear firing rate. We
perform computer simulations and observe a period dou-
bling bifurcation with non-zero wave-number. We then use
the piecewise linear nature of the firing rate to construct
analytically the underlying spatially homogeneous periodic
orbit. Performing linear stability analysis allows us to pre-
dict the position of the bifurcation. Finally we formulate
the amplitude equations for this model.
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Multiple Rhythms from One Network: Phase
Plane Analysis of Rhythmic Activity in Turtle Mo-
tor Circuits

We analyze a proposed central pattern generators ability
to produce differing motor patterns from a single pool of
neurons under different tonic drives. A key issue is a par-
ticular motoneurons response to different phasic synaptic
inputs. We study the impact of these phasic inputs on
motoneuron phase space and on properties of associated

trajectories and show how these yield sufficient conditions
for reproduction of observed rhythms. A contraction argu-
ment leads to existence of a stable solution.
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Investigating Network Structure in Locomotor
Models

Central pattern generators (CPGs) are neuronal networks
that produce rhythmic activity in the absence of both
rhythmic input and afferent feedback. These networks un-
derlie various rhythmic animal movements, such as locomo-
tion. We propose and analyze CPG networks that are able
to replicate particular locomotor patterns. This extends
previous modeling efforts by providing a more detailed de-
scription of the contribution of intrinsic neuronal dynam-
ics and network structure to the mechanisms underlying
rhythm generation in locomotion.
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Growth of Diffusion Limited Aggregation (DLA)-
Grass like branched pattern via Turing pattern for-
mation in a Belousov-Zhabotinskii (B-Z) type re-
action system

Nanostructured growth DLA-Grass like branched pattern
in a B-Z type reaction system by using ethyl acetoacetate-
adipic acid as a duel organic substrate has been reported.
The system in liquid phase has been found to show Turing
type pattern. The solid phase nucleation has been found
to occur in the colloidal phase (composed of nano size par-
ticles) and has been found to grow in symmetric crystal
pattern with the progress of the reaction finally exhibit
DLA morphology.
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Return Times and Rates of Fluid Mixing

Research in smooth ergodic theory is delivering results on
rates of mixing in abstract dynamical systems. We report
on the relevance of such results to fluid mixing problems.
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Stochastic Endemic Sir Model and Its Properties

We consider the stochastic endemic SIR model. This is a
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generalization of the classic endemic SIR model in which
the coefficients depend on a semi-Markov process describ-
ing a random media. Under stationary conditions of the
semi-Markov media we study an averaging and diffusion
principles for the perturbed stochastic endemic SIR model.
In the case of avereging principle we get classic endemic SIR
model with averaged coefficients, and in the case of diffu-
sion approximation we obtain the diffusion endemic SIR
model. We also study stability properties of the stochastic
endemic SIR model.
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Performance Evaluation of Indoor Power Line
Communication Using Chaos CDMA

Power line communication is a technology that is used
for data transmission on electric power lines. Because
impedance mismatching and branched lines cause signal
reflections, power line channels possess multi-pass fading
characteristics. In this study, the performance of a syn-
chronous code division multiple access (CDMA) using the
chaotic spreading sequences with constant power is esti-
mated in indoor power line channels.
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Coupled Aircraft Nose Landing Gear and Fuselage
Dynamics

Under certain conditions during take-off and landing, pi-
lots may experience sometimes quite strong vibrations in
the cockpit. We present a mathematical model for a cou-
pled aircraft nose landing gear and fuselage system. A
bifurcation analysis reveals that self-sustained shimmy os-
cillations of the landing gear can trigger considerable fuse-
lage dynamics. The system behaviour depends strongly on
the modal characteristics of the fuselage.
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A Discontinuous Galerkin Method for Modeling
Transcription

A Discontinuous Galerkin Finite Element Method is used
for the simulation of a nonlinear conservation law PDE
which models traffic flow with several traffic lights. This
is used to model the motion of polymerases on ribosomal
RNA. Physically relevant pauses are incorporated into the
model. These pauses result in delays during the transcrip-
tion process, possibly affecting protein production. Using
the DG solution, the average delay experienced by a poly-
merase is estimated.
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Linear Frequency Response Theory for Au-
tonomous, Chaotic Oscillators

We propose to define a linear frequency response func-
tion for autonomous, structurally stable chaotic oscillators,
which measures the change of the average frequency un-
der a stationary perturbation. We furthermore link this
frequency response function to the field of zero Lyapunov
vectors and discuss the applications and limitations of this
approach.
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Empirically Determined Adjoint Operators for the
Coarse Control of Distributed Microscopic Pro-
cesses

We present a method for the design of coarse-grained
linear controllers for spatially distributed processes in a
multi-scale, “equation-free’ computational environment.
This method is applied to two prototypical problems:
a black-box linearized Ginzburg-Landau simulator and a
FitzHugh-Nagumo simulator based on Lattice-Boltzmann
methods. In both cases, short bursts of the full simulation
are used to locate the steady state and approximate the
adjoint of the Jacobian well enough for an effective coarse
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controller to be designed.
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Kneading Invariants for the Elucidation of Chaos

A computational technique based on the symbolic descrip-
tion utilizing kneading invariants is proposed for the ex-
ploration of parametric chaos in systems with the Lorenz
attractor. The technique elucidates the stunning complex-
ity and universality of the patterns discovered in the bi-
parametric scans of given models and detects their orga-
nizing centers codimension-two T-points and separating
saddles.

Jeremy Wojcik
Georgia State University
Dept. Mathematics and Statistics
jwojcik1@gsu.edu

Tingli Xing
Georgia State University
USA
txing1@student.gsu.edu

Roberto Barrio
University of Zaragoza, SPAIN
rbarrio@unizar.es

Andrey Shilnikov
Neuroscience Institute and Department of Mathematics
Georgia State University
ashilnikov@gsu.edu


