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IP1

Talk Title TBA - Reed

Abstract not available at time of publication.

Michael C. Reed
Duke University
reed@math.duke.edu

IP2

On Growth and Form: Geometry, Physics and Bi-
ology

The diversity of form in living beings led Darwin to state
that it is ”enough to drive the sanest man mad”. How
can we describe this variety? How can we predict it? Mo-
tivated by biological observations on different scales from
molecules to tissues, I will show how a combination of phys-
ical experiments, mathematical models and simple compu-
tations allow us to begin to unravel the physical basis for
morphogenesis.

L Mahadevan
Harvard University
lm@deas.harvard.edu

IP3

DNA Unknotting and Unlinking

Multiple cellular processes such as replication, recombina-
tion, and packing change the topology of DNA. Control-
ling these changes is key to ensuring stability inside the
cell. The cell uses enzymes to simplify DNA topology. In
Escherichia coli, DNA unlinking is typically mediated by
the type II topoisomerase topoIV. In the absence of topo
IV, the site-specific recombination system XerCD medi-
ates sister chromosome unlinking. We here focus on DNA
unknotting and unlinking by Xer recombination. We use
topological methods, aided by computational tools, to un-
veil unlinking pathways and study the topological mecha-
nism of action of these enzymes.

Mariel Vazquez
San Francisco State University
mariel@sfsu.edu

IP4

Computational Physiology and the VPH/Physiome
Project

Multi-scale models of organs and organ systems are being
developed under the umbrella of the Physiome Project of
the International Union of Physiological Sciences (IUPS)
and the Virtual Physiological Human (VPH) project
funded by the European Commission. These computa-
tional physiology models deal with multiple physical pro-
cesses (coupled tissue mechanics, electrical activity, fluid
flow, etc) and multiple spatial and temporal scales. They
are intended both to help understand physiological func-
tion and to provide a basis for diagnosing and treating
pathologies in a clinical setting. A long term goal of the
project is to use computational modeling to analyze inte-
grative biological function in terms of underlying struc-
ture and molecular mechanisms. It is also establishing
web-accessible physiological databases dealing with model-
related data at the cell, tissue, organ and organ system lev-
els. This talk will provide an update on the current state of
the standards, databases and software being developed to
support robust and reproducible multi-scale models for the

VPH/Physiome project. These standards include CellML
and FieldML for encoding models and BioSignalML for
encoding time-varying signal data, together with model
repositories and software tools for creating, visualizing and
executing the models based on these standards.

Peter Hunter
University of Auckland
New Zealand
p.hunter@auckland.ac.nz

IP5

Talk Title TBA - Taylor

Abstract not available at time of publication.

Charles Taylor
HeartFlow, Inc
taylor@heartflow.com

IP6

Complex Systems in Health and their Breakdown
with Aging and Disease

The output of human physiologic control systems, exem-
plified by the heartbeat at rest or during modest activity,
shows complex dynamics, characterized by fractality, mul-
tiscale time irreversibility, nonstationarity and nonlinear-
ity. In contrast, the frailty syndrome, and a wide variety of
prevalent disease states, are associated with a loss of com-
plexity. The collapse of complexity may serve as the basis
of a new class of dynamical biomarkers, with potential ap-
plications to drug safety testing, disease detection and clin-
ical monitoring, Restoration of complexity (incorporating
multiscale plasticity and resilience) as a therapeutic goal
invites consideration of new treatment modalities. Bio-
logic complexity also poses challenges to those involved in
efforts to create and test mathematical models of biologic
dynamics in health and disease.

Ary L. Goldberger
Harvard Medical School
agoldber@caregroup.harvard.edu

IP7

Life at Stabilitys Edge: From the Fingertip to
Seizure Onset

Mathematical models of bistability arise in discussions of
seizure onset, balance control and decision making. In the
presence of random perturbations and time delay, the un-
stable fixed point (‘separatrix) that separates basins of at-
traction can have unexpected effects on dynamics, includ-
ing transient stabilizations and oscillations not seen when
the delay is zero. Thus when trajectories travel sufficiently
close to the separatrix, the nervous system becomes vul-
nerable to the generation of novel dynamical behaviors not
seen when the delay is zero. This mechanism may explain
phenomena ranging from the increased risk of seizures as
sleep stages change to the beneficial effects of vibration
on human balance to the indecisiveness in decision making
that occurs when athletes choke.

John Milton
Claremont College
jmilton@jsd.claremont.edu
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IP8

Biological and Mathematical Perspectives on the
Classification of Bursting Mechanisms

One of the success stories in mathematical physiology has
been the classification of mechanisms for bursting oscilla-
tions, episodes of active spiking phases alternating with
silent phases. This work has produced persuasive models
for diverse neurons and endocrine cells. Further, bifurca-
tion analysis has classified these mechanisms as exemplars
of a broad family of systems based on the bifurcations that
mediate switching between active and silent phases. This
approach can, however, combine systems that are actually
different. I will discuss classification based on unfolding of
normal forms, learning from models of pituitary cells and
pancreatic beta cells, as well as the duality of biology and
mathematics: models corresponding to different cell types
are related evolutionarily and developmentally, and differ-
ent cell types sample nearby regions of parameter space.

Arthur S. Sherman
National Institutes of Health
asherman@nih.gov

MS1

Model Reduction and Parameter Identifiability for
Biochemical Reaction Networks

Chemical mechanisms for reaction network dynamics in-
volve many highly reactive and short-lived species (inter-
mediates), present in small concentration, in addition to
the main reactants and products, present in larger concen-
tration. Quasi-steady-state approximation (QSSA) is often
used to eliminate the intermediates and remove the large
rate constants that cannot be determined from concentra-
tion measurements of the reactants and products. We show
that the program usually taught to students for applying
the 100 year-old approach of classic QSSA model reduction
cannot be carried out in many relevant kinetics problems.
We also describe an algorithm that uses Gröbner bases and
Galois theory to test a mechanism for solvability, and pro-
pose a new strategy for dealing with unsolvable systems,
based on rescaling the reactive intermediate species. This
is joint work with Casian Pantea and James Rawlings.

Gheorghe Craciun
Department of Mathematics, University of
Wisconsin-Madison
craciun@math.wisc.edu

MS1

Computing Linearly Conjugate Chemical Reaction
Networks with Minimal Deficiency

Many important properties are known to hold for weakly
reversible chemical reaction networks with low deficiency.
In particular, the Deficiency Zero and Deficiency One The-
orems guarantee strong regularity with regards to the num-
ber and stability of positive equilibrium states. In this talk,
we propose a mixed-integer linear programming algorithm
capable of determining reaction networks with a minimal
deficiency which are linearly conjugate to a given network.

Matthew D. Johnston, David Siegel
University of Waterloo
mdjohnst@math.uwaterloo.ca, dsiegel@math.uwaterloo.ca

Gabor Szederkenyi

Computer and Automation Research Institute
Hungarian Academy of Sciences
szeder@scl.sztaki.hu

MS1

New Results and Methods for Computing Dynam-
ically Equivalent and Linearly Conjugate Reaction
Network Structures

Dynamically equivalent and linearly conjugate reaction
networks play a vital role in the realization theory of bio-
chemical reaction networks where the task is to construct
a network structure/parametrization with given dynami-
cal properties. In this talk it is shown that the following
problems can be solved in polynomial time: 1) deciding
whether a dynamically equivalent weakly reversible real-
ization exists, 2) determining a dense (weakly reversible)
linearly conjugate realization. Biologically motivated ex-
amples illustrate the developed algorithms.

Gabor Szederkenyi
Computer and Automation Research Institute
Hungarian Academy of Sciences
szeder@scl.sztaki.hu

Zsolt Tuza
Alfred Renyi Institute of Mathematics
Hungarian Academy of Sciences
tuza@dcs.vein.hu

Tamas Peni
Computer and Automation Research Institute
Hungarian Academy of Sciences
pt@scl.sztaki.hu

MS1

Model Reduction and Elimination of Variables in
Chemical Reaction Networks

Mathematical simplifications are necessary to study many
biological systems. However, it is not clear how properties
of simplified models relate to properties of more compre-
hensive models. In this talk I give a brief overview of tech-
niques to eliminate variables in chemical reaction networks
at steady state and how properties are transferable between
models. I will end the talk by outlining some potential ap-
plication areas of elimination procedures in relation to real
data.

Carsten Wiuf
University of Copenhagen
carsten.wiuf@gmail.com

Elisenda Feliu
Aarhus University
efeliu@math.ku.dk

MS2

Modelling Root Hair Ini-
tiation Via Non-Homogeneous Reaction Diffusion
Equations in 1D and 2D

A simple mathematical model is developed of a key cellular-
level process in plant morphogenesis, namely the biochem-
ical process wich triggers outgrowth of a hair within a root
hair cell of Arabidopsis. It involves the dynamics of the
small G-proteins known as ROPs which bind to a specific
location on the cell membrane, triggering cell wall softening
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and subsequent hair growth. A reaction-diffusion model is
taking into account where a catalytic effect, on a spatially
dependent environment, of the hormone auxin is described.
This hormone is experimentally known to play an impor-
tant role in the location of the hair cell. Local analysis,
numerical bifurcation analysis and numerical simulation in
1D and 2D are used to understand the dynamics of loca-
tion point of the RH formation; moreover, ”surviving” of
emergent patches is studied via non local analysis.

Victor Brena, Alan R. Champneys
University of Bristol
victor.brenamedina@bris.ac.uk,
a.r.champneys@bristol.ac.uk

Michael Ward
Department of Mathematics
University of British Columbia
ward@math.ubc.ca

Claire Grierson
University of Bristol
claire.grierson@bristol.ac.uk

MS2

From Cell Polarity to Morphomics

We study pavement cells (PCs) to adress interdependen-
cies between cell and tissue polarity. PCs resemble jigsaw
puzzle pieces and interdigitate with neighbouring cells. We
mathematically show that uniform activation of small GT-
Pases triggers intracellular partitioning, due to mutual in-
hibition and membrane-cytosol switching. Interplay with
auxin allows neighboring cells to coordinate their jigsaw-
polarties, coined indirect cell-cell coupling. Finally, we use
morphomics, which combines in vivo cell tracking with
novel shape analysis, to understand PC formation dynam-
ics.

Veronica Grieneisen
John Innes Centre
Norwich, UK
veronica.grieneisen@jic.ac.uk

Yara Sanchez-Corrales, Jop van Rooij
Computational & Systems Biology Department
John Innes Centre
yara.sanchez-corrales@jic.ac.uk, jopvanrooij@gmail.com

Stan Marée
Computational
& Systems Biology Department
John Innes Centre
stan.maree@jic.ac.uk

MS2

Crossroads: Interplay Between Modelling and Ex-
periments to Unravel Stem Cell Division in Ara-
bidopsis

Because plant cells cannot migrate, stem cell divisions must
be confined to the appropriate spatial context. We inves-
tigate tissue-generating stem cell divisions within the Ara-
bidopsis root. Mathematical modeling shows that those
divisions are switched on through integration of radial and
longitudinal information, determined by SHR and auxin
distribution,respectively. Coupling of cell cycle progres-
sion to protein degradation resets the circuit, resulting in

a ‘flip flop’ that constrains the cell divisions to the stem
cell region.

Stan Maree
John Innes Centre
Norwick, UK
stan.maree@jic.ac.uk

Alfredo Cruz-Ramirez, Sara Diaz-Trivino, Ben Scheres
Utrecht University
lacr1973@yahoo.com.mx, s.diaz@uu.nl, b.scheres@uu.nl

Veronica Grieneisen
John Innes Centre
Norwich, UK
veronica.grieneisen@jic.ac.uk

MS2

Nonlocal Eigenvalue Problems and the Stability of
Localized Biological Patterns in Reaction-Diffusion
Systems

In a singularly perturbed limit many reaction-diffusion sys-
tems admit solutions in the form of localized pulses. Exam-
ples of such systems include a reaction-diffusion model of
urban crime, and a generalized Schnakenburg-type system
modeling the dynamics of a certain plant protein believed
to be responsible for root hair cell formation. We present a
unified theoretical framework, based on the study of classes
of nonlocal eigenvalue problems, for investigating the sta-
bility of quasi-equilibrium patterns of pulses in these sys-
tems. The spectral results typically provide an explicit for-
mula for the minimum distance between neighboring pulses
below which the pattern becomes unstable. The analytical
theory is confirmed by full numerical results.

Michael Ward
Department of Mathematics
University of British Columbia
ward@math.ubc.ca

MS3

Phenotypic Transition Maps of 3D Breast Acini
Obtained by Image-Guided Agent-Based Modeling

We introduce an agent-based model of epithelial cell mor-
phogenesis to explore the complex interplay between apop-
tosis, proliferation, and polarization. By varying the activ-
ity levels of these mechanisms, we derived phenotypic tran-
sition maps of normal and aberrant morphogenesis. These
maps identify homeostatic ranges and morphologic stabil-
ity conditions. The agent-based model was parameterized
using experimental data. Simulations revealed apoptosis
being necessary and sufficient for initiating lumen forma-
tion, but cell polarization being the pivotal mechanism for
acini sphericity.

Jonathan Tang
Lawrence Berkeley National Laboratory
Life Sciences Division
jonathantang@lbl.gov

Sabine Becker-Weimann
Lawrence Berkeley National Laboratory
sbecker-weimann@lbl.gov

Heiko Enderling
Tufts University
Center of Cancer Systems Biology
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heiko.enderling@tufts.edu

Mina Bissell
Lawrence Berkeley National Laboratory
mjbissell@lbl.gov

Sylvain V. Costes
Lawrence Berkeley National Laboratory
Life Sciences Division
svcostes@lbl.gov

MS3

A Novel, Patient-Specific Physical Pathology Ap-
proach for Prediction of Tumor Growth and
Chemotherapy Outcome

Clinical outcome prognostication in oncology is a guiding
principle in therapeutic choice. A wealth of qualitative em-
pirical evidence links disease progression with tumor mor-
phology, histopathology, invasion, and associatedmolecu-
lar phenomena. However, the quantitative contribution of
each of the known parameters in this progression remains
elusive. Mathematical modeling can provide the capabil-
ity to quantify the connection between variables govern-
ing growth, prognosis, and treatment outcome. By quan-
tifying the link between the tumor boundary morphology
and the invasive phenotype, this work provides a quantita-
tive tool for the study of tumor progression and diagnos-
tic/prognostic applications. This establishes a framework
for monitoring system perturbation towards development
of therapeutic strategies and correlation to clinical outcome
for prognosis.

Vittorio Cristini
University of New Mexico Cancer Center
vcristini@salud.unm.edu

MS3

Optimizing Radiation Delivery Schedules for
Gliomas

We have constructed a mathematical model to study the
response of gliomas to radiation therapy. We consider two
different cell populations: stem-like (i.e. Nestin +) cells
that constitutes a small fraction of the tumor, and progen-
itor cells which comprise the tumor bulk. The stem-like
cells display a larger extent of intrinsic resistance to ra-
diation than the tumor bulk. In response to radiation, a
fraction of the surviving progenitor cells revert to the stem
like state. Based on these ideas a mathematical model
is constructed to investigate the response of the tumor to
arbitrary treatment schedules. This is done by combin-
ing a linear quadratic model of cell survival after radiation
with a delay differential equation model of growth between
treatments. We find that the response of the tumor is far
more sensitive to the properties of progenitor cells than
the properties of the stem like-cells, and identify optimal
treatment strategies for a given parameter set via dynamic
programming. When comparing the response under the
optimal therapy to response under standard treatment, we
find that the optimal strategy outperforms standard treat-
ment schedules across a wide range of parameters.

Kevin Leder
University of Minnesota
Industrial and Systems Enginering
kep2008@med.cornell.edu

Ken Pitter, Eric Holland

Memorial Sloan-Kettering Cancer Center
kep2008@med.cornell.edu, hollande@mskcc.org

Franziska Michor
Harvard University
michor@jimmy.harvard.edu

MS3

Dynamics in the Tissue State-Space: A Computa-
tional Environment

Mechanical interactions between cells and tissues are in-
creasingly understood to be important in normal tissue
function, with a number of new experimental techniques
being developed to more accurately quantify the mechani-
cal interactions of cells with their environment. We will re-
port on a computational methodology to predict cell-tissue
mechanics from first principles. We combine (1) projection
methods to compute hydrodynamic forces, (2) reference
maps for elasticity forces, and (3) Voronoi Implicit Inter-
face methods for multiple cell junctions, to compute a host
of biological problems, including mechanical properties of
acini, motion of acini on liquid-collagen interfaces, rupture
of basement membranes, and hydrodynamic and geometric
influences on cellular structural stability.

James Sethian
University of California, Berkeley
Department of Mathematics
sethian@math.berkeley.edu

Chris Rycroft
Department of Mathematics
Lawrence Berkeley National Laboratory
chr@math.berkeley.edu

Robert Saye
Dept. of Mathematics
University of California, Berkeley
saye@math.berkeley.edu

MS4

Cardiac Fluid-structure and Electro-mechanical In-
teraction

The heart is a coupled electro-mechanical system. Al-
though the equations that describe cardiac mechanics and
electrophysiology are different, we have developed a uni-
fied approach to describing both aspects of heart func-
tion. Specifically, we have extended the immersed bound-
ary method for fluid-structure interaction to describe car-
diac electrophysiology. This talk will describe this unified
approach to fluid-structure and electro-mechanical interac-
tion, which enables us to develop integrative models that
couple descriptions of cardiac mechanics, fluid dynamics,
and electrophysiology.

Boyce E. Griffith
Leon H. Charney Division of Cardiology
New York University School of Medicine
boyce.griffith@nyumc.org

David M. McQueen
Courant Institute for Mathematical Sciences
New York University
mcqueen@cims.nyu.edu

Charles S. Peskin
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Courant Institute of Mathematical Sciences
New York University
peskin@cims.nyu.edu

MS4

Blood Flow Simulations in Coronary Artery
Aneurysms in Children with Kawasaki Disease

Kawasaki disease (KD) is the leading cause of acquired
heart disease in children, and can result in life-threatening
coronary artery aneurysms in up to 25% of patients.
Though clinical decisions are typically made using anatomy
alone, we postulate that hemodynamic data could further
risk stratify patients. Anatomic models were constructed
from CT data and multiscale simulations were run to ob-
tain hemodynamic parameters of interest. Future work
aims to improve long-term management of KD patients.

Alison Marsden
Department of Mechanical and Aerospace Engineering
University of California, San Diego
amarsden@ucsd.edu

Dibyendu Sengupta, Andrew Kahn, Jane Burns
UCSD
dsengupt@ucsd.edu, akahn@ucsd.edu, jcburns@ucsd.edu

MS4

Multi-Scale Modeling of Electromechanics in the
Failing Heart

We describe multiscale multiphysics models of coupled elec-
tromechanics in heart failure. Model geometry and fiber
architecture are obtained using diffusion tensor MRI and
discretized using Hermite finite elements. Systems models
of signaling, ionic currents, calcium cycling, myofilament
activation and crossbridge interactions are solved using op-
erator splitting schemes within PDEs representing impulse
propagation and wall stress equilibrium. We use geneti-
cally engineered mice to validate models. Patient-specific
models are being developed to improve diagnosis and ther-
apy.

Andrew D. McCulloch
Department of Bioengineering
University of California San Diego
amcculloch@ucsd.edu

Roy Kerckhoffs
UCSD
Department of Bioengineering
roy@bioeng.ucsd.edu

MS4

Electromechanical Pumping in the Embryonic
Tubular Heart

Recent advancements in computational fluid dynamics
have enabled researchers to efficiently explore problems
such as blood flow through the aortic valve that involve
moving elastic boundaries immersed in fluids. These ad-
vances have also made modeling the interaction between a
fluid and an elastic model of an organ that includes some
aspects of its physiology feasible. This presentation fo-
cuses on the development and implementation of coupled
immersed boundary and electromechanical models of the

embryonic heart tube.

Laura A. Miller
University of North Carolina - Chapel Hill
Department of Mathematics
lam9@email.unc.edu

Austin Baird, Tiffany King
University of North Carolina
Department of Mathematics
abaird@live.unc.edu, tiffankm@unc.edu

MS5

An Overview of Data Analysis in High-throughput
High-content Flow Cytometry

The Flow Cytometry: Critical Assessment of Population
Identification Methods project is providing the means to
assess the current state of the art of automated analy-
sis. Our results indicate that computational methods have
reached a level of maturity and accuracy such that they are
poised to replace manual gating for routine FCM data anal-
ysis. Further evidence of the utility of automated methods
comes from their application to real datasets and several
examples will be presented.

Ryan Brinkman
British Columbia Cancer Agency
rbrinkman@bccrc.ca

MS5

Flowmatch: An Algorithm for Registering Cell
Populations From high Throughput Flow Cytome-
try Data

We describe a hierarchical algorithm, flowMatch, that an-
alyzes high throughput flow cytometry data and registers
cell populations across samples, and then constructs a tem-
plate of cell populations to describe each class of samples.
flowmatch employs combinatorial algorithms and the con-
cept of consistency from multiple sequence alignment. The
algorithm successfully identified a phosphorylation shift in
naive and memory T cells in human blood samples after
stimulation with anti-CD3 monoclonal antibody.

Ariful Azad
Purdue University
aazad@purdue.edu

Saumyadipta Pyne
Dana Farber Cancer Institute, Harvard Medical School
and Broad Institute
spyne@broadinstitute.org

Alex Pothen
Purdue University
Department of Computer Science
apothen@purdue.edu

MS5

Quantitative Flow Cytometry Analysis using Do-
main Knowledge Constrained Spectral Unmixing

Flow cytometry (FC) measurement which involves acqui-
sition of fluorescence from labels attached to biomarkers is
traditionally represented as a linear mixture of pure signals
contaminated by Gaussian noise. Herein a more rigorous
approach is introduced following a physics-based model in
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which the FC measurements are approximated by Pois-
son or Gamma processes and unmixing is performed using
GLM framework. This approach allows recovery of true
biomarker concentrations. Simulations and processing of
real FC data are demonstrated.

Bartek Rajwa
Purdue Unviersity
Bindley Biosciences Center
rajwa@cyto.purdue.edu

MS5

Fingerprinting, Pattern Discovery and Mining
Flow Cytometry Data

In this talk we will introduce a relatively new method of
analyzing flow cytometry (FC) data: Cytometric Finger-
printing (CF). CF provides a means to rapidly analyze
high-dimensional, high-content flow cytometry data with-
out investigator and system bias. CF breaks a multivariate
distribution into a large number of non-overlapping regions
(termed bins) that fully span the space. Given the set of
bins, CF assigns each event to a bin, counts the number
of events in each bin, and represents the full multivariate
distribution for a sample as a flattened vector (called the
fingerprint) of the number of events per bin. The multivari-
ate probability distribution functions for multiple samples
can be compared using straightforward statistical analysis
methods. For example, one can search for bins that are sig-
nificantly up- (or down-) regulated in one group of samples
as compared with another group of samples using methods
similar to those now routinely employed for the analysis of
gene expression data. Therefore, the use of CF not only
enables a datamining approach to the analysis of flow cy-
tometric data, whereby disease- or treatment-related al-
terations of the multivariate distributions are discovered
directly from the data, but also builds a bridge to integra-
tive analysis with other -omics technologies. This stands
in contrast to conventional analysis methods that rely on
investigator-defined gates, which represent hypotheses of
specific regions of multivariate space that might vary due
to disease or treatment.

Wade Rogers
University of Pennsylvania Medical School
Department of Pathology and Laboratory Medicine
rogersw@mail.med.upenn.edu

MS6

The Role of Mutual Inhibition in Binocular Rivalry

Binocular rivalry is a phenomenon that occurs when am-
biguous images are presented to each of the eyes. The
observer generally perceives just one image at a time, with
perceptual switches occurring every few seconds. A natu-
ral assumption is that this perceptual mutual exclusivity
is achieved via mutual inhibition between populations of
neurons that encode for either percept. Theoretical mod-
els that incorporate mutual inhibition have been largely
successful at capturing experimental features of rivalry, in-
cluding Levelt’s propositions, which characterize percep-
tual dominance durations as a function of image contrasts.
However, basic mutual inhibition models do not fully com-
ply with Levelt’s fourth proposition, which states that per-
cepts alternate faster as the stimulus contrasts to both eyes
are increased simultaneously. This theory-experiment dis-
crepancy has been taken as evidence against the role of
mutual inhibition for binocular rivalry. Here, I will show
how various biophysically plausible modifications to mu-

tual inhibition models can resolve this problem.

Carson C. Chow
National Institutes of Health
carsonc@mail.nih.gov

MS6

Stochastic and Adaptive Switching in Competitive
Neural Network Models of Perceptual Rivalry

Neural substrates of perceptual rivalry are often modeled
by two pools of neurons, coupled with mutual inhibition,
where dominance switches are induced by adaptation. We
examine effects of fluctuations in a competitive neural field
version of this paradigm with a finite number of neurons.
Switching rates can be approximated with respect to in-
hibition, system size, and adaptation parameters. Predic-
tions are also made for spatially extended neural fields,
where percept dominance is represented as a bump.

Zachary Kilpatrick
University of Pittsburgh
zpkilpat@pitt.edu

MS6

Explaining the Dynamics of Binocular Rivalry as
Inference About Latent Images with Markov Chain
Monte Carlo

Why do conflicting image interpretations in binocular ri-
valry yield stochastically alternating percepts? We argue
that the visual system approximates probabilistic infer-
ence via Markov chain Monte Carlo (MCMC), yielding
multistable mode switching is a direct consequence. We
show that many binocular rivalry phenomena, including
Gamma-like stochastic switching between interpretations,
patchy percepts, fusion, and traveling wave mode transi-
tions can be understood in terms of MCMC sampling over
simple graphical models.

Edward Vul
Department of Psychology
University of California
evul@ucsd.edu

Sam Gershman
MIT, BCS
¡sam.gershman@gmail.com

Josh Tenenbaum
BCS,MIT
jbt@mit.edu

MS6

Neural Field Model of Binocular Rivalry waves

We present a neural field model of binocular rivalry waves
in visual cortex consisting of two mutually inhibitory net-
works. Slow adaptation is incorporated into the model by
taking the network connections to exhibit synaptic depres-
sion. We derive an analytical expression for the speed of
a binocular rivalry wave as a function of various neuro-
physiological parameters, and show how properties of the
wave are consistent with the wave–like propagation of per-
ceptual dominance observed in recent psychophysical ex-
periments. In addition to providing an analytical frame-
work for studying binocular rivalry waves, we show how
neural field methods provide insights into the mechanisms
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underlying the generation of the waves. In particular, we
highlight the important role of slow adaptation in provid-
ing a “symmetry breaking mechanism’ that allows waves
to propagate.

Paul C. Bressloff
University of Utah and University of Oxford, UK
Department of Mathematics
bressloff@math.utah.edu

Matthew Weber
Oxford University
matthew.webber@queens.ox.ac.uk

MS7

Progress and Ongoing Challenges in Protein-
Solvent Modeling

This talk will introduce the challenging problem of implicit-
solvent models in molecular biophysics, and a brief
overview of progress and emerging trends. Recent years
have seen exciting advances and I will present the nec-
essary context for a general audience to appreciate the
challenges and the contributions made by the speakers in
this minisymposium. I will emphasize the need for more
mathematical analysis of new models, and in particular
the advantages of identifying a common analytical frame-
work. First of all, mathematics provides a meaningful (rig-
orous) language to test and compare models. Just as im-
portantly, a unified theoretical framework allows experts in
high-performance computing (HPC) to develop massively
parallel algorithms that are suitable for broad classes of
solvent models, rather than just one or two.

Jaydeep P. Bardhan
Department of Molecular Biophysics and Physiology
Rush University Medical Center
jaydeep bardhan@rush.edu

MS7

Multi-scale Modeling of pH Dependent Viral Cap-
sid Dynamics

Viral capids are comprised of multiple copies of a few pro-
teins organized as icosahedral shells. These shells undergo
significant changes in shape and size during the virus life
cycle as they assemble, mature and ultimately release their
genetic material. Often these transformations are depen-
dent on changes in the pH of the environment. One such
system, HK97, undergoes changes in shape and size in re-
sponse to changes in pH and provides a model for such pro-
cesses in other virus systems. We will describe our efforts
to understand the nature of this pH-mediated transition
using constant pH molecular dynamics methods combined
with multi- scale approaches to explore the physical prop-
erties that characterize the capsids ability to respond to its
environment. We will discuss recent results aimed to char-
acterize the material properties of vial capsids in terms of
elastic moduli for bending and expansion. These will be
connected to both elasticity theory and viral shape tran-
sitions and recent single molecule AFM measurements of
capsid elasticity.

Charles L. Brooks
University of Michigan
brookscl@umich.edu

MS7

Continuum Electrostatics with Ionic Size Effects
and Variational Solvation

Electrostatic interactions contribute significantly to the
structure, dynamics, and functions of biomolecules in an
aqueous solution. Continuum models of electrostatics are
efficient descriptions of such interactions. This talk reports
the recent progress of studies on two related topics on con-
tinuum electrostatics in biomolecular systems. One is the
development of a theory and method for electrostatic in-
teractions with ionic size effects. The other is the role of
dielectric boundary force in the variational framework of
solvation of biomolecules. Both analytical and numerical
results are presented to demonstrate the initial success of
the theory and method.

Bo Li
Dept. of Math.
University of Maryland
bli@math.umd.edu

MS7

Structured Continuum Free Energy Calculations

Continuum solvation models are particularly useful to for
scanning many, large, complex systems where a full atomic
model of the solvent and cosolvent components is too com-
putationally expensive to use. Among the most costly eval-
uations by simulation are solvation free energy calculations.
In this contribution a fast way to calculate electrostatic sol-
vation free energy while retaining much of the accuracy of
explicit solvent free energy simulation is given. The basis of
our method is to treat the solvent not as a structureless di-
electric continuum, but as a structured medium by making
use of universal proximal radial distribution functions to re-
construct the solvation shells. Using a deca-alanine peptide
as a test case, we compare the use of our theory with free
energy simulations and traditional continuum estimates of
the electrostatic solvation free energy. The method is rapid
and accurate.

B.M. Pettitt
University of Houston
pettitt@uh.edu

MS8

Switching in Multisite Phosphorylation Networks

Multisite phosphorylation networks are an integral part
of mathematical models describing important biochemi-
cal processes. Here we study a system consisting of two
such networks coupled by transport reactions. First each
network is studied in isolation and the multistationarity
region is parameterized. Numerical analysis shows that
values from this region can lead to bistability. Coupling
the networks then allows to study the effect of bistability
on the overall system.

Carsten Conradi
Max-Planck-Institut Dynamik komplexer technischer
Systeme
conradi@mpi-magdeburg.mpg.de

MS8

Preclusion of Switch Behavior in a Large Class of
Reaction Networks

I will open the minisymposium with an overview of the
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problem of determining whether a reaction network can
exhibit switch behavior. I will proceed to discuss a crite-
rion to preclude the existence of multistationarity within
any stoichiometric class, based on the injectivity of the
species formation rate function. The criterion, which is
easily implemented, applies to any network endowed with
any kinetics fulfilling certain monotone conditions. The
results will be illustrated with examples mainly from gene
regulation and cell signaling.

Elisenda Feliu
Aarhus University
efeliu@math.ku.dk

Carsten Wiuf
University of Copenhagen
carsten.wiuf@gmail.com

MS8

An Approach to Multistationarity via Elimination

Structure in the steady state ideal of a mass–action chem-
ical reaction system facilitates the analysis for multista-
tionarity. When the ideal is binomial, by analyzing certain
linear inequalities, we can determine if there are multi-
ple steady states. When such a clear structure is missing,
there is still some algebraic analysis that can be done. We
recover existing results from well–known systems via alge-
braic elimination. This is joint work with Carsten Conradi,
Alicia Dickenstein and Anne Shiu.

Carsten Conradi
Max-Planck-Institut Dynamik komplexer technischer
Systeme
conradi@mpi-magdeburg.mpg.de

Alicia Dickenstein
Universidad de Buenos Aires
alidick@dm.uba.ar

Mercedes Pérez Millán
Dto. de Matemática - FCEN - Universidad de Buenos
Aires
mpmillan@dm.uba.ar

Anne Shiu
University of Chicago
annejls@math.uchicago.edu

MS8

Steady States of Multisite Phosphorylation Sys-
tems

Chemical reaction networks taken with mass-action kinet-
ics are dynamical systems governed by polynomial differ-
ential equations that arise in systems biology. This talk
concerns the biochemical reaction networks networks that
describe the multisite phosphorylation of a protein by a
kinase/phosphatase pair in a sequential and distributive
mechanism. We focus on the capacity of these systems to
exhibit multiple steady states. By using techniques from
real algebraic geometry, including real root classification
for parametrized systems of polynomials, we extend work
of Wang and Sontag (2008).

Anne Shiu
University of Chicago
annejls@math.uchicago.edu

Carsten Conradi
Max-Planck-Institut Dynamik komplexer technischer
Systeme
conradi@mpi-magdeburg.mpg.de

Mercedes Perez Millan, Alicia Dickenstein
Universidad de Buenos Aires
mpmillan@dm.uba.ar, alidick@dm.uba.ar

MS9

Exploring the Dynamics of Stem Cell Maintenance
in the Stem Cell Niche through Models of Inter
and Intracellular Feedback Regulation

A fascinating question is what are the mechanisms by
which stem cells are maintained within a growing stem cell
niche, while being a source of differentiated cells which are
required for the development of the organism. Focusing
upon the plant Arabidopsis thaliana, I will discuss compu-
tational models of gene regulation and intra/intercellular
communication in cells acting through a system of feed-
back loops which provides the current paradigm for the
homeostatic maintenance of stem cell numbers.

Vijay S. Chickarmane
California Institute of Technology
vchickar@caltech.edu

MS9

Numerical Bifurcation Analysis of Pattern Formed
in a Leaf Growth Model

We examine the pattern formation in transport models of
growth hormones in a one dimensional domain. We search
for the stationary solutions as a function of the model pa-
rameters by using numerical continuation methods and bi-
furcation analysis. We show results for the model of Smith
et al (2006). We identify 2 generic bifurcation scenarios
and investigate the difference with other hormone trans-
port models.

Delphine Draelants
Universiteit Antwerpen
Belgium
delphine.draelants@ua.ac.be

MS9

Recent Developments in VirtualLeaf, a Framework
for Cell-based Plant Tissue Simulations

VirtualLeaf is an open-source framework that gives plant
modelers the opportunity to develop and study cell-based
plant tissue models. It uses straightforward C++ classes to
represent relevant biological structures and their mechani-
cal and chemical interactions. This talk gives an overview
of the recent developments in VirtualLeaf that aim to pro-
vide additional flexibility towards the study of new models
and scalability to leverage the power of state-of-the-art nu-
merical solvers for simulation of large-scale systems.

Przemyslaw Klosiewicz
Universiteit Antwerpen
Belgium
przemyslaw.klosiewicz

MS9

Cell-based Modeling of Plant Tissue Growth and
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Phytohormone Transport using VirtualLeaf

Abstract not available at time of publication.

Roeland Merks
CWI
The Netherlands
roeland.merks@cwi.nl

MS10

Hypoxia Inducible Factors Mediate the Inhibition
of Cancer by Gm-Csf: A Mathematical Model

Under hypoxia, tumor cells and tumor-associated
macrophages produce VEGF that induces angiogenesis.
The same macrophages, when treated with GM-CSF, pro-
duce sVEGFR-1 that binds with VEGF and inactivates
it. The production of VEGF is regulated by hypoxia in-
ducible factor HIF-1α, and the production of sVEGFR-
1 is mediated by HIF-2α. We developed a mathematical
model based on a system of partial differential equations
to present recent experiments , which were conducted to
measure the effect of inhibiting tumor growth by GM-CSF
treatment in mice with HIF-1α-deficient macrophages or
HIF-2α-deficient macrophages. The model can then be
used to suggest strategies for inhibiting tumor growth. For
example, the model quantifies the extent to which GM-CSF
treatment in combination with a small molecule inhibitor
that stabilizes HIF-2α will reduce tumor volume and an-
giogenesis.

Duan Chen
MBI
OSU
chen.906@mbi.osu.edu

Julie Roda, Clay Marsh, Timothy Eubank
OSU
roda.3@osu.edu, marsh.2@osu.edu,
tim.eubank@osumc.edu

Avner Friedman
Department of Mathematics, Ohio State University
afriedman@math.osu.edu

MS10

Temporal Dynamics of Cancer Recurrence

Mutation-induced drug resistance in cancer often causes
the failure of therapies and cancer recurrence, despite an
initial tumor reduction. The timing of such cancer recur-
rence is governed by a balance between several factors such
as initial tumor size, mutation rates, and growth kinetics
of drug-sensitive and resistance cells. To study this phe-
nomenon we characterize the dynamics of escape from ex-
tinction of a subcritical branching process, where the es-
tablishment of escape mutants can lead to total population
growth after the initial decline. We derive uniform in time
approximations for the paths of the escape process and
its components, in the limit as the initial population size
tends to infinity and the mutation rate tends to zero. We
use these approximations to characterize the distribution
of the ‘turnaround time’, the time that the total popula-
tion size switches from subcritical to supercritical. This
represents the time at which progression of disease is clin-
ically observed through serial tumor scans or bloodwork
(in leukemias). In addition, we characterize the ‘crossover
time’ at which mutant populations first reach threshold
frequencies the tumor population. Estimates of crossover

times are useful in making informed decisions on the opti-
mal time to switch to another therapy and thus ‘target’ a
different subpopulation of cells within the tumor.

Jasmine Y. Foo
Harvard University
jyfoo@math.umn.edu

MS10

Guiding Ovarian Cancer Treatment with Mathe-
matical Modeling

A biochemically motivated model of the treatment of ovar-
ian cancers that accounts for cell cycle arrest and cell death
induced by chemotherapy is presented. The actions of car-
boplatin (a platinum-based drug), and ABT-737 (a small
molecule inhibitor of Bcl-2/xL), are simulated in order to
investigate the molecular basis of synergy between the two
drugs. This information is then used to optimize treatment
protocols, and to investigate treatment options targeting
the emergence of resistance to carboplatin.

Harsh Jain
Mathematical Biosciences Institute
The Ohio State University
hjain@mbi.osu.edu

MS10

Energy Metabolism and Evolution of the Angio-
genic Switch in Cancer: Novel Targets for Antian-
giogenic Therapy

In cancer, angiogenic clones are vulnerable to “cheater” lin-
eages that shunt energy from angiogenesis to proliferation.
Here I show that clone-level selection on angiogenesis also
acts on cell energetics, which secondarily drives evolution
of the angiogenic switch. Hydrolysis of ATP for angiogen-
esis can increase total ATP and, secondarily, proliferative
potential. This dynamic, coupled with increased vascu-
larization, leads to runaway selection for extreme vascular
hypo- or hyperplasia, suggesting potential antiangiogenesis
treatment strategies that target energy metabolism.

John D. Nagy
Scottsdale Community College
Arizona State University
john.nagy@sccmail.maricopa.edu

MS11

ATP, Adenosine and Coronary Regulation in Is-
chemia and Hypoxia

Myocardial underperfusion or hypoxia induce release of
ATP and adenosine eliciting coronary arteriolar smooth
muscle relaxation. With repeated underperfusion the
adenosine released diminishes; phosphorylation potential is
better maintained. The explanation appears to be down-
regulation of AMP hydrolysis, as revealed by a multicellu-
lar model including cardiomyocytes, endothelial cells and
smooth muscle cells, of mitochondrial energetics, mem-
brane transport and exchange, and receptor activation.
Switch-like kinetics are explained by competition for sub-
strate along pathways for adenosine diffusion.

James B. Bassingthwaighte
University of Washington
Department of Bioengineering
jbb2@u.washington.edu
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MS11

Multiscale Blood Flow Regulation Models Incorpo-
rating Cellular Function of the Vessel Wall

Determinants of blood flow regulation act at multiple scales
across the microvasculature and are known to involve cellu-
lar, vessel and vascular network function. However, a single
effector integrates these regulatory stimuli: circumferen-
tially oriented vascular smooth muscle (VSM) cells, which
contract or relax to constrict or dilate the vessel lumen.
Examples of multiscale computational models describing
how these stimuli are integrated to determine blood flow
regulation at the single vessel and network level will be
presented.

Brian Carlson
Biotechnology and Bioengineering Center
Medical College of Wisconsin
becarlson@mcw.edu

MS11

Modeling Firing of the Baroreceptor Nerves

Understanding the cardiovascular control system is cru-
cial for gaining more insight into the physiology not only
for the healthy individuals, but also to detect pathologies.
An important contributor to the cardiovascular control is
the baroreflex (or baroreceptor reflex), which uses special-
ized neurons called baroreceptors, that are activated using
mechano-sensitive sensors located in the aortic arch and
carotid sinuses. These neurons are stimulated by changes
in blood pressure and contribute to short-term regulation
of vascular efferents including: heart rate, cardiac contrac-
tility, and vascular tone. Baroreceptor dynamics have been
studied since 1950s. Unfortunately most models are of lit-
tle or no biological motivation. In this presentation, we will
review various mathematical techniques and approaches
used in the past to describe baroreceptors. Finally, we pro-
pose a new biologically motivated model, which reflects all
known static and dynamic properties of the baroreceptors
including: saturation, threshold, PED (post-excitatory de-
pression), adaptation and rectification.

Adam Mahdi
Department of Mathematics
North Carolina State University
amahdi@unity.ncsu.edu

MS11

Theoretical Models for Regulation of Blood Flow
in the Microcirculation

Local control of blood flow is achieved by contraction and
dilation of smooth muscle in arterioles. In the myogenic
response, increased wall tension causes contraction. In
the shear-dependent response, increased wall shear stress
causes dilation. In metabolic regulation, metabolic sta-
tus is sensed in capillaries and venules, and information is
transmitted upstream along vessel walls. Theoretical mod-
els have been used to understand how these mechanisms
combine to achieve coordination of blood flow with local
tissue needs.

Timothy W. Secomb
University of Arizona
secomb@u.arizona.edu

MS12

A Dynamical Systems Perspective of Cytokine Sig-
naling Responses by Human T Cells

Effective immune responses rely on the recognition of and
response to antigens through precise dynamic coordination
of cytokines secreted by activated T cells. We employ com-
putational strategies to investigate the temporal and multi-
functional evolution of specific cytokine responses that are
indicative of a healthy response. Resolving the regulatory
networks that govern T cell responses enables the identi-
fication of productive cytokine signatures, offering insight
toward more effective control of immune function and per-
sonalized treatment strategies.

Neda Bagheri
Department of Chemical and Biological Engineering
Northwestern University
n-bagheri@northwestern.edu

MS12

Interconnecting biochemical modules: propagation
of oscillations as a case study

Synthetic biology is leaving its exploratory stage: artificial
biological circuits are becoming more and more complex
networks of modules. Unfortunately, molecular devices
characterized in isolation may lose their dynamic proper-
ties once interconnected. I will illustrate this challenge
with a case study: we used an in vitro synthetic clock to
drive conformational changes in a molecular nanomachine,
called “DNA tweezers”. Mathematical models and exper-
iments show that mass conservation introduces undesired
interactions that perturb the oscillator trajectories. These
disturbances are proportional to the total amount of tweez-
ers “load”. To overcome this problem, we used a genetic
switch acting as a buffer amplifier, achieving signal propa-
gation, and reducing at the same time the perturbations on
the source of signal. Understanding how to design effective
interconnections between subsystems is critical to develop
scalable synthetic biology.

Elisa Franco
University of California, Riverside
efranco@engr.ucr.edu

MS12

Sparse-grid-based Adaptive Model Predictive Con-
trol of HL60 Cellular Differentiation

This work develops a sparse-grid-based adaptive model pre-
dictive control strategy to direct HL60 cellular differenti-
ation. Sparse grid sampling and interpolation support a
computationally efficient adaptive model predictive con-
trol scheme in which multiple data-consistent regions of
the model parameter space are identified and used to cal-
culate a control compromise. The algorithm is evaluated in
silico with structural model mismatch. Furthermore, the
controller is evaluated in vitro to differentiate HL60 cells
in both normal and perturbed environments.

Sarah L. Noble
Weapons and Systems Engineering Department
United States Naval Academy
noble@usna.edu

Lindsay Wendel
Johns Hopkins University
Department of Biomedical Engineering
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lwendel2@jhmi.edu

Maia Donahue
Dow AgroSciences
mmdonahue@dow.com

Gregery Buzzard
Department of Mathematics
Purdue University
gbuzzard@purdue.edu

Ann Rundell
Weldon School of Biomedical Engineering
Purdue University
rundell@purdue.edu

MS12

Quantification of the Interplay Between Growth
and Stress Responses Using Automated Flow Cy-
tometry

Determination of the physiological state of a population
of cells that is changes in cell size, growth rate and gene
transcription across time, environmental conditions and
genetic backgrounds presents challenges in terms of accu-
racy and throughput. We have developed an automated
robotic setup for monitoring of complex phenotypes us-
ing flow cytometry. We describe novel strategy that for
straightforward measurement of stimulus-response experi-
ments for cell populations and the estimation of transient
gene expression and growth dynamics.

Ignacio A. Zuleta, Hao Li
California Institute for Quantitative Biomedical Research
University of California, San Francisco
izuleta@geneautomata.com, haoli@genome.ucsf.edu

Hana El-Samad
Univerity of California San Francisco
hana.el-samad@ucsf.edu

MS13

Emergence of Nonuniform Connectivity in Spiking
Neuronal Networks and Dynamical Consequences

We study the dynamics and variability of neuronal net-
works with clustered connections. Clustering introduces
high spike time variability and long timescale firing rate
fluctuations due to bistability in the cluster firing rate dy-
namics. The configuration of high firing rate clusters can
be manipulated by a stimulus, thereby reducing firing rate
variability.

Ashok L. Kumar
Carnegie Mellon University
alk@cmu.edu

Brent Doiron
Dept. of Mathematics
Univ. of Pittsburgh
bdoiron@pitt.edu

MS13

Reliability of Spike Times in Sparsely Connected
Networks

If the same sensory stimulus is presented multiple times to

a neuronal network, how similar are the spike trains that it
evokes? This question of the reproducibility, or reliability,
of stimulus-induced spike times has a long history in neu-
roscience. Here, we study features constraining reliability
of spiking networks, where neurons are modeled as phase
variables with sparse, random connectivity and balanced
excitation and inhibition. We show that a given network
can behave reliably or not, depending on attributes of a
driving signal perturbing the network dynamics.

Guillaume Lajoie, Eric Shea-Brown
Department of Applied Mathematics
University of Washington
glajoie@amath.washington.edu,
etsb@amath.washington.edu

Kevin K. Lin
Department of Mathematics
University of Arizona
klin@math.arizona.edu

MS13

Asynchronous States between Neural Populations

Correlations are key to how the brain encodes informa-
tion it receives from the world. We present a deceptively
symmetric system of stochastically driven differential equa-
tions that model the dynamics of two reciprocally coupled
neuronal populations. We show how the cross-correlation
between the population responses depends on the density
of the inhibitory population, and explore the origins of the
zero-correlation state. We show asynchronous states occur
only in asymmetrical systems where one population out-
numbers the other.

Jérémie Lefebvre
University of Geneva
champvectoriel@hotmail.com

Theodore J. Perkins
Ottawa Hospital Research Institute
tperkins@ohri.ca

MS13

A Linear Response Theory of Correlations in Neu-
ronal Networks

I will present recent work utilizing linear response the-
ory which allows for an explicit approximation of cross-
correlations in recurrent neuronal networks of integrate-
and-fire neurons. The correlations are expressed in terms
of the response properties of individual cells and synaptic
architecture. Cortical connectivity rules may differ signif-
icantly from an Erdős-Rényi description. As an applica-
tion of the linear response theory, I will show how certain
second-order motifs may directly influence average correla-
tion in neuronal networks.

James Trousdale
University of Houston
jrtrousd@math.uh.edu

Yu Hu, Eric Shea-Brown
Department of Applied Mathematics
University of Washington
huyupku@gmail.com, etsb@washington.edu

Kresimir Josic
University of Houston



LS12 Abstracts 55

Department of Mathematics
josic@math.uh.edu

MS14

On Wilson’s Generalized Rivalry Network

Wilson has proposed a neuronal network for generalized
rivalry that consist of n attribute columns and m inten-
sity levels for each attribute. We use coupled cell systems
theory and symmetry to analyze this network. This talk
focuses on the case of rivalry between two learned patterns
in the network and shows how the mn-node network can
reduce to one of 2 or 3 nodes, depending on whether the
patterns have attribute levels in common. The 2-cell re-
duction is equivalent to recent models of binocular rivalry.
Notably, these reductions lead to large recurrent excitation
in the reduced network even though the individual nodes
in the original network may have none.

Casey O. Diekman
The Ohio State University
cdiekman@mbi.osu.edu

Martin Golubitsky
Ohio State University
Mathematical Biosciences Institute
mg@mbi.osu.edu

Tyler McMillen
Department of Mathematics
California State University
tyletmcmillen@exchange.fullerton.edu

Yunjiao Wang
Mathematical Biosciences Institute, Ohio State University
ywang@mbi.osu.edu

MS14

Organizing Centers for Two Patterns and Prelimi-
nary Results for Multiple Patterns

A general class of networks in which rivalry can occur be-
tween two patterns can be reduced to a network consisting
of either 2 or 3 cells. I will show how much of the behavior
of such networks can be understood in terms of a two di-
mensional system. The cells in the networks are typically
modeled by two dimensional ODEs, so this represents a re-
duction from 4 or 6 dimensions to 2. The dynamics of the
planar system is organized by a codimension 2 symmetry-
breaking bifurcation known as the Takens-Bodganov bifur-
cation. The situation for networks supporting more than
two patterns is not so nice. I will present some preliminary
results and indicate some possible directions for future re-
search.

Tyler McMillen
Department of Mathematics
California State University
tyletmcmillen@exchange.fullerton.edu

Casey Diekman
Mathematical Biosciences Institute
The Ohio State University
ckiekman@mbi.osu.edu

Martin Golubitsky
Ohio State University
Mathematical Biosciences Institute

mg@mbi.osu.edu

Yunjiao Wang
Mathematical Biosciences Institute
Ohio State University
yw19@rice.edu

MS14

Percept Strength and Reaction Time at the Onset
of Bistable Perception

Most theoretical and experimental studies of bistable per-
ception have been focused on its long term dynamics. We
consider the transitional stage of bistable perception, right
after the introduction of the stimulus for binocular rivalry,
ambiguous plaid motion, and bistable depth ordering phe-
nomena. The probability for a particular percept to be
the first one to dominate is compared with its probabil-
ity to dominate during the sustained presentation of the
stimulus (percept?s ?strength?), both in experiments and
with the simulations of the neuronal competition models.
The results of the simulations are consistent with the re-
cent observation that the models must operate within a
balance between the noise and adaptation in order to re-
produce experimentally observed statistics of bistable per-
ception. Reaction time to a particular percept depends
on the percept’s strength. The simulations of models with
input strength normalization are consistent with experi-
mental results for reaction times.

Asya Shpiro
City University of New York
ashpiro@mec.cuny.edu

Nava Rubin
New York University
nava.rubin@nyu.edu

John M. Rinzel
Courant Institute and Center for Neural Science
New York University
rinzel@cns.nyu.edu

MS14

Generalized Rivalry and Neural Decisions

The two eyes normally receive slightly different views of the
environment, and the brain uses these differences to com-
pute stereoscopic depth. When the two monocular views
are radically different, the brain cannot compute depth,
and binocular rivalry ensues. Generalizations of rivalry to
3-4 partially overlapping neural patterns will be discussed,
and it will be argued that these provide insight into the
neural nature of decisions based on ambiguous data.

Hugh R. Wilson
York University, Canada
Center for Vision Research
hrwilson@yorku.ca

MS15

Multiscale Modeling of Ion-protein Interactions
with Density Functional Theory of Liquids

Theories like Poisson-Boltzmann model ions as point
charges. However, when ions are near highly-charged bind-
ing sites on proteins or inside ion channels, the size of the
ions produces first-order effects because the ions concen-
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trations are very large. Density Functional Theory (DFT)
of electrolytes is a thermodynamically-derived theory that
includes the effects of ion size in confining geometries.
1D DFT gives steady-state continuum results with sub-
Angstrom resolution in systems up to microns in size.

Dirk Gillespie
Rush University Medical Center
Department of Molecular Biophysics & Physiology
dirk gillespie@rush.edu

MS15

Energetic Variational Approaches: General Diffu-
sion, Stochastic Differential Equations and Optimal
Transport

I will discuss Onsager’s Maximum Dissipation Principle
and its applications in ionic solutions and ion channels.
Also, we will look at it relations to generalized diffusion,
optimal transport and stochastic integrations.

Chun Liu
Penn. State University
liu@math.psu.edu

MS15

Conjunction of MD and DFT for Rapid Prediction
of Solvation Free Energy with Atomic Details

We present an atomistic density functional theory (ADFT)
as an alternative to molecular simulation for rapid and ac-
curate computation of solvation free energies in water. The
free-energy functional is formulated within the framework
of the reference interaction site model (RISM) with a clo-
sure that accounts for multi-body correction effects based
on the hypothesis of the universality of the bridge func-
tional. With the site-site direct correlation functions of
the pure water obtained from molecular simulation and
the bridge functional derived from the modified fundamen-
tal measurement theory, ADFT enables rapid prediction of
the solvation free energies from the atomic density profiles
of the solvent molecules around the solute obtained from
molecular simulation or from direct free-energy minimiza-
tion. The new computational procedure is fully compatible
with conventional force fields and can be easily integrated
with standard simulation packages.

Jianzhong Wu
University of California, Riverside
jwu@engr.ucr.edu

MS15

Advances in Nonlocal Dielectric Modeling for Pro-
tein in Ionic Solvent

The nonlocal dielectric approach can significantly enhance
the classic Poisson dielectric model by considering the po-
larization correlations among water molecules. However,
current studies on the approach are mostly restricted to
the water solvent, due to modeling and algorithmic compli-
cations that arise in the case of ionic solvents. In this talk,
one new nonlocal continuum electrostatic model will be
presented for protein in ionic solvent, along with the corre-
sponding fast numerical solvers. It will be shown to signif-
icantly improve the accuracy of electrostatic potential cal-
culations in comparison to the classic Poisson-Boltzmann
equation. This project is a joined work with Prof. L. Ridg-
way Scott at the University of Chicago. It is supported in

part by NSF grant #DMS-0921004.

Dexuan Xie
Department of Mathematical Sciences
University of Wisconsin-Milwaukee
dxie@uwm.edu

MS16

Computational Methods for Stochastic Models
Arising in the Biosciences

I will discuss computational methods for the most com-
mon stochastic models that arise in the life sciences. I will
show how different methods can be developed and analyzed
by utilizing different representations for the processes. In
particular, I will discuss methods that are orders of mag-
nitude faster than using a straightforward implementation
of Gillespie’s algorithm, or other common computational
techniques. The hour-long mini-tutorial on stochastic sim-
ulation will provide a more in-depth introduction to the
basic algorithms, whereas this talk will focus on the newer
methods.

David Anderson
Department of Mathematics
University of Wisconsin Madison
anderson@math.wisc.edu

MS16

Markov Chain Aggregation, with Application to
Protein-protein Interaction

We consider a continuous-time Markov chain (CTMC)
whose state space is partitioned into aggregates, and each
aggregate is assigned a probability measure. We give a suf-
ficient condition for defining a CTMC over the aggregates,
which is an ‘exact reduction’ of the original one. Moreover,
we characterize sufficient conditions for ‘de-aggregation’,
that is, when the measure over the original process can be
recovered from that of the aggregated one. We show how
the applicability of de-aggregation depends on the initial
distribution. Our methods illustrate novel ways of reduc-
ing the complexity of stochastic models for biochemical
reaction networks, particularly, in connection to protein-
protein interaction.

Arnab Ganguly
ETH Zurich
Automatic Control Laboratory Swiss Federal Institute of
Tech
gangulya@control.ee.ethz.ch

MS16

Stochastic Reaction-drift-diffusion Methods for
Studying the Influence of Subcellular Structure on
Biochemical Processes

We will describe our recent work constructing numerical
methods for solving stochastic reaction-drift-diffusion mod-
els. The methods we develop will then be applied to the
study of how volume exclusion due to cellular substruc-
ture influences the dynamics of gene regulation and signal
transduction. Our detailed three-dimensional simulations
will be constructed using several different types of high-
resolution imaging of the ultrastructure within mammalian
cells.

Samuel A. Isaacson
Boston University
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Department of Mathematics and Statistics
isaacson@math.bu.edu

MS16

Numerical Methods for Stochastic Bio-chemical
Reacting Networks with Multiple Time Scales

Multiscale and stochastic approaches play a crucial role
in faithfully capturing the dynamical features and making
insightful predictions of cellular reacting systems involv-
ing gene expression. Despite their accuracy, the standard
stochastic simulation algorithms are necessarily inefficient
for most of the realistic problems with a multiscale nature
characterized by multiple time scales induced by widely
disparate reactions rates. In this talk, I will discuss some
recent progress on using asymptotic techniques for proba-
bility theory to simplify the complex networks and help to
design efficient numerical schemes.

Di Liu
Michigan State University
Department of Mathematics
richardl@math.msu.edu

MS17

Quantitative Analysis of Actin Dynamics during
Clathrin-mediated Endocytosis

We used quantitative confocal microscopy to measure the
absolute numbers of cytoskeletal proteins assembling and
disassembling from the site of clathrin-mediated endocy-
tosis. From these data we built a mathematical model to
infer the molecular mechanisms of actin dynamics and to
make experimentally testable predictions. The two main
results showed that the Arp2/3 complex is more active in
vivo than in vitro and ADF/cofilin releases chunks of the
actin patches into the cytoplasm.

Julien Berro
Yale University
julien.berro@yale.edu

MS17

Steady State Patterning and Remodeling Dynam-
ics of Actin Asters

We model cortical actin (CA) as a collection of active con-
tractile polar filaments on a 2D substrate, using a contin-
uum description in the presence of athermal noise. The
model exhibits complex phase behaviour including steady
states of different arrangements of inward pointing asters,
remodelling of asters with a noise dependent lifetime dis-
tribution and anomalous concentration fluctuations. The
theory is tested in the lab by probing fluorescently labelled
membrane molecules that bind to CA.

Kripa Gowrishankar
University of California, Davis
kripag@gmail.com

MS17

Formation of Regular Actin Bundle Networks
Driven by Entropic Forces

Using an experimental bottom-up system we study the
formation of confined actin networks by entropic forces.
Experiments based on molecular crowding and counterion
condensation are complemented by coarse-grained model-

ing. We find a very general tendency of isotropic, homo-
geneous filament solutions to aggregate into regular actin
bundle networks connected by aster-like centers even in
the absence of motor proteins. Additional anisotropies and
perturbations further result in drastic changes of the net-
work architecture.

Florian Huber
University of Leipzig
florian.huber@uni-leipzig.de

MS17

Role of the SCAR/WAVE-mediated, Dendritic F-
actin Polymerization in the Chemotactic Migration
of Amoeboid Cells

We present detailed characterization of the traction stresses
phenotypes of the wild-type cells and various mutant cell
lines, providing new insights into the role that F-actin poly-
merization plays in regulating cell substratum interactions
and traction stresses required for amoeboid cell motility.
We compare the traction stresses exerted by cells lack-
ing theSCAR/WAVE complex proteins PIR121 (pirA-) and
SCAR (scrA-) with those of wild-type cells while migrating
on flat elastic substrates.

Juan Lasheras, Effie Bastounis, Ruedi Meili, Juan C. del
Alamo, Richard Firtel
University of California, San Diego
lasheras@ucsd.edu, ebastoun@ucsd.edu, rmeili@ucsd.edu,
jalamo@ucsd.edu, rafirtel@ucsd.edu

MS18

Assessing Breast Tumor Aggressiveness Using
Histopathology-based Computational Modeling

Tumor microenvironment influences not only tumor devel-
opment but also delivery and efficacy of anticancer treat-
ments. We present a methodology towards building data-
driven computational models of tumor microenvironment
influences. Our methodology utilizes systematic mining of
the histopathology images across multiple scales at sub-
cellular, cell and cellular-network levels using graph the-
oretical and classification methods. We demonstrate our
approach on a computational model for assessing breast
tumor aggressiveness.

Banu Baydil
Moffitt Cancer Research Institute
banu.baydil@moffitt.org

MS18

How Does miR451 (microRNA) Regulate the Pro-
liferation and Migration of Glioblastoma Cells: A
Mathematical Model

Glioblastoma is a highly invasive brain tumor with sur-
vival rate of less than a year. Cell mechanics in tumor
microenvironment plays an important role in the active
migration. A thorough understanding of the microenviron-
ment would provide a foundation to generate new strate-
gies in therapeutic drug development. Cancer is a complex,
multiscale process, in which genetic mutations occurring
at a sub-cellular level manifest themselves as functional
changes at the cellular and tissue scale. We developed
a mathematical model to better understand the role of
miR-451 (microRNA) and cell mechanics in creating dif-
ferent growth/invasion patterns. We analyze intracellular
dynamics of miR-451/CAB39/AMPK signaling pathways
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and role of these pathways in controlling proliferative and
migratory phases of glioblastoma cells in response to fluc-
tuating glucose levels. Cell mechanics plays a key role in
predicting correct invasion patterns in response to various
glucose levels via this intracellular dynamics. The hybrid
model generate several hypotheses for developing therapeu-
tic strategies that need to be experimentally validated in
future work.

Yangjin Kim
University of Michigan, USA
ahyouhappy@konkuk.ac.kr

Avner Friedman
Department of Mathematics, Ohio State University
afriedman@math.osu.edu

Sean Lawler
University of Leeds, UK
s.lawler@leeds.ac.uk

Soyeon Roh
University of Michigan
rohs@umich.edu

MS18

Impact of Improved Intracellular Fluid and Calcifi-
cation Dynamics on Patient-Calibrated Simulation
of Dcis and Comedonecrosis

In recent work, we showed that the rate of ductal carci-
noma in situ (DCIS) growth critically depends upon the
biomechanics of the necrotic core, which, in turn, varies
with short- and long-timescale volume changes in necrotic
cells. We now extend the work with improved models of
intracellular fluid transport and calcification, and we inves-
tigate the impact of these dynamics on virtual pathology
and mammography in patient-calibrated simulations, with
quantitative validation against clinical data.

Paul Macklin
University of Southern California
Keck School of Medicine
paul.macklin@usc.edu

Shannon Mumenthaler
Center for Applied Molecular Medicine
Keck School of Medicine of USC
smumenth@usc.edu

Lee Jordan, Colin Purdie
Department of Pathology
NHS Tayside / University of Dundee
lee.jordan@nhs.net, colin.purdie@nhs.net

Andrew Evans
Surgical and Molecular Oncology
University of Dundee
a.z.evans@dundee.ac.uk

David Agus
Center for Applied Molecular Medicine
Keck School of Medicine of USC
agus@med.usc.edu

Alastair Thompson
Surgical and Molecular Oncology
University of Dundee

a.m.thompson@dundee.ac.uk

MS18

The Role of Tissue Architecture in Anticancer
Drug Penetration and Efficacy

With 90% of drugs failing during the Phase II of clinical
trials it seems that the process of drug penetration into
the tumor tissue is still not understood. In this talk we ad-
dress the role of tumor tissue architecture, ECM structure
and interstitial fluid flow on the transport and distribution
of therapeutic agents. By integrating tumor histopathol-
ogy images with biophysical properties of therapeutic com-
pounds our computational model can provide explanation
for ineffective drug efficacy.

Katarzyna A. Rejniak
Moffitt Cancer Research Center
Integrated Mathematical Oncology
Kasia.Rejniak@moffitt.org

MS19

Theoretical Models of Blood Flow Autoregulation
in Skeletal Muscle and the Retina

The autoregulation of blood flow, the maintenance of rel-
atively constant blood flow despite variations in pressure,
is characteristic of many tissue types. Here, a theoreti-
cal model is used to analyze the contributions of pressure,
shear stress, and metabolic-dependent vasoactive responses
to autoregulation in skeletal muscle and retina. Conducted
responses are shown to be crucial for autoregulation, and
the response to lactate production in small arterioles and
capillaries is predicted to be significant in the retina.

Julia Arciero
Department of Mathematical Sciences
Indiana University-Purdue University Indianapolis
jarciero@math.iupui.edu

MS19

Control of the Cardiovascular System on the Basis
of the Arterial CO2 Concentration.

Optimal control theory has been successfully used in order
to determine feedback controls for the reaction of the CVS
to a constant ergonometric workload. This approach fails
in cases of time varying workloads where the CVS is not
approaching a new equilibrium. We present an approach
which is based on the fact that for a rather wide range of
dynamic regimes the arterial CO2 partial pressure is kept
closely to approximately 40 mmHg.

Franz Kappel
Department of Mathematics and Scientific Computing
University of Graz
franz.kappel@uni-graz.at

MS19

Neural and Cardiovascular Alterations During
Changes in Posture: A Dynamic Example of Phys-
iological Regulation

Assumption of the upright posture changes the hydrostatic
pressure levels in the body causing displacement of blood
volume from the upper to the lower parts. If unopposed,
this would lead to a critical drop in cerebral perfusion and
hence to loss of consciousness. Baroreceptors sense the
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pressure fall and relate the alteration to the cardiovascular
brain centres through afferent autonomic nerves. The car-
diovascular centres adjust vascular resistance and compli-
ance as well as heart rate and cardiac contractility through
the efferent autonomic nerves thus counteracting the acute
volume changes. Neuroendocrine signals provide a similar
but long term adaptation to the upright posture.

Jesper Mehlsen
Frederiksberg Hospital
Denmark
jesper.mehlsen@frh.regionh.dk

MS19

Modeling Blood Pressure Dynamics during Head-
up Tilt

Physiological realistic models of the controlled cardiovas-
cular system are constructed and validated against clini-
cal data. Special attention is paid to the control of blood
pressure, cerebral blood flow velocity, and heart rate during
postural challenges. We address patient specific models, in-
cluding how sensitivity analysis and nonlinear optimization
methods can be used to predict patient specific character-
istics using experimental data. Finally, we discuss how to
use modeling to identify biomarkers.

Johnny T. Ottesen
Roskilde University
Department of Mathematics
johnny@ruc.dk

Mette Olufsen
NCSU
msolufse@ncsu.edu

MS20

Effective Stochastic Equations and Fluctuations in
Neural Networks

Neural networks are high dimensional dynamical systems
which are difficult to simulate and analyze and which pos-
sess far more degrees of freedom than are experimentally
accessible. With the advent of multi-neuron recordings it
is of increasing importance to establish a theory of correla-
tions in these high dimensional models. Here we present a
general framework for analyzing the fluctuations in neural
network models, applicable to both stochastic neurons as
well as deterministic neurons in heterogeneous networks.

Michael Buice
University of Texas at Austin
mabuice@mail.clm.utexas.edu

MS20

Associative Memory in Bump Attractor Networks

The hippocampus is often thought of as a “Swiss knife”
of the brain. While some hippocampal functions, such as
spatial navigation, can be performed by “bump attractor”
networks, other functions such as associative memory ap-
pear to require a different synaptic organization. Can the
different functions of the hippocampus coexist on the same
recurrent network? I will describe a framework where as-
sociative memories can be encoded in a network via per-
turbations of a bump attractor network.

Vladimir Itskov
Department of Mathematics

University of Nebraska, Lincoln
vitskov2@math.unl.edu

MS20

A Model for the Origin and Properties of Flicker-
induced Geometric Phosphenes

We present a model for flicker phosphenes, the spontaneous
appearance of geometric patterns in the visual field when
a subject is exposed to diffuse flickering light. We suggest
that the phenomenon results from interaction of cortical
lateral inhibition with resonant periodic stimuli. Both the
quantitative and qualitative aspects of the patterns change
with frequency of stimulation and provide an explanation
for these differences.

Michael Rule
Brown University
Department of Neuroscience
mrule7404@gmail.com

Matthew Stoffregen
University of Pittsburgh
mstoffie@gmail.com

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@pitt.edu

MS21

Coarse-graining and Simplification of the Dynamics
Seen in Bursting Neurons

A system of bursting neurons often exhibits complex dy-
namics which consist of multiple states and chaotic behav-
ior. However, in certain applications, the exact details of
this dynamics may not be important. For example, the
respiratory muscle contracts when it is excited by spiking
neurons whether the spiking is chaotic or not (provided the
spikes are dense enough). We will discuss ideas, based on
Equation Free techniques, to simplify the neural network
while maintaining important dynamical features.

Alona Ben-Tal
Massey University
Institute of Information & Mathematical Sciences
a.ben-tal@massey.ac.nz

Joshua Duley
Massey University
josh duley@hotmail.com

Yannis Kevrekidis
Dept. of Chemical Engineering
Princeton University
yannis@princeton.edu

MS21

Analysis of Soft Thresholds and the Consequences
for Parameter Estimation in Spiking Dynamics

Recent computational work on the Hodgkin-Huxley model
of neural excitability identifies major dynamic features of
the changing nullclines in 2D phase plane projections dur-
ing spike initiation. Such analysis provides a greater under-
standing of the meaning of the “soft threshold’ in voltage
and current. Additionally, the measured features of the
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nullclines can be used to effectively guide certain parame-
ter estimation tasks using a combination of local gradient
information and global sampling.

Robert Clewley
Georgia State University
Department of Mathematics and Statistics, and
Neuroscience
rclewley@gsu.edu

Bryce Chung, Ricky Tolefree
Georgia State University
bchung4@student.gsu.edu, rtolefree1@student.gsu.edu

MS21

A Dynamical Systems Analysis of a Neuromechan-
ical Locomotor System: Model Reduction and Ex-
tensions

In a previously published system, locomotion is modeled by
coupling a central pattern generator to a mechanical limb.
Activating drive establishes a rhythm, and limb feedback
helps control phase switching and stabilization. Using dy-
namical systems analysis, we elucidate general principles
of phase/frequency control in this model and derive a re-
duced representation that can be studied rigorously. We
continue this analysis by considering various model exten-
sions including implementing treadmill forcing and back-
ward walking.

Lucy Spardy
University of Pittsburgh
les65@pitt.edu

Jonathan Rubin
University of Pittsburgh
Pittsburgh, PA
jonrubin@pitt.edu

MS21

Contributions of the Two Negative Feedback Vari-
ables in the Hodgkin-Huxley Model

The Hodgkin-Huxley model for action potentials in ex-
citable membrane incorporates two negative feedback vari-
ables (n, activation of the outward current and h, inactiva-
tion of the inward current). These two variables usually act
together to terminate an action potential and, during the
interspike interval, relax to allow the next action potential.
In this talk, we will describe a measure of the contribution
of each variable to terminating the action potential and
initiating the next spike.

Joël Tabak
Department of Biological Science
Florida State University
joel@neuro.fsu.edu

Richard Bertram, Sevgi Sengul
Department of Mathematics
Florida State University
bertram@math.fsu.edu, sevgisengl@gmail.com

MS22

Adapting Computational Protein Design Algo-
rithms to Define the Space of Functional Protein

Sequences

Studying mutational effects on protein fitness can help us
understand the possible reasons for protein sequence con-
servation. We present a computational protocol that in-
volves modifying computational protein design algorithms
to efficiently search protein sequence and conformational
spaces, and an analytical approach in interpreting muta-
tional sensitivity based on energetic and structural data.
This allows us to study how mutations influence protein
function, focusing on the abilities to properly fold and bind
to an appropriate partner.

Loretta Au
Applied Mathematics & Statistics
Stony Brook University
lau@ams.sunysb.edu

MS22

Boundary-Integral Formulations for Fast Solutions
of the Poisson-Boltzmann Equation in Ligand Op-
timization

Abstract not available at time of publication.

Jaydeep P. Bardhan
Department of Molecular Biophysics and Physiology
Rush University Medical Center
jaydeep bardhan@rush.edu

MS22

Understanding the Designability of Proteins with
Generalized Models

Abstract not available at time of publication.

Gevorg Grigoryan
Computer Science
Dartmouth College
gevorg@cs.dartmouth.edu

MS23

Connection between Microscopic Stochastic and
Macroscopic Nonlinear Diffusion Models of Revers-
ing Bacteria

Periodic reversals in the direction of motion in systems
of self-propelled rod-shaped bacteria enable them to ef-
fectively resolve traffic jams formed during swarming and
maximize the swarming rate of the colony. In this talk,
a connection will be described between a microscopic one-
dimensional cell-based stochastic model of reversing non
overlapping bacteria and a macroscopic nonlinear diffu-
sion equation describing the dynamics of cellular density.
Stochastic dynamics averaged over an ensemble will be
shown to be in very good agreement with the numerical
solutions of the newly derived nonlinear diffusion equation.

Mark S. Alber
University of Notre Dame
Department of Mathematics
albemark@gmail.com

MS23

Stochastic Limits for Molecular Motor-Cargo Com-
plexes

We describe a system of stochastic differential equations
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(SDEs) which model the interaction between processive
molecular motors, such as kinesin and dynein, and the
biomolecular cargo they tow as part of microtubule-based
intracellular transport. We show that the classical experi-
mental environment fits within a parameter regime which
is qualitatively distinct from conditions one expects to find
in living cells. Through an asymptotic analysis of our sys-
tem of SDEs, we develop a means for applying in vitro
observations of the nonlinear response by motors to forces
induced on the attached cargo to make analytical predic-
tions for two parameter regimes that have thus far eluded
direct experimental observation: 1) highly viscous in vivo
transport and 2) dynamics when multiple identical motors
are attached to the cargo and microtubule. Time permit-
ting, we will discuss the connections between the stochastic
model described and those at the single motor level.

John Fricks
Dept of Statistics
Penn State University
fricks@stat.psu.edu

MS23

Stochastic Limit Cycles for Conductance-Based
Neural Models: A Master Equation Approach

In deterministic dynamics, a stable limit cycle is a closed,
isolated periodic orbit. Points in its basin of attraction
may be disambiguated by their asympototic phase. In
stochastic systems with approximately periodic trajecto-
ries, asymptotic phase is no longer well defined, because
all initial densities typically converge to the same station-
ary measure. We explore circumstances under which one
may nevertheless define a flow-invariant foliation analogous
to the ”asymptotic phase” of a deterministic system.

Peter J. Thomas
Case Western Reserve University
pjthomas@case.edu

MS23

Noise Induced Stochastic Cell Fate Determination
in Engineered Gene Networks

Bistable systems are very common modules in natural bio-
logical systems. In this work, well-characterized biological
components are used to construct a gene network in S. cere-
visiae through mutual inhibition. Mathematical modeling
is combined with molecular biology to design and construct
the genetic toggle switch. We show that, guided by mod-
eling predictions, we can achieve bistability by tuning the
system. At the end, I will illustrate the artificial ”cell differ-
entiation”, both experimentally and mathematically. This
work demonstrates the use of synthetic gene networks to
uncover general regulatory mechanisms in natural biologi-
cal systems.

Xiao Wang
Arizona State University
School of Biological and Health Systems Engineering
xiaowang@asu.edu

MS24

The Nonlinear Dynamics of F-actin at Cell Mem-
branes

Cytoskeletal dynamics are crucially impacted by recipro-
cal interactions between F-actin and the cell membrane.
Membrane-bound agents activate actin polymerization,

and F-actin in turn exerts feedback effects on these agents.
We explore the effects of such interactions by simulating
three-dimensional actin network growth at a cell mem-
brane. We find dynamic behaviors consistent with ex-
perimental observations, including spontaneously travel-
ing patches and waves. The relevance of these effects to
symmetry-breaking cell polarization will be discussed.

A. E. Carlsson
Washington University, St. Louis
aec@wuphys.wustl.edu

MS24

Understanding Actomyosin Contractions with Sim-
ulations, and Continuum Analysis

Actomyosin contractions are a pulsed gathering of actin fil-
aments and myosin motors in the cortical layer of cells and
are responsible for cell shape change and motility. In order
to understand the forces generated by these contractions,
we used Monte Carlo simulations, and a Kuramoto-type
continuum analysis. We found that the principle compo-
nents affecting the organization of the actomyosin network
were myosin contractility and actin polymerization rates.

Callie Miller
University of Pittsburgh
cgator@gmail.com

Lance Davidson
U of Pittsburgh
lad43@pitt.edu

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@pitt.edu

MS24

Coupling Actin Flow, Adhesion, and Morphology
in a Computational Cell Motility Model

Cell migration is a pervasive process in many biology sys-
tems and involves both internal forces and forces between
the cell and the substrate. Here we describe a compu-
tational model for cell motion that includes a reaction-
diffusion model for the actin-myosin machinery and dis-
crete adhesion sites. It integrates the adhesion dynamics
with the dynamics of the actin filaments, modeled as a
viscous network. The model is able to reproduce recent
experimental results using keratocytes.

Wouter-Jan Rappel
Department of Physics
University of California, San Diego
rappel@physics.ucsd.edu

Danying Shao, Herber Levine
University of California, San Diego
dshao@physics.ucsd.edu, levine@herbie.ucsd.edu

MS24

A Model of Excitable Actin Dynamics Underlying
Leading Edge Protrusion and Retraction in XTC
Cells

We have observed periodic patterns of protrusion and re-
traction along the leading edge of fully spread XTC cells,
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including traveling waves of protrusion. In this talk I will
present a phenomenological model of the actin polymer-
ization dynamics that underlie these periodic fluctuations.
We apply non-linear reaction-diffusion equations to gener-
ate excitable actin dynamics, which are in turn coupled
to a mechanical model of the moving cell membrane. We
reproduce experimentally observed membrane motions.

Gillian L. Ryan
Lehigh University
Department of Physics
gir210@lehigh.edu

Naoki Watanabe
Laboratory of Single-Molecule Cell Biology
Tohoku University Graduate School of Life Sciences
nwatanabe@m.tohoku.ac.jp

Dimitrios Vavylonis
Lehigh University
vavylonis@lehigh.edu

MS25

Multiscale Modeling of Breast Cancer Angiogene-
sis with Therapeutic Applications

Angiogenesis, the formation of new capillaries from pre-
existing microvasculature, is required for tumor growth and
metastasis. VEGF is a potent modulator of angiogene-
sis that has been identified as a target in anti-angiogenic
cancer therapies. We present results from our computa-
tional model of VEGF distribution and interactions at mul-
tiple scales of biological organization, explore the regula-
tory mechanisms underlying the complex process of VEGF-
mediated angiogenesis, and investigate the effect of various
therapies that target VEGF.

Stacey D. Finley, Aleksander S. Popel
Johns Hopkins University
Department of Biomedical Engineering
sdfinley@jhu.edu, apopel@jhu.edu

MS25

Using Mathematical Models to Plan Dendritic Cell
Vaccine Strategies

An increasing number of medical researchers have begun
to recognize the importance of harnessing a patient’s im-
mune system to combat cancer, and there is a wide array
of immune therapies currently under investigation. One
promising immune therapy is dendritic cell (DC) treat-
ment: the FDA has just approved the first DC vaccine
for prostate cancer. Dendritic cell treatment consists of in-
jecting primed DCs into the patient to trigger an improved
immune response to an existing tumor. An open question
in DC treatment is what impact the choice of injection site
has on the efficacy of the therapy. In this mathematical
model, we describe the trafficking and interactions of DCs
and other immune cells in the body. Data from murine
studies of the effect of DC injections are used to calibrate
the model. The model allows us to investigate various can-
cer responses to treatment as DC injection sites and doses
are varied.

Ami Radunskaya
Pomona College
Mathematics Department
aer04747@pomona.edu

Angela Gallegos
Department of Mathematics
Occidental College
angela@oxy.edu

MS25

Microtubule Bundling as an Indicator of Cancer
Cell Response to Chemotherapy

Inspired by the microtubule bundling observed in circulat-
ing tumor cells which are responsive to the taxane-based
therapy, we designed a computational model that consists
of growing microtubules inside a cell boundary. We studied
microtubules behavior in response to the tubulin stabiliza-
tion under various cytoskeletal and morphological condi-
tions to identify the mechanism of microtubule bundling.
Furthermore, it is intended to establish a direct relation-
ship between microtubule reorganization and taxane-based
therapy as a diagnostic and prognostic tool.

MunJu Kim
Moffitt Cancer Research Institute
munju.kim@moffitt.org

MS25

Patient-specific Spatial and Temporal Variation of
Treatment Resistance Mechanisms in Radiation
Therapy

Glioblastoma is a highly invasive primary brain tumor that
has poor prognosis despite aggressive treatment, which al-
most always includes radiation therapy. A hallmark of
these tumors is their diffuse invasion of the surrounding
brain. Response to treatment is difficult to quantify, and is
intimately linked to baseline growth kinetics. Spatial and
temporal variation of hypoxia, a known resistance mech-
anism to ionizing radiation, impacts response and varies
across patients, as shown with a patient-specific mathe-
matical model.

Russell Rockne
University of Washington
Department of Pathology
rockne@uw.edu

Andrew Trister
Radiation Onoclogy
University of Washington
trister@uw.edu

Maxwell L. Neal
University of Washington
Department of Pathology
mneal@uw.edu

Maciej Mrugala
Neurology/Neuro-Oncology
University of Washington
mmrugala@uw.edu

Jason Rockhill
Radiation Oncology
University of Washington
jkrock@uw.edu

Kristin R. Swanson
Pathology, Applied Mathematics
University of Washington
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krae@uw.edu

MS26

Coronary Morphology Quantification for Bifurcat-
ing Stent Design

Challenges with treating lesions at coronary bifurcations
suggest that stent design should reflect a thorough un-
derstanding of bifurcation morphology. We designed a
patient-specific image-based workflow that quantifies ge-
ometric indices for three left coronary bifurcation sites
across a heterogeneous patient data set. Statistical meth-
ods were applied to quantify differences in indices between
and amongst bifurcation sites and vessels. Results may
provide a foundation for bifurcating stent design that helps
minimize the growth of coronary lesions.

Laura M. Ellwein
Marquette University
Biomedical Engineering
laura.ellwein@marquette.edu

Raymond Migrino
VA Health Care System, Phoenix, AZ
raymond.migrino@va.gov

David Marks
Medical College of Wisconsin, Milwaukee, WI
dmarks@mcw.edu

John LaDisa
Marquette University
Medical College of Wisconsin
john.ladisa@marquette.edu

MS26

A Mathematical Model for Intimal Thickening

Atherosclerosis is an inflammatory disease of the artery
characterized by an expansion of the intima. We present
a model of intimal thickening, posed as a free boundary
problem. By coupling a boundary value problem for cy-
tokine concentration to an evolution law for the intimal
area, we derive a nonlinear differential equation for the
vessel radius. We perform a bifurcation analysis and com-
pare model solutions to data from rabbits whose arteries
are subject to balloon pullback injury. Our main finding
is that chemotaxis in atherosclerosis is about 100 times
weaker than in dermal wounds. This cell behavior is in-
dicative of a weak, chronic inflammatory response which is
typical in atherosclerosis.

Pak-Wing Fok
University of Delaware
pakwing@udel.edu

MS26

Parameter Identification for Atheroscle-
rotic Plaques from its Material Spectrum gained
by Intravascular Ultrasound Imaging

An inverse spectral method is developed for recovering a
spatially inhomogeneous shear modulus for arterial wall.
The study is motivated by a novel use of the intravas-
cular ultrasound technique to image arteries for possible
atherosclerotic plaques. Boundary value problems are for-
mulated to reflect the arterial response due to imposed
blood pressure and intravascular ultrasound interrogation

via an asymptotic construction. Shear modulus is then re-
constructed through a nonlinear inverse spectral technique.

Kun Gou
Texas A&M University
Department of Mathematics
kgou@math.tamu.edu

Sunnie Joshi
Texas A&M University
sunniej@gmail.com

Walton Jay
Department of Mathematics
Texas A&M University
jwalton@math.tamu.edu

MS26

On the Mechanical Stability of Growing Arteries

Arteries are modeled, within the framework of nonlinear
elasticity, as incompressible two-layer cylindrical structures
that are residually stressed through differential growth.
These structures are loaded by an axial force, internal pres-
sure and have nonlinear, anistropic, hyperelastic response
to stresses. Parameters for this model are directly related
to experimental observations. The possible role of axial
residual stress in regulating stress in arteries and prevent-
ing buckling instabilities is investigated. It is shown that
axial residual stress lower the critical internal pressure lead-
ing to buckling and that a reduction of axial loading may
lead to a buckling instability which may eventually lead to
arterial tortuosity.

Rebecca Vandiver
St. Olaf College
Department of Mathematics, Statistics and Computer
Science
vandiver@stolaf.edu

Alain Goriely
University of Oxford
alain.goriely@maths.ox.ac.uk

MS27

Simulating Elastic Filaments with Bend and Twist
by the Generalized Immersed Boundary Method

A general version of the immersed boundary (IB) method
combined with the unconstrained Kirchhoff rod theory has
been developed to study biological fluid mechanics in the
filamentous structure such as bacterial flagella and DNA
strand. A thin elastic filament (rod) in the Kirchhoff
model that resists bending and twisting can be modeled
as a “three-dimensional space curve’ together with an or-
thonormal triad (material frame) at each point of the rod.
The triad indicates how much the filament bends or twists
or shears. This is a well-established theory in the stat-
ics and dynamics of thin elastic filaments without fluid.
Combining Kirchhoff rod theory with the standard mod-
els of viscous incompressible fluids will allow us to study
the complicated hydrodynamics of bacterial swimming or
DNA supercoiling.

Sookkyung Lim
Department of Mathematical Sciences
University of Cincinnati
limsk@math.uc.edu
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MS27

Helices, Waves, and Kinks: Geometric Optimiza-
tion of Prokaryotic and Eukaryotic Flagella

Many microorganisms swim by passing waves along slender
flagella. We will discuss polymorphism in bacterial flagella,
and show by examination of experimental data and numeri-
cal simulation that fluid mechanical forces may have played
a role in the evolution of the flagellum. For eukaryotic flag-
ella, we will see how the optimal waveform is degenerate
under the most common efficiency measure, and how that
solution is regularized when energetic costs of bending and
axonemal sliding are considered

Saverio E. Spagnolie
School of Engineering
Brown University
saverio spagnolie@brown.edu

MS27

An Overview of Modeling Thin Filaments in Fluid

In the past forty years, there has been an ever-increasing
interest in thin filament dynamics in applications to biol-
ogy, in particular with regard to the shape, dynamics, or
biomaterial parameters, flagellated swimming organisms,
and filament growth. In many of these applications, hydro-
dynamic interactions have been of the utmost importance.
We will bring together a diverse group of mathematicians
and physicists whose work has included the modeling of
thin biological structures coupled to a fluid environment,
each having different approaches. This minisymposium will
disseminate recent advances and help bridge the gap be-
tween disparate perspectives on the modeling of thin fila-
ments in fluids.

Eva M. Strawbridge
University of Chicago
emstrawb@math.uchicago.edu

MS27

The Morphology and Motility of the Lyme Disease
Spirochete

The mechanisms that determine bacterial shape are in
many ways poorly understood. The mechanisms by which
flagellated bacteria swim is better understood; however,
in the spirochetes, shape and motility are coupled, as the
flagella are encased within the periplasmic space and serve
both skeletal and motility functions. In addition, many
spirochetes are pathogenic and live at least part of their
life in the tissue of a host. Presumably, the unique shape
and motility of the spirochetes enables them to be such
successful and dangerous pathogens. A prime example is
the Lyme disease spirochete, Borrelia burgdorferi, which
cycles between a tick vector and a mammalian host. For
this bacterium, motility is believed to be crucial for navi-
gating into and out of both of these hosts. B. burgdorferi
has a striking flat-wave morphology, which is produced by
coupling its helical flagella to its rod-shaped cell body. Ro-
tation of these flagella inside the periplasmic space leads
to traveling wave undulations that propel the bacterium.
Here, I describe a mathematical model that accounts for
the creation and maintenance of the flat-wave morphology,
and show that this unique shape is in fact a natural con-
sequence of the geometrical and material properties of the
components. With this model as a starting point, we can
begin to develop a full model for the biophysical mecha-
nisms that allow the bacterium to navigate host tissue. I

will describe a number of recent observations of the motility
of B. burgdorferi in the tick and the mammal. In an effort
to bridge our understanding of in vitro motility with these
new observations, we examine quantitatively the motility
of Borrelia in gelatin matrices. As Borrelia can bind col-
lagen, swimming through gelatin is vastly different than
swimming in standard in vitro assays and closer resembles
the behavior of the bacterium in the host.

Charles Wolgemuth
Department of Cell Biology
University of Connecticut Health Center
cwolgemuth@uchc.edu

MS28

Front Propagation in Stochastic Neural Fields

We analyse the effects of extrinsic multiplicative noise on
front propagation in a scalar neural field. Using a sepa-
ration of time scales, we represent the fluctuating front in
terms of a diffusive–like displacement (wandering) of the
front position at long time scales, and fluctuations in the
front profile at short time scales. One major result is to
show that fronts locked to a moving stimulus are much
more robust to noise than freely propagating fronts, since
the variance in front position saturates in the long time
limit rather than increasing linearly with time. Finally, we
consider a stochastic neural field that supports a pulled
front, and show that the wandering of the front is now
subdiffusive.

Paul C. Bressloff
University of Utah and University of Oxford, UK
Department of Mathematics
bressloff@math.utah.edu

MS28

Bifurcations of Smooth and Lurching Waves in a
One-dimensional Thalamic Neuronal Network

We consider a two-layer, one-dimensional lattice of neu-
rons; one layer consists of excitatory thalamocortical neu-
rons, while the other is comprised of inhibitory reticular
thalamic neurons. Such networks are known to support
lurching waves, for which propagation does not appear
smooth, but rather progresses in a saltatory fashion; these
waves can be characterized by different spatial widths (dif-
ferent numbers of neurons active at the same time). We
show that these lurching waves are fixed points of appropri-
ately defined Poincare maps, and follow these fixed points
as parameters are varied. In this way we are able to ex-
plain observed transitions in behavior, and, in particular,
to show how branches with different spatial widths are
linked with each other.

Carlo R. Laing
Massey University
Auckland
c.r.laing@massey.ac.nz

MS28

Observing and Controlling Spatiotemporal Brain
Dynamics

The observation of spatiotemporal dynamics from brain
can be performed with computational models reflecting the
underlying network architecture and dynamics. Further-
more, fusion of experimental measurements from electrical
or optical imaging data from active neuronal networks can
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be used in such data assimilation paradigms. I will discuss
the background for such model-based observation of spa-
tiotemporal dynamics, and demonstrate new calculations
on the formal observability of neural field ordinary differen-
tial equation models with and without inhibitory neurons.

Steven J. Schiff
Penn State University
Center for Neural Engineering
sschiff@psu.edu

MS28

Dynamics of Transitions Between Depth Percep-
tion and Binocular Rivalry

When the two eyes are presented with radically different
images (eg. horizontal versus vertical lines), the brain can-
not compute binocular depth, and binocular rivalry oscil-
lations ensue. This talk will explore the transition between
depth perception and rivalry, which has been shown to in-
volve hysteresis. A neural network will be developed to
explain this hysteresis, and the role of rivalry circuitry in
normal stereoscopic vision will be discussed.

Hugh R. Wilson
York University, Canada
Center for Vision Research
hrwilson@yorku.ca

MS29

When transitions between bursting modes induce
network synchrony

We study synchronization of bursting neurons with excita-
tory and inhibitory connections. Fast inhibition is known
to promote pairwise asynchrony in inhibitory bursting net-
works. We show that the addition of such repulsive inhi-
bition to excitatory networks induces bursting synchrony,
in contrast to one’s expectations. Through stability and
geometrical analysis, we reveal the mechanism underly-
ing this purely synergetic phenomenon and show that it
originates from the transition between bursting of different
types caused by excitatory-inhibitory synaptic coupling.

Igor Belykh
Department of Mathematics and Statistics
Georgia State University
ibelykh@gsu.edu

MS29

Torus Canards in the Transitions from Spiking to
Bursting

Computational models of neural systems often exhibit com-
plex bifurcation structure in the transition from spiking to
bursting. In this talk, we describe how one type of bifurca-
tion - a torus canard explosion - appears in a broad array of
well-known computational neuronal models. We consider
three different classes of bursting dynamics: sub-Hopf/fold
cycle bursting, circle/fold cycle bursting, and fold/fold cy-
cle bursting. The essential features that these models share
are multiple time scales leading naturally to decomposition
into slow and fast systems, a saddle-node of periodic orbits
in the fast system, and a torus bifurcation in the full sys-
tem. We show that the transition from spiking to bursting
in each model system is given by an explosion of torus ca-
nards. Based on these examples, as well as on emerging
theory, we propose that torus canards are a common dy-

namic phenomenon separating the regimes of spiking and
bursting activity.

John Burke
Boston University
jb@math.bu.edu

Mathieu Desroches
University of Bristol
Engineering Mathematics
m.desroches@bristol.ac.uk

Anna Barry
Mathematics
Boston University
annab@math.bu.edu

Tasso J. Kaper
Boston University
Department of Mathematics
tasso@math.bu.edu

Mark Kramer
Department of Mathematics and Statistics
Boston University
mak@bu.edu

MS29

Isochron Portraits at Transitions between Bursting
and Spiking Modes

The two main modes of neuronal behavior – spiking and
bursting – are inherently multiple time-scale dynamical
phenomena. We have found that the phase response prop-
erties of neuronal models also depend heavily on specific
characteristics of their fast and slow subsystems which are
changing as the neurons move between activity regimes.
Computation of isochrons, manifolds of equivalent asymp-
totic phase, gives a global portrait of a system’s intrinsic
phase response properties (i.e. for weak and strong pertur-
bations). Here we present isochron portraits for neuronal
models in spiking and bursting regimes and in transitional
regions between activity modes. In our analysis, we link
isochronal curvature, phase response sensitivity, and time-
scale separation.

Erik Sherwood
Mathematics
University of Utah
sherwood@math.utah.edu

MS29

Dynamics in Models of Individual and Networked
Neurons

We performed a thorough bifurcation analysis of ellip-
tic burster models, using a computer-assisted reduction
to equationless, one-dimensional Poincare mappings for a
voltage interval. We were able to examine in detail the
bifurcations of not only stable fixed points but also unsta-
ble limit solutions of the system, including periodic, ho-
moclinic and heteroclinic orbits that underlie the complex
activity transitions between: tonic spiking and bursting,
bursting and mixed-mode oscillations, and finally mixed-
mode oscillations and quiescence in the FitzHugh-Nagumo-
Rinzel model. We illustrate the wealth of information,
qualitative and quantitative, that was derived from the
Poincare mappings, for the neuronal models and for similar
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(electro)chemical systems. Using such interval mappings
we can compute various quantitative characteristics such
as topological entropy and kneading invariants for exami-
nations of global bifurcations in the neuron model.

Jeremy Wojcik
Georgia State University
Dept. Mathematics and Statistics
jwojcik1@gsu.edu

Andrey Shilnikov
Neuroscience Institute and Department of Mathematics
Georgia State University
ashilnikov@gsu.edu

MS30

Ion Channels: Nanovalves that use Atomic Struc-
tures to Control Macroscopic Flows

Simulations of ion channels so far have been unhelpful be-
cause they are not calibrated and do not compute biological
phenomena. Intermediate scale models like engineering de-
vice equations are needed. Such models exist because the
survival of life depends on their robustness. The theory
of inverse problems is the appropriate mathematics to de-
termine such models and their parameters. This approach
has been successful in dealing with complex properties of
calcium, sodium, and RyR channels.

Bob Eisenberg
Department of Molecular Biophysics and Physiology
Rush University Medical Center
beisenbe@rush.edu

MS30

Energetic Variational Approaches for Ionic Fluids:
Diffusion and Transport

I will discuss Onsager’s Maximum Dissipation Principle
and its applications in ionic solutions and ion channels.
Also, we will look at it relations to generalized diffusion,
optimal transport and stochastic integrations.

Chun Liu
Department of Mathematics, Penn State University
University Park, PA 16802
liu@math.psu.edu

MS30

Pump-Leak Models of Cell Volume Control and
Electrolyte Balance

Abstract not available at time of publication.

Yoichiro Mori
School of Mathematics
University of Minnesota
ymori@umn.edu

MS30

Binding Kinetics of Proteins with Small-Molecule
Ligands and Macromolecular Targets: Influence of
Conformational Switch

Abstract not available at time of publication.

Huan-Xiang Zhou
Florida State University

Department of Physics
hzhou4@fsu.edu

MS31

Some Results on Chemical Reaction Networks
without the Assumption of Mass Action

We review some approaches to studying the asymptotic be-
haviour of chemical reaction networks (CRNs) given only
weak assumptions on the chemical kinetics. The classical
theory of monotone dynamical systems, along with non-
trivial extensions, has proved useful for proving that cer-
tain chemical systems have strong convergence properties.
Examples of families of CRNs to which such theory can be
applied will be presented.

Murad Banaji
University of Portsmouth
murad.banaji@port.ac.uk

MS31

Oscillatory Patterns in Cell Signaling Networks

Interactions of complex networks of genes, proteins and en-
zymes play a central role in modern cellular biology. Since
these networks are very complex, it is useful to understand
dynamics of important sub-network structure. We will con-
sider the sub-networks known as feedback loops and we
will discuss the relation between topology and interesting
dynamical features. In particular we discuss necessary con-
ditions for existence of multistability and oscillations.

Maria Leite
The University of Toledo
maria.leite@utoledo.edu

Yunjiao Wang
Mathematical Biosciences Institute, Ohio State University
ywang@mbi.osu.edu

MS31

Turing-Hopf Instability in Biochemical Reaction
Networks

A biochemical reaction network with any number of species
and one moving species is represented by a simple digraph,
and is modeled by a reaction-diffusion system with non-
mass action kinetics. A novel graph-theoretic condition
for potential Turing-Hopf instability that requires the ex-
istence of a pair of subnetworks, each containing an even
number of positive cycles is obtained. The technique is
illustrated with a double-cycle Goodwin type model.

Maya Mincheva
Northern Illinois University
mincheva@math.niu.edu

MS31

Ultrasensitivity for Graded Multisite Activation
Networks

Multisite protein modification is widely recognized as an es-
sential feature of many switch-like dose responses. It is usu-
ally assumed that cooperativity is involved, i.e. the ability
of one modified site to alter the rate of modification of its
neighbors. We make a very different set of assumptions to
obtain ultrasensitive behavior, namely that the individual
sites are identical and independent of each other, and that
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the protein activity is an arbitrary increasing function of
the number of modified sites. Under these assumptions we
provide theoretical estimates of the Hill coefficient of the
dose response. Examples are provided along with numeri-
cal simulations for biochemical reaction network models of
bacterial chemotaxis and the yeast pheromone pathway.

German Enciso, Shane Ryerson
University of California, Irvine
enciso@uci.edu, sryerson@uci.edu

MS32

Dynamical Systems Tools for the Investigation of
Cell Signalling

Computer-assisted studies of cell signalling have greatly
benefited from theory and numerical methods for dynam-
ical systems. Conversely, particularly the development of
theory and methods for dynamical systems with multiple
time scales has been motivated by biological applications.
This presentation gives an overview of recent developments
showcasing the tools from dynamical systems as well as
their use in biological applications.

Hinke M. Osinga
University of Bristol
Department of Engineering Mathematics
H.M.Osinga@auckland.ac.nz

MS32

Negative Feedback for Oscillations, Negative Feed-
back for Robustness

Slow negative feedback both contributes to oscillations and
limits their frequency (adaptation). Ermentrout showed
that adaptation is expected near a SNIC bifurcation, where
the unadapted frequency-current (FI) curve has infinite
slope. We show that a SNIC is neither necessary nor suf-
ficient for adaptation; more fundamental is some mecha-
nism to stretch the steep region near threshold. Sufficient
adaptive conductance can overcome the steepness of the FI
curve whether oscillations begin at SNIC or Hopf bifurca-
tions.

Arthur S. Sherman, Joon Ha
National Institutes of Health
asherman@nih.gov, joon.ha@nih.gov

MS32

Modelling Electrical Activity and Calcium Sig-
nalling in Developing Inner Hair Cells

Inner Hair Cells (IHCs) organise sound transduction in
mammals, which generates a receptor potential whose am-
plitude and phase drive auditory nerve firing. I will present
a mathematical model of electrical activity and calcium dy-
namics that reproduces experimentally-observed patterns
in immature IHCs, such as spiking and pseudo-plateau
bursting electrical activity. A numerical bifurcation analy-
sis reveals the existence of a complex but structured set of
periodic attractors with multiple-spike solutions.

Krasimira Tsaneva-Atanasova
Department of Engineering Mathematics
University of Bristol
K.Tsaneva-Atanasova@bristol.ac.uk

Daniele Avitabile
Department of Mathematics, University of Surrey

University of Surrey
d.avitabile@surrey.ac.uk

Helen Kennedy
University of Bristol
School of Physiology and Pharmacology
helen.kennedy@bristol.ac.uk

MS32

Effects of Multiple Time Scales in Cell Dynamics

An important feature of most physiological systems is that
they evolve on multiple time-scales. It is the interplay of
the dynamics on these different scales that creates compli-
cated rhythms and patterns. Geometric singular pertur-
bation theory provides us with tools to understand some
of these complex intrinsic patterns known as mixed-mode
oscillations via canard theory. In this talk, I will show how
canards are also able to explain ‘unexpected’ transient dy-
namics observed in some multiple time-scale systems.

Martin Wechselberger
University of Sydney
wm@maths.usyd.edu.au

MS33

Signaling Regulated Endocytosis and Exocytosis
Lead to Mating Pheromone Concentration Depen-
dent Morphologies in Yeast

Polarized cell morphogenesis requires actin cytoskeleton re-
arrangement for polarized transport of proteins, organelles
and secretory vesicles, which fundamentally underlies cell
differentiation and behavior. During yeast mating, S. cere-
visiae respond to extracellular pheromone gradients by
extending polarized projections, which are likely main-
tained through vesicle transport to and from the mem-
brane. In this talk, we will present the experimental re-
sults which demonstrate that projection morphology is
pheromone concentration dependent, and propose under-
lying mechanism elucidation through mathematical mod-
eling.

Ching-Shan Chou
Department of Mathematics
Ohio State University
chou@math.ohio-state.edu

Travis Moore
Seuol National University
travism@snu.ac.kr

Qing Nie
University of California at Irvine
qnie@math.uci.edu

Tau-Mu Yi
University of California, Santa Barbara
taumu.yi@lifesci.ucsb.edu

MS33

Changes in Domain Thickness Halt Par Protein
Travelling Wave Solutions in a Model of the Early
C. Elegans Embryo

Shortly after fertilization, embryos of the nematode worm
Caenorhabditis elegans polarize by segregating specific
components to opposite ends of the cell. The boundary
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between these distinct domains is reliably positioned in
wild type animals, although the mechanism is not yet un-
derstood. We use numerical simulations of a biologically
based model and asymptotic solutions to the Allen Cahn
equation to show that changes in domain geometry may
help to position the boundary between polarized domains.

Adriana Dawes
Deaprtment of Mathematics
Ohio State University
dawes.33@osu.edu

David Iron
Dalhousie University, Canada
iron@mathstat.dal.ca

MS33

Adaptation in a Eukaryotic Pathway: Combining
Experiments with Modeling

Adaptation in signaling systems, during which the output
returns to a fixed base-amount following a change in the
input, often involves negative feedback loops and plays a
crucial role in eukaryotic chemotaxis. In experiments, we
determined the dynamical response of a eukaryotic chemo-
taxis pathway immediately downstream from G protein-
coupled receptors following a uniform change in chemoat-
tractant concentration. This response showed near per-
fect adaptation and we attempted to fit these results using
mathematical models for the two possible simple network
topologies that can provide perfect adaptation. Only one,
the incoherent feedforward network, was able to accurately
describe the experimental results. This analysis revealed
that adaptation in this Ras pathway is achieved through
the proportional activation of upstream components and
not through negative feedback loops. Preliminary results
which further probe the system will also be presented.

Wouter Rappel
University of California at San Diego
rappel@physics.ucsd.edu

Herbert Levine
Univ. of Cal. at San Diego
Department of Physics
hlevine@ucsd.edu

MS33

The Conflicting Influence of Spatial Stochastic Dy-
namics on Cell Polarity

In this talk, I will describe our analysis of mathematical
models of gradient-induced cell polarization in yeast us-
ing spatial stochastic simulations. We found that noise in
the gradient input reduced both the extent of polarization
(amplification) and the accuracy (tracking). The cell takes
advantage of several strategies to filter this noise including
slow dynamics, two-stage signaling, and positive feedback.
On the other hand, the internal stochastic dynamics of the
cell contributed to more robust polarization. Using a model
of the yeast polarisome, we demonstrated that stochastic
simulations produced superior amplification and tracking
than deterministic simulations of the same model. In addi-
tion, stochastic dynamics could better describe wild-type
and mutant phenotypes.

Tau-Mu Yi
University of Santa Barbara

tmyster@gmail.com

MS34

Following Hydrodynamic Signals in Underwater
Locomotion

I will discuss underwater motion synchronization in the
context of a finite dipole dynamical system. The emphasis
in this work is on using a low-order modeling and com-
putational approach and the underlying motivation comes
from our efforts to understand the role of fluid-structure
interactions in fish locomotion and fish schooling

Eva Kanso, Andrew Tchieu
University of Southern California
kanso@usc.edu, atchieu@gmail.com

MS34

Helical Swimming in Viscoelastic and Porous Me-
dia

Many bacteria swim by rotating helical flagella. We study
the motility of the flagellum using a model system - a mo-
torized helical coil that rotates along its axial direction. By
immersing this model flagellum in a viscoelastic fluid, we
reveal in experiments how fluid viscoelasticity affects such
swimming motility. Using a modified boundary element
method, we also discuss the effect of spatial confinement,
such as a porous medium, on helical swimming in a stokes
flow.

Bin Liu
Brown University
Department of Physics
bin liu@brown.edu

Thomas R Powers, Kenneth S Breuer
School of Engineering
Brown University
thomas powers@brown.edu, kenneth breuer@brown.edu

MS34

Modeling the Undulatory Swimming of Sperm:
Mechanics, Biochemistry, and Hydrodynamics

Sperm are known to exhibit two distinct types of motility.
One is characterized by constant amplitude, symmetrical
waveforms. The other is characterized by asymmetrical
waveforms, which are correlated with an increase in cal-
cium concentration. The goal of this work is to model
the undulatory swimming of sperm swimming in a vis-
cous, incompressible fluid using the method of regularized
Stokeslets. Varying waveforms will be considered via a pre-
ferred curvature function. Results showing emergent wave-
forms, swimming speeds, and trajectories will be compared
to experimental data. Results for hydrodynamic interac-
tions and new research areas will be presented.

Sarah D. Olson
Worcester Polytechnic Institute
sdolson@wpi.edu

MS34

Locomotion at Low Reynolds Number: Some The-
oretical Topics

I will address some theoretical aspects of locomotion at
low Reynolds number. First, the hydrodynamic model for
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helices in viscous fluids will be explained and applied to
the analysis of motility of Spiroplasma bacterium. Second,
impact of medium viscoelasticity on the low-Reynolds-
number swimming will be explored based on a two-fluid
model for polymer solutions. These studies will eventually
be useful for understanding the motility of filamentous bac-
teria in non-Newtonian environments.

Hirofumi Wada
Kyoto University
hwada@fc.ritsumei.ac.jp

MS35

Patient Specific Subset Selection and Parameter
Estimation of an HIV-1 Model with Censored Ob-
servations

Mathematical modeling is becoming a more common tool
in predicting the dynamics of biological systems. In or-
der to make patient specific assessments, a patient specific
model calibration problem must be formulated and solved.
In general, these models may have many biologically rele-
vant parameters in varying degrees of identifiability. In this
work we consider an ordinary differential equation model
for the in-vivo dynamics of an HIV-1 infection, and es-
timate on a patient specific basis a best estimable set of
parameters using subset selection and sensitivity analysis.
Additionally, we account for the censored nature of the
clinical data with an appropriate statistical framework. In
combining the subset selection results with estimates for
the censored data we are able to compute estimates for the
identifiable parameters for each patient in the dataset.

Adam Attarian
NC State University
arattari@unity.ncsu.edu

MS35

Modeling Patient Response to HIV Using Artificial
Neural Networks

Models of HIV infection based on artificial neural networks
can capture the nonlinear dynamics of this complicated sys-
tem without making biological assumptions about poorly
understood mechanisms. We use this technique coupled
with past patient CD-4 count, CD-8 count, viral load and
drug adherence to predict future patient health. The pre-
dictive ability of this model will be analyzed under a va-
riety of conditions. In addition we will analyze the most
predictive components of the patient data.

John David
Department of Mathematics and Computer Science
Virginia Military Institute, Lexington, VA
davidja@vmi.edu

MS35

Mathematical Problems in the Diagnosis and
Treatment of Breast Cancer

The problems of detecting, determining the proliferation
rate, and the order of drugs to treat breast cancer will
be discussed. Electrical Impedance Spectroscopy will be
described as an adjunct to mammography for detecting
breast cancer. Models to predict the proliferation rate of
cancer cells as a function of the number of Her2 genes or
receptors will be described. Models explaining why giv-
ing Adriamycin before CMF has a significantly better out-
come that alternating the drugs will be presented. All the

mathematical models will be compared with patient and
experimental cell proliferation data.

David Isaacson
RPI
isaacd@rpi.edu

MS35

Mathematical Modeling of Cancer Immunotherapy

Immunotherapy, a treatment approach that enhances the
body’s natural ability to fight cancers, is becoming increas-
ingly prevalent in many multi-stage treatment programs
that also include chemotherapy, radiation and surgery. The
critical importance of the immune system in combating
cancer has been verified clinically, as well as through math-
ematical models. In this talk, we will discuss both biologi-
cal and mathematical questions about how a cancer grows,
how a cancer interacts with an immune system, and treat-
ment approaches that harness the power of the immune
system to slow or even stop cancer progression.

L G. dePillis
Harvey Mudd College
depillis@hmc.edu

MS37

Discrepant Predictions Among Models of Cardiac
Cells

As mathematical modeling of cardiac cells has become in-
creasingly accepted as a research tool, the number of mod-
els of cardiac electrophysiology has increased dramatically.
As a result, in many cases multiple models have been cre-
ated to describe the same species and region of the heart.
However, these models, which would be expected to gen-
erate similar predictions, often differ significantly. We will
discuss the implications of disagreement among models and
suggest ways to address this issue.

Elizabeth M. Cherry
Rochester Institute of Technology
School of Mathematical Sciences
excsma@rit.edu

MS37

Curve Fitting to Sparse Experimental data: Impli-
cations for the Dynamics of Cardiac Electrophysi-
ology Models

Mathematical models and computer simulation have be-
come widely used in the field of cardiac electrophysiol-
ogy; however, experimental data used in the construction
of these models is often sparse or incomplete, leading to
mathematically problematic assumptions. Here we investi-
gate the sensitivity of the Ten Tusscher-Panfilov (TP) hu-
man ventricular cell model to function definitions chosen
by modelers and present results illustrating the sensitivity
of the TP model dynamics in both single-cell and tissue
simulations.

Benjamin Liu, Elizabeth M. Cherry
Rochester Institute of Technology
School of Mathematical Sciences
brl5686@rit.edu, excsma@rit.edu

MS37

The Statistics of Calcium-mediated Focal Excita-
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tions in Cardiac Tissue

In this talk we present a minimal model of calcium medi-
ated focal excitations in cardiac tissue. Using this model
we describe the essential features which dictate the timing
statistics and morphology of these focal excitations. These
results provide precise criteria for the occurrence of focal
excitations in cardiac tissue, and will serve as a guide to
determine the propensity of calcium-mediated triggered ar-
rhythmias in the heart.

Yohannes Shiferaw
California State University
Northridge
yshiferaw@csun.edu

Mesfin Asfaw, Wei Chen
California State University at Northridge
mesfin.taye@csun.edu, wei.chen@csun.edu

MS37

Meta-bifurcation Analysis of a Mean-field Model of
the Human Cortex

Bifurcation analysis has little use for physiological models,
with many parameters in large ranges of admissible val-
ues. I will explain how automated bifurcation analysis of
many parameter sets identifies robust behaviour. The ex-
ample is a mean-field model of electrocortical activity. The
metabifurcation approach unveils correlations between pa-
rameters and the response to anesthetic agent, with impli-
cations for monitoring of anesthesia. We consider a local
as well as a space dependent model which exhibits various
Turing-type bifurcations.

Lennaert van Veen
UOIT
lennaert.vanveen@uoit.ca

Federico Frascoli
Melbourne University
federico.frascoli@unimelb.edu.au

Bojak Ingo
University of Birmingham
i.bojak@bham.ac.uk

Liley David
Swinburne University of Technology
dliley@swin.edu.au

Kevin R. Green
UOIT
kevin.green@uoit.ca

MS38

Spatially Adaptive Stochastic Numerical Meth-
ods for Intrinsic Fluctuations in Reaction-Diffusion
Systems

An interesting regime in which to study reaction-diffusion
systems is one where the local concentrations of molecu-
lar species are large enough to be described by a contin-
uum field while also being small enough that local density
fluctuations are significant. For many biological systems
such a regime is of particular importance. This includes
the study of mechanisms underlying cell signaling, cell po-
larization, and directed cell motility through detection of

shallow concentration gradients. To study these systems
we shall formulate models in terms of stochastic partial
differential equations that account for intrinsic fluctuations
in the concentration fields associated with these processes.
To perform investigations and simulations in practice, a
number of challenges arise in approximating the solutions
of such SPDE’s. Further issues arise when considering non-
periodic domains with complex geometries which arise nat-
urally in such biological systems. In this talk, we address
these issues with new approaches to obtain spatially adap-
tive numerical discretizations for SPDE’s. We also specifi-
cally address the issue of how to discretize stochastic terms
at coarse-refined interfaces. As an application of the meth-
ods we present results for cellular gradient sensing. We also
present results for pattern formation phenomena exhibited
by reaction-diffusion systems sensitive to local spontaneous
fluctuations.

Paul J. Atzberger
University of California-Santa Barbara
atzberg@math.ucsb.edu

MS38

Boundary Integral Methods for Biomolecule Diffu-
sion and Association: Challenges and Progress

Boundary-integral equations are well known as an alter-
native approach for solving partial-differential equations
for biomolecular electrostatics and diffusion. Tradition-
ally, however, their appealing theoretical advantages (for
instance, only surfaces are discretized rather than a large
volume) have been mitigated by serious practical limita-
tions, including speed and the problems of moving surfaces.
This talk will highlight recent BIE advances that promise
to lift these limitations and create new possibilities for fast,
accurate modeling of biomolecular association.

Jaydeep P. Bardhan
Department of Molecular Biophysics and Physiology
Rush University Medical Center
jaydeep bardhan@rush.edu

MS38

Molecular and Subcellular Modeling of Cardiac
Troponin C Calcium Handling

We model the molecular basis of diffusion-limited calcium
binding to the myofilament protein, Troponin C. Our ap-
proach utilizes a molecular surface generated from the Tro-
ponin C crystallographic structure and accounts for bind-
ing based on a potential of mean force computed from
molecular dynamics. We find that a combination of a
diffusional and post-encounter descriptions predict an as-
sociation closer to experimental estimates. Moreover, we
explore the effect of alterations in calcium binding by Tro-
ponin C on calcium signaling in cardiac ventricular my-
ocytes.

Pete Kekenes-Huskey
UCSD
huskeypm@gmail.com

MS38

Level-set Variational Implicit-Solvent Approach to
Biomolecular Interactions

A novel variational approach to the molecular solvation
with a continuum solvent is introduced. In this approach,
an effective free-energy functional of all possible solute-
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solvent interfaces is minimized to determine equilibrium
conformations and minimum solvation free energies. The
functional consists of volume and surface energies of so-
lutes, solute-solvent dispersive interactions, and electro-
static contributions. Solute molecular mechanics can be
coupled with the variational solvation. A robust level-set
method is developed to track numerically such equilibrium
solute-solvent interfaces. Extensive numerical results with
comparison with molecular dynamics simulations demon-
strate the success of this new approach in capturing the
hydrophobic interaction and drying-and-wetting fluctua-
tion between multiple equilibrium states. These properties
are in general difficult to describe by most of the exist-
ing implicit-solvent models in which ad hoc solute-solvent
interfaces are pre-defined and different parts of the free en-
ergy are decoupled. This is joint work with Li-Tien Cheng,
Zhongming Wang, Yang Xie, Shenggao Zhou, Piotr Setny,
Jianwei Che, Joachim Dzubiella, and J. Andrew McCam-
mon.

Bo Li
Department of Mathematics, UC San Diego
bli@math.ucsd.edu

MS39

Uniqueness and Asymptotic Stability of Equilibria
in a Reversible, Non-Complex-Balanced Reaction
Network

The allosteric ternary complex model is frequently used
in pharmacology to represent the interaction of a receptor
with two ligands. Tacit conditions on the rate constants
result in that equilibria are unique, detailed-balanced and
globally asymptotically stable. However, these conditions
cannot be verified experimentally or enforced in finite-
precision numerical computations, leaving open the pos-
sibility that the uniqueness and asymptotic stability of
equilibria are not robust features. We describe transfor-
mations of the Jacobian matrix of the mass-action species-
formation map which lead to the uniqueness of equilibria
and the existence of quadratic Lyapunov function, with-
out restrictions on the positive rate constants. The result
on the uniqueness of equilibria is quite general, while the
requirements for getting the quadratic Lyapunov function
are rather stringent and hopefully can be relaxed.

Gilles Gnacadja
Amgen
gilles.gnacadja@gmail.com

MS39

Perspectives on the Global Attractor Conjecture

Recent results by Craciun, Nazarov, and Pantea, and by
Anderson have introduced some new ideas – like k-variable
systems, endotactic networks, and partitioning along a se-
quence – into the attack on the global attractor conjecture.
I will discuss a geometric reformulation of this conjecture.
This reformulation clarifies the proof techniques involved in
both results, and articulates directions for further progress.

Manoj Gopalkrishnan
Tata Institute of Fundamental Research
manojg@tifr.res.in

Ezra Miller
Department of Mathematics
Duke University

ezra@math.duke.edu

Anne Shiu
University of Chicago
annejls@math.uchicago.edu

MS39

Persistence and Global stability in Biochemical In-
teraction Networks

The Global Attractor Conjecture and the Persistence Con-
jecture are two of the most important open problems in
Chemical Reaction Network Theory and have received a
lot of attention in recent years. In this talk I will describe
the class of endotactic systems, explain its relevance in the
context of persistence, and present recent partial results to-
wards proofs of the two conjectures mentioned above. This
is joint work with Gheorghe Craciun.

Casian Pantea
University of Wisconsin, Madison
c.pantea@imperial.ac.uk

Gheorghe Craciun
Department of Mathematics, University of
Wisconsin-Madison
craciun@math.wisc.edu

Fedor Nazarov
Kent State University
fnazarov@kent.edu

MS39

Non-persistent Reaction Networks with Regular
Dynamics

Consider a closed chemical kinetics system with general
rate functions which are increasing in their arguments. A
species is called critical if it appears in more than one com-
plex. We show that if either there are no critical species or
there is one critical species which appears at most once in
each linkage class then every solution approaches an equi-
librium point and the concentrations which tend to zero
can be determined. Results from monotone flows and com-
partmental systems are used.

David Siegel
University of Waterloo
dsiegel@math.uwaterloo.ca

MS40

Monocyte Innate Immune Response to Vitamin D

Vitamin D circulates in serum mostly bound to vitamin
D binding protein (DBP). Cathelicidin (CAMP) induction
is an innate immune response of human monocytes depen-
dent on vitamin D. Using in vitro experimental results and
reported characteristics of the vitamin D system, a mathe-
matical model was developed to project free vitamin D lev-
els and CAMP induction. Analysis by modeling suggests
the impact of DBP genetic variations and the validity of
the intracrine mechanism of CAMP induction.

Rene F. Chun
UCLA Orthopaedic Hospital
Department of Orthopaedic Surgery
rchun@mednet.ucla.edu
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MS40

Insights Into Cell Membrane Microdomain Orga-
nization from Live Cell Single Particle Tracking of
the IgE High Affinity Receptor FceRI of Mast Cells

Live cell single particle tracking studies using quantum dot
labeled IgE bound to its high-affinity FceRI receptor pro-
vide direct evidence for the confinement of receptors within
the micrometer scale. Using time series analysis we charac-
terize an excess of short (¡ 70 nm) jumps in data of unstim-
ulated cells suggesting membranes contain submicrometer
barriers to receptor movement. After stimulation, receptor
mobility decays rapidly to a lower plateau, indicating a fur-
ther level of receptor confinement including cross-linking.

Flor A. Espinoza

Spatio-Temporal Modeling Center (STMC) and
Pathology Dept
University of New Mexico
fespinoz@unm.edu

Michael Wester
Department of Mathematics and Statistics
University of New Mexico
wester@math.unm.edu

Janet Oliver
Department of Pathology
University of New Mexico
joliver@salud.unm.edu

Bridget Wilson
University of New Mexico School of Medicine
bwilson@salud.unm.edu

Nicholas Andrews, Diane Lidke
Department of Pathology
University of New Mexico
nandrews@salud.unm.edu, dlidke@salud.unm.edu

Stanly Steinberg
University of New Mexico
Dept of Math & Statistics
stanly@math.unm.edu

MS40

Initiation and Regulation of Mast Cell Signaling
through the FceRI Pathway

Mechanisms of signal initiation and regulation from the
high affinity IgE receptor (FceRI) remain in question.
FceRI subunit phosphorylation and Syk activation dynam-
ics were measured using biochemical methods and FRET
respectively, under experimental conditions that modulate
levels of Lyn and Fyn kinases. Results are being integrated
into a rules-based mathematical model that provides in-
sight into the opposing role of Lyn in receptor phosphory-
lation and in negative regulatory loops that limit mast cell
responses.

Avanika Mahajan

Spatio-Temporal Modeling Center (STMC) and
Pathology Dept
University of New Mexico
amahajan@salud.unm.edu

Dipak Barua, William S. Hlavacek

Los Alamos National Lab, Los Alamos, NM
dbarua@lanl.gov, wish@lanl.gov

Bridget Wilson
Spatio-Temporal Modeling Center (STMC) and
Pathology Dept
bswilson@salud.unm.edu

MS40

Modeling Vitamin D Regulation in Monocytes

We derive from elementary interactions and parameters
from the literature a model of Cathelicidin (CAMP) activa-
tion in monocytes from vitamin D stimulation. We include
extracellular and intracellular volumes, binding proteins,
enzymes, transcription factors, and the CAMP gene. We
predict that extravasion will increase activation of CAMP
based on changes in extracellular volume fraction. The
model corroborates data showing alteration in enzymatic
conversion of vitamin D to an active metabolite shifts
CAMP expression levels.

Bradford E. Peercy
Department of Mathematics and Statistics
University of Maryland, Baltimore County
bpeercy@umbc.edu

MS41

A Multi-scale Approach to Spatially Distributed
Regulatory Networks

Reaction diffusion networks describing biochemical regula-
tion of cell function are characterized by a high degree of
complexity. While established techniques exist for under-
standing the purely temporal behaviour of these systems,
investigation of their spatio-temporal behaviour is consid-
erably more challenging. Ill present a new bifurcation tech-
nique capable of mapping parameter spaces of systems in-
volving regulators with substantially different diffusivitys,
common where membrane bound and cytosolic components
are involved. The primary benefits of this method are:
1) It simultaneously detects both excitable and instability
driven dynamics, 2) An approximate system of nonlinear
ODEs is analyzed instead of the full system of PDEs, 3)
Established bifurcation software such as Auto can be used,
4) It can be applied to highly complex systems involving
many interacting regulators. As an example, Ill discuss
a polarity system developed in tandem with experimental
collaborators describing Rho-GTPase / Phosphoinositide
kinetics. I’ll discuss the interaction of this system with
external stimuli and a strategy for modulating sensitivity
and response thresholds.

Bill Holmes
University of British Columbia
wrholmes@math.ubc.ca

MS41

Mathematical Modeling of Tumor Heterogeneity
and the Role of HER2 in Breast Cancer Stem Cells

Cancer stem cells (CSCs) have been identified in primary
breast cancer tissues and cell lines. The size of CSC pop-
ulation varies a lot among cancer tissues and cell lines but
is associated with aggressiveness of breast cancer. In this
study, we develop a mathematical model to explore the
key factors which control the size of CSC during tumor
cell growth both in vitro and in vivo. Our mathematical



LS12 Abstracts 73

model and experimental data suggest that there is a neg-
ative feedback mechanism to control the balance between
CSC and non-stem cancer cells. We further calculate how
feedback sensitivities and robustness can be regulated by
different intrinsic and extrinsic factors.

Xinfeng Liu
University of South Carolina
xfliu@math.sc.edu

Hexin Chen
Department of Biology
University of South Carolina
hchen@biol.sc.edu

MS41

A Computational Study of Cell Population Hetero-
geneity

Bistability (multi-stability) of intracellular regulatory net-
works are often used to infer the existence of different
gene expression states of individual cells. Here, we ask if
bistable intracellular dynamics, which may originate from
many different feedback regulations, always result in the
bimodal dis- tribution of cells during growth? We address
this question by investigating three intracellular regulatory
motifs that all are capable of producing bistability: auto-
activation, cross-activation, and cross-repression. Based
on a multi-scale model that integrates intracellular dynam-
ics and cell division along with their stochastic effects, we
found that cross-repression can lead to robust bimodal dis-
tribution of cells in a population; in contrast, purely active
intracellular networks.

Liming Wang
University of California at Irvine
lwang@math.uci.edu

MS41

External Noise Control in Auto-regulated Biologi-
cal Networks

External noise control in auto-regulated biological net-
works External noises in signaling usually come from fluc-
tuations in the signal stimulus or environmental changes.
It has been proposed how external noises are filtered by
slow deterministic downstream feedback reactions in sig-
nal transduction pathways. Here we will talk about how
the inherent stochasticity in downstream multiscale feed-
back loops interplays with the external noise to affect the
signal precision. Moreover, in a process of pattern forma-
tion, where the signal stimulus is distributed in a graded
way, we show how the response of the downstream stochas-
tic feedback loops to the external noise changes spatially.

Likun Zheng, Meng Chen
Department of Mathematics
University of California at Irvine
likunz@uci.edu, mchen12@uci.edu

Qing Nie
University of California at Irvine
qnie@math.uci.edu

MS42

Modeling the Role of the Bacterium Xylella fastid-

iosa in the Development of Plant Diseases

The role of biofilms within bacterial infections has been a
topic of recent interest due to the prevalence of the biofilm
mode of life as well as the inability to fully eliminate the
bacteria within the biofilm. Despite multiple diseases caus-
ing widespread damage to the citrus, wine, and other fruit
industries, there has been little attention paid to model-
ing the development and progression of these plantal infec-
tions. After a brief introduction to biofilms and bacterial
infections, a multiphase modeling framework will be used
to examine the dynamic behavior of the biological system.
Perturbation analysis will be used to determine potential
causes and tendencies of patterns discovered within the
biofilm.

Matt Donahue
Department of Mathematics
Florida State University
mdonahue@math.fsu.edu

MS42

The Influence of Hindered Transport on the Devel-
opment of Platelet Thrombi Under Flow

Vascular injury triggers two intertwined processes, platelet
deposition and coagulation, and can lead to the forma-
tion of an intravascular clot (thrombus) that may grow to
occlude the vessel. Formation of the thrombus involves
complex biochemical, biophysical, and biomechanical in-
teractions that are also dynamic and spatially-distributed,
and occur on multiple spatial and temporal scales. We pre-
viously developed a spatial-temporal mathematical model
of these interactions and looked at the interplay between
physical factors (flow, transport to the clot, platelet dis-
tribution within the blood) and biochemical ones in de-
termining the growth of the clot. Here we extend this
model to include reduction of the advection and diffusion
of the coagulation proteins in regions of the clot with high
platelet number density. The effect of this reduction, in
conjunction with limitations on fluid and platelet transport
through dense regions of the clot, can be profound. Our
results suggest a possible physical mechanism for limiting
thrombus growth.

Karin Leiderman
Mathematics Department
Duke University
karin@math.duke.edu

MS42

Modeling Hydrodynamic Contributions to Ame-
boid Cell Motility

Understanding the methods by which cells move is a fun-
damental problem in modern biology. Recent evidence has
shown that the fluid dynamics of cytoplasm can play a
vital role in cellular motility. The slime mold Physarum
polycephalum provides an excellent model organism for the
study of amoeboid motion. In this research, we use both
analytic and computational models to investigate intracel-
lular fluid flow in a simple model of Physarum. In both
cases, of we are specifically interested in stresses generated
by cytoplasmic flow which act in the direction of cellular
motility. In our numerical model, the Immersed Boundary
Method is used to account for such stresses. We investigate
the relationship between contraction waves, flow waves and
locomotive forces, and attempt characterize conditions nec-
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essary to generate directed motion.

Owen Lewis
University of California, Davis
ollewis@math.ucdavis.edu

Robert D. Guy
Mathematics Department
University of California Davis
guy@math.ucdavis.edu

MS43

Modeling of Hyaluronan Clearance: Application to
Estimation of Lymph Flow

The macromolecule hyaluronan (HA) takes part in the reg-
ulation of tissue water and protein homeostasis. Lymph
flow may be a major pathway of transport of HA. A six-
compartment model is presented which describes plasma,
interstitial and lymph flow fluid exchange as well as pro-
duction, transport and degradation of HA. This model is
applied to study fluid shifts during orthostatic stress and
the stress of ultrafiltration during dialysis. To track fluid
volume distribution the rate of lymph flow, difficult to es-
timate, needs to be quantified. This paper will discuss how
HA can provide a marker in estimating this flow.

Jerry Batzel
Institute for Mathematics and Scientific Computing
University of Graz
jerry.batzel@uni-graz.at

MS43

Scalability and Dimension Reduction in Multiscale
Models of Physiological Systems

Physiological control systems are associated with a multi-
tude of time and space scales and often involve signaling
pathways of considerable combinatorial complexity. This
presents major challenges to model development and high-
lights the need for scalability of models along with reliable
model reduction strategies. Here, an automated approach
for the development of reduced, scalable models that com-
bines aggregation, time scale separation, and truncation
techniques is demonstrated using a multiscale model of the
cardiac myocyte.

Scott M. Bugenhagen, Daniel Beard
Department of Physiology and Biotechnology and
Bioengineerin
Medical College of Wisconsin
sbugenha@mcw.edu, beardda@gmail.com

MS43

A Spatially Distributed Model of the Inverse Prob-
lem of the Energetic of Consciousness

Computational compartmentalized models of brain energy
metabolism and cerebral hemodynamics play a big role in
advancing our understanding of the coupling between brain
activity and energy metabolism, testing hypothesis about
metabolic activity in the different compartments , and in-
terpreting functional neuroimaging. The models that have
been published in the literature so far are spatially lumped,
describing the typical behavior of homogeneous cellular
compartments. While many of these models have been ad-
equately validated with in vivo data, for their own nature
they are unable to provide any insight about interaction

between ensembles of cells in a neighborhood. Moreover,
the reduced metabolic pathway adopted by several mod-
els pose some limitations when it comes to interpreting
phenomena potentially controlled by changes in facilitators
availability. In this talk we present a spatially distributed
model aiming at better capturing the details of astrocyte-
neuron metabolic interactions to gain a deeper knowledge
of the roles of neuron and astrocyte in brain metabolism.
The modular design of the model allows a progression from
simpler to progressively more detailed descriptions of the
metabolism in the cellular components, so as to provide
a framework for the emergence of important, yet to be
discovered metabolic relations. The complex issue of pa-
rameter estimation and sensitivity of the model will be
addressed within the Bayesian framework.

Daniela Calvetti
Case Western Reserve Univ
Department of Mathematics
dxc57@case.edu

MS43

The Impact of Gravity during Head-up Tilt

Upon head-up tilt or sit-to-stand the body changes position
involving pooling of blood in the extremities due to impact
of gravity. This phenomenon is observed in all upright
animals ranging from monkeys to giraffes. The changes
in hydrostatic forces lead to changes in upper body blood
pressure, which induce regulation of central and peripheral
quantities that in turn brings blood pressure back to home-
ostatic levels. In this talk we will use modeling to address
how blood pressure responds to gravitational changes, and
discuss how control system may respond following a gravi-
tational change. Results will be shown for humans during
head-up tilt and sit-to-stand as well and for giraffes simu-
lating the change in gravity imposed when they lift their
head after drinking.

Mette S. Olufsen
Department of Mathematics
North Carolina State University
msolufse@math.ncsu.edu

Johnny Ottesen
Department of Mathematics
Roskilde University, Denmark
msolufse@ncsu.edu

MS44

Stochastic Neuronal Dynamics on Complex Net-
works

We consider a class of dynamical systems defined on net-
works that are of the same type as neuronal dynamics,
and we consider families of networks with complex struc-
tures on several scales. The coarse-grained dynamics lead
to meanfield limits with complicated dynamical structures.
All of this can be carefully described, and in some cases,
rigorized, using techniques from stochastic analysis, spec-
tral graph theory, and category theory.

Lee DeVille
University of Illinois
Department of Mathematics
rdeville@math.uiuc.edu
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MS44

Reliability and Modular Decompositions of Oscil-
lator Networks

An oscillator network receiving a fluctuating stimulus is re-
liable if repeated presentations of the same stimulus elicits
essentially identical responses each time; a network’s relia-
bility impacts its ability to encode information. This talk
presents an analysis of phase oscillator networks that can
be decomposed into modules connected by acyclic graphs.
For such networks, I will explain how sources of unreli-
ability can be localized, and address questions concern-
ing downstream propagation of unreliability once it’s pro-
duced.

Kevin K. Lin
Department of Mathematics
University of Arizona
klin@math.arizona.edu
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MS44

Synchronous Firing Events in Stochastic Model
Neuron Systems

We are interested in the synchronous dynamics of simple
pulse-coupled models for neuron dynamics. These time
correlations in firing times are seen experimentally. In our
model, the size of synchronous firing events depends on the
probabilistic dynamics between such events as well as the
network structure representing the neuron connections. We
presents both analytical results and numerical simulations
of these global dynamics.

Katherine Newhall
Courant Institute of Mathematical Science
New York University
newhall@cims.nyu.edu

MS44

The Structure of Network Activity in the Neocor-
tex

Abstact not available at time of publication.

Andreas Tolias
Baylor College of Medicine
atolias@cns.bcm.edu

MS45

A Model for Myelosuppression and the Influence
of Timing in Drug Administration

We investigate possible pharmaceutical interventions us-
ing a structured model for the regulation of blood cells
taking the form of a system of nonlinear delay differen-
tial equations. This model contains multiple time delays
to incorporate maturation and lifespan times of the dif-
ferent cell species, together with feedback control mecha-

nisms: some of the delays are therefore state-dependent.
Concentrating on the regulation of neutrophils, we analyse
equilibrium solutions and their destabilisation by Hopf and
secondary bifurcations, giving a dynamical interpretation
to neutropenic episodes and obtaining conditions for the
simultaneous stability of multiple equilibria. This model
is used to represent the effect of current chemotherapeutic
regimens on neutrophil levels, emphasizing the influence of
scheduling, as well as the remedial use of G-CSF.

Jacques Belair
Département de mathématiques et de statistique
Université de Montréal
belair@crm.umontreal.ca

MS45

Pharmacodynamic Models of Delayed Drug Effects

Pharmacodynamics is science that relates the time courses
of drug concentrations and pharmacological effects in hu-
mans and animals. This talk will be focused on models
of biological systems altered by drugs with states that can
be considered as pharmacodynamic responses. There have
been two approaches of modeling pharmacodynamic de-
lays: one involves a series of transit compartments and an-
other delay times. Examples of applications of both types
of models in various therapeutic areas will be provided.

Wojciech Krzyzanski
University at Buffalo
Department of Pharmaceutical Sciences
wk@buffalo.edu

MS45

What is Pharmacometrics - How Can Modeling
Help ?

Modeling and Simulation-based Biopharmaceutical Sci-
ences have become eye-catching in academia, industry and
regulatory authorities. This is a natural turning point since
the declining productivity in pharmaceutical industry ob-
served in the last decade. Novel tools, including modelling
and simulation (M&S) can help reducing the overall cost
of drug development by as much as 50%. The importance
of mathematics required in this discipline exerts pressure
to take immediate actions to make mathematicians real
contributors to this evolving field of pharmacometrics.

Fahima Nekka
Université de Montréal, Faculté de Pharmacie
Centre de Recherches Mathématiques
fahima.nekka@umontreal.ca
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MS45

Predicting the Drug Release Kinetics of Matrix
Tablets.

Sustained release tablets are used to maintain a consistent
concentration drug in the body. One way to form these
tablets is to mix a soluble drug, non-soluble polymer and
non-active components, and then to compress the mixture
at high pressure and temperature. The pressure and heat
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cause the polymer particles to fuse, creating barriers that
slow the dissolution and diffusion of the drug out of the
tablet. The challenge is to predict the release kinetics of the
drug from the polymer/excipient matrix tablet. In this talk
we present several mathematical models that can be used
to describe the release kinetics: a random walk model, a
continuous model, and a hybrid cellular automaton model.
The predictions of all three models show good qualitative
agreement with experimental release curves, and simulated
tablets could provide tools for designing better controlled
release devices.

Ami Radunskaya
Pomona College
Mathematics Department
aer04747@pomona.edu

Peter Hinow
University of Wisconsin - Milwaukee
hinow@uwm.edu

MS46

Rigorous Relationship between Two Stochastic-
reaction Diffusion Models for the Time Required
to First Find a Binding Site

We compare two reduced models for a protein diffusing to a
stationary binding site. The first model is a Smoluchowski
diffusion limited reaction and the second is the so called
Doi λ-ρ model -where λ is the binding rate and ρ is the
radius of the binding region. Both models are described by
partial differential equations for the probability density the
molecule is at a specific point in space at a given time. The
question we ask is how the two models are related as the
binding parameter in the Doi model is varied. In particular,
we study the limit of the Doi model for large binding rate
and in what sense the Doi model can be interpreted as an
approximation of the Smoluchowski model.

Ikemefuna Agbanusi
Boston Univiersity
Department of Mathematics
agbanusi@bu.edu

MS46

Solution of the Effective Fokker-Planck Equation
for High Dimensional Chemical Systems

When modelling biochemical reactions within cells, it is
vitally important to take into account the effect of intrin-
sic noise in the system, due to the small copy numbers
of some of the chemical species. Deterministic systems
can give vastly different types of behaviour for the same
parameter sets of reaction rates as their stochastic ana-
logues, giving us an incorrect view of the bifurcation be-
haviour. The stochastic description of this problem gives
rise to a multi-dimensional Markov jump process, which
can be approximated by a system of stochastic differen-
tial equations. Long-time behaviour of the process can be
better understood by looking at the steady-state solution
of the corresponding Fokker-Planck equation. In this talk
we consider a new finite element method which uses sim-
ulated trajectories of the Markov-jump process to inform
the choice of mesh in order to approximate this invariant
distribution for systems of 3 chemical species. We will also
briefly outline how this method can be used in conjunction
with appropriate multiscale methods in order to approxi-
mate the invariant distribution of up to 3 slow species for

much higher dimensional systems.

Simon Cotter
University of Oxford
Mathematical Institute
cotter@maths.ox.ac.uk

MS46

Modeling Intrinsic Noise in Gene Expression Cir-
cuits

The fundamental processes involved in gene expression are
inherently random. This intrinsic stochasticity can give
rise to phenotypic heterogeneity even if the cells in a pop-
ulation are genetically identical. Correspondingly, there
is considerable interest in understanding how different cel-
lular regulatory mechanisms impact the stochasticity or
’noise’ in gene expression. Of particular interest are mech-
anisms involving small RNAs, which are often central el-
ements of global regulatory pathways. In this talk, I will
discuss stochastic modeling approaches for gene expression
circuits. Using different analytical tools (e.g. queueing
theory and variational approaches) in combination with
stochastic simulations, we analyze the effects of regulatory
mechanisms on the intrinsic noise in gene expression. The
derived results also suggest novel experimental applica-
tions, validated by stochastic simulations, for inferring gene
expression parameters using regulation by small RNAs.

Rahul Kulkarni
Virginia Polytechnic Institute
Department of Physics
kulkarni@pooh.phys.vt.edu

MS46

Isolating Intrinsic Noise Sources in a Stochastic Ge-
netic Switch

The stochastic mutual repressor model is analysed using
perturbation methods. This simple model of a gene circuit
consists of two genes and three promotor states. Either
of the two protein products can dimerize, forming a re-
pressor molecule that binds to the promotor of the other
gene. When the repressor is bound to a promotor, the cor-
responding gene is not transcribed and no protein is pro-
duced. Either one of the promotors can be repressed at any
given time or both can be unrepressed, leaving three possi-
ble promotor states. This model is analysed in its bistable
regime in which the deterministic limit exhibits two stable
fixed points and an unstable saddle, and the case of small
noise is considered. On small time scales, the stochastic
process fluctuates near one of the stable fixed points, and
on large time scales, a metastable transition can occur,
where fluctuations drive the system past the unstable sad-
dle to the other stable fixed point. To explore how different
intrinsic noise sources affect these transitions, fluctuations
in protein production and degradation are eliminated, leav-
ing fluctuations in the promotor state as the only source
of noise in the system. The process without protein noise
is then compared to the process with weak protein noise,
using perturbation methods and Monte-Carlo simulations.
It is found that some significant differences in the random
process emerge when the intrinsic noise source is removed.

Jay M. Newby
University of Oxford
Mathematical Institute
newby@maths.ox.ac.uk



LS12 Abstracts 77

MS47

Modeling Cancer Progression Due to Somatic Evo-
lution

During progression, tumor cells begin to reproduce inap-
propriately, acquire nutrients and oxygen, evade the host
immune system, remodel their environment, invade sur-
rounding tissues and recapitulate their organization via
metastases. Progression results from somatic evolution
due to rapid mutation and strong selection. Simulations
show that nutrient limitation promotes invasiveness. Weak
immune clearance promotes metastasis, while strong im-
mune clearance prevents secondary tumors and can pro-
duce spontaneous remission. Improved understanding of
cancer evolution may suggest more effective therapies.

James A. Glazier
Indiana University, Biocomplexity Institute
Depts. of Physics and Biology, School of Informatics
glazier@indiana.edu

MS47

Modeling Collective Cell Migration: Wound Heal-
ing and Cancer Metastasis

We do modeling for collective migration of epithelial cells.
Individual crawling cells on 2D substrate are represented
by dipole-stress with their polarity in continuum. Cell-cell
and cell-substrate interactions are realized by visco-elastic
relaxation and viscous drag forces, respectively. This
framework is applied to the mechanisms of wound healing
and cancer metastasis. We show that the wound closure is
essentially mechanical and the integrin up-regulation and
cadherin down-regulation are sufficient for the metastatic
transition in cancer.

Pilhwa Lee
University of Connecticut Health Center
plee@uchc.edu
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Department of Cell Biology
University of Connecticut Health Center
cwolgemuth@uchc.edu

MS47

Effect of Stretch-dependent Proliferation on Col-
lective Cell Migration

Necrotizing enterocolitis is an intestinal inflammatory dis-
ease that is a major cause of death in premature infants. A
recently developed mathematical model of cell layer migra-
tion during experimental necrotizing enterocolitis based on
an assumption of elastic deformation of the cell layer leads
to a generalized Stefan problem. Analysis and numerical
results indicate that a large class of constitutive equations
for the dependence of proliferation on stretch leads to trav-
eling wave solutions with constant wave speed.

Tracy L. Stepien
University of Pittsburgh
tls52@pitt.edu

David Swigon
Department of Mathematics
University of Pittsburgh
swigon@pitt.edu

MS47

Multiscale Modeling of Bacterial Chemotaxis

Bacteria such as E. coli can respond to a self-produced
chemoattractant and self-organize into population patterns
including aggregates, networks, radial and spiral streams.
To explain these patterns I will present a hybrid model that
incorporates a cell-based description of signal transduction
and cell movement, and a continuum description of the
extracellular attractant. The model predicts that the for-
mation of aggregates and radial streams results from mod-
ulation of the local attractant concentration by the cells,
and spiral streams from a swimming bias of the cells near
the surface of the substrate. I will also present the con-
tinuum limits of the hybrid model under different signal
regimes.

Chuan Xue
Ohio State University
cxue@math.osu.edu

MS48

Using Computer Simulation Combined with Exper-
imentation to Explore Notch Dynamics During An-
giogenesis

Abstract not available at time of publication.

Katie Bentley
Vascular Biology Laboratory
Cancer Research UK
katie.bentley@cancer.org.uk

MS48

Vascular Patterning by Matrix-Mediated Paracrine
Signalling

During embryonic vasculogenesis, the earliest mechanism
of blood vessel morphogenesis, isolated vascular cell pro-
genitors called angioblasts assemble into a characteristic
network pattern. So far, however, the mechanisms under-
lying the coalescence and patterning of angioblasts remain
unclear. In this talk I will present a hybrid cell-based /con-
tinuous model relying on realistic biological assumptions.
The model is used to study the dynamics of network forma-
tion as well as the role of cell shape and cell density in this
process. I will conclude by discussing some experimental
validation efforts carried out so far as well as other related
studies still in progress.

Alvaro Köhn-Luque
Department for Innovative Methods of Computing,
TU-Dresden
alvarokohn@mat.ucm.es

MS48

Cell Behavior Patterns During Neurovascular For-
mation: A Rule-Oriented Modeling Study

We present a strategy to characterize patterns in hu-
man cell responses to stimulation by angiogenic and neu-
rotrophic growth factors. We introduce a Rules-as-Agents
mathematical framework that allows rapid comparison of
cell behavior hypotheses to experiments. This is coupled to
a hybrid state machine representation of cells, whose prop-
erties are explored by a search algorithm. Results show the
interaction of tip and stalk endothelial cells, and predict
how cell behaviors integrate to form 3D capillary struc-



78 LS12 Abstracts

tures.

Amina Qutub
Department of Bioengineering, Rice University
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MS48

A Viscoelastic Model of Blood Capillary Extension
and Regression: Derivation, Analysis, and Simula-
tion

This work studies a fundamental problem in blood capil-
lary growth: how the cell proliferation or death induces the
stress response and the capillary extension or regression.
We develop a one-dimensional viscoelastic model of blood
capillary extension/regression under nonlinear friction with
surroundings, analyze its solution properties, and simulate
various growth patterns in angiogenesis. The mathemat-
ical model treats the cell density as the growth pressure
eliciting a viscoelastic response from the cells, which again
induces extension or regression of the capillary. Nonlinear
analysis provides some conditions to guarantee the global
existence of biologically meaningful solutions, while linear
analysis and numerical simulations predict global biological
solutions exist provided the change in cell density is suffi-
ciently slow in time. Examples with blow-ups are captured
by numerical approximations and the global solutions are
recovered by slow growth processes. Numerical simulations
demonstrate this model can reproduce angiogenesis exper-
iments under several biological conditions including blood
vessel extension without proliferation and blood vessel re-
gression.

Xiaoming Zheng
Mathematics Department
Central Michigan University
zheng1x@cmich.edu

Chunjing Xie
Department of mathematics and Institute of Natural
Sciences
Shanghai Jiao Tong University, Shanghai, 200240, China
mathcjxie@gmail.com

MS49

Fluid Dynamics and Bacterial Disinfection

Bacterial bio?lms are widely acknowledged to be sources of
recalcitrant infections and colonization in a variety of med-
ical, environmental and industrial settings. This recalci-
trance is evidenced by recurrence of the infection, even af-
ter extremely long application of biocides or antibiotics.
Explanations for this tolerance include physical protec-
tion of the bacteria by the surrounding extracellular ma-
trix, physiological protection arising from nutrient gra-
dients formed by the spatial distribution of the bacteria
within the bio?lm and the existence of specialized pheno-
types of bacteria that forgo reproduction in order to evade
the antimicrobial agent. This talk will focus on the analy-
sis of recent models that incorporate all of these tol- erance
mechanisms into a model of bio?lm dynamics. In partic-
ular, we will focus on the a?ect of the external ?ow envi-
ronment on the disinfection process. The contrast between

dynamics within free channels and partially blocked chan-
nels indicates that the spatial environment plays a much
stronger role than has been previously thought.

Nick Cogan
Department of Mathematics
Florida State University
cogan@math.fsu.edu

MS49

A Langrangian Technique for Modeling Moving
Structures in a Viscoelastic Fluid

A common set of viscoelastic fluids are polymer solutions
composed of long chain molecules in a viscous solvent, of-
ten modeled by the Oldroyd-B constitutive equation. I
consider the case in which fluid inertia is negligible, and
present a regularized Lagrangian formulation of the Stokes-
Oldroyd-B equations. This is a novel numerical technique
that is ideal for modeling immersed interfaces.

Bree Cummins
Tulane University
breecummins@gmail.com

Bree Cummins
Department of Mathematics
Tulane University
breecummins@gmail.com

MS49

The Motility Analysis of the Lyme Disease Spiro-
chete through Viscous Fluids

Borrelia burgdorferi exists in an enzootic cycle involving
the transmission between arthropod vectors, Ixodes scapu-
laris, and mammalian reservoirs. While either escaping
from or disseminating within the host, the spirochetes will
encounter both visco-elastic networks of complex polymers
and diverse viscous fluids. The in vitro behavior of Borrelia
in gelatin matrices (2-5%) resembles the pathogens move-
ments in the chronically infected mouse. Ficoll solutions
(0-30%) are used to probe the speed-torque relationship of
borrelial flagellum and motors.

Mike W. Harman
University of Connecticut Health Center
michael.w.harman@gmail.com

MS49

Computational Explorations of Cellular Blebbing

Blebbing occurs when the cytoskeleton detaches from the
cell membrane, resulting in the pressure-driven flow of cy-
tosol towards the area of detachment and the local expan-
sion of the cell membrane. Recent interest has focused on
cells that use blebbing for migrating through three dimen-
sional fibrous matrices. In particular, metastatic cancer
cells have been shown to use blebs for motility. A dy-
namic computational model of the cell is presented that
includes mechanics of and the interactions between the in-
tracellular fluid, the actin cortex, the cell membrane, and
the cytoskeleton. The computational model is used to ex-
plore the relative roles of cytoplasmic viscosity, intracellu-
lar drag, and cytoplasmic elasticity on bleb expansion dy-
namics. The model is also used to investigate outstanding
hypotheses on intracellular pressure propagation.

Wanda Strychalski
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MS50

Optimal Control of Treatments and Prevention
in a Two Strain Malaria-HIV/AIDS Co-infection
Model

Abstract not available at time of publication.

Folashade Augusto
Austin Peay State University
agustof@apsu.edu

MS50

Bistability and Long-term Cure in a Within-host
Model of Hepatitis C

Existing within-host mathematical models for Hepatitis C
viral (HCV) infection generally predicts (unrealistic) re-
bound after cessation of treatment. A standard model for
HCV can exhibit bistability (backward bifurcation) under
biologically relevant conditions; this allows the model to
predict a permanent cure even after treatment stops. The
model is parameterized to generate all the clinically ob-
served patient profiles. Under bistability, the model can
be used to estimate the efficacy and/or duration of treat-
ment ensuring permanent cure.

Swati Debroy
University of Missouri -Kansas City
debroy.swati@gmail.com

MS50

Impact of Malaria Control on the Competition be-
tween Plasmodium falciparum and Plasmodium vi-
vax

The malaria parasites Plasmodium falciparum and Plas-
modium vivax have overlapping spatial distributions, cre-
ating substantial challenges for malaria control. We devel-
oped a mathematical model describing the dynamics of P.
vivax and P. falciparum in the human and mosquito pop-
ulations and fit this model to clinical case data to under-
stand how improving control measures in a region affects
the competition between the two Plasmodium species.

Olivia Prosper, Maia Martcheva
University of Florida
prosper.olivia@gmail.com, maia@ufl.edu

MS50

Seasonality in Avian Influenza H5N1

Highly pathogenic avian influenza (HPAI) of subtype H5N1
has been infecting humans since its first appearance in
1997. The number of human cases exhibits seasonality,
which peaks in the winter months. In this research, we
study what causes seasonality in the H5N1 human cases.
We propose three potential drivers for seasonality and com-
pose seven models. We investigate which one of these mod-
els best explains the seasonality in H5N1 human cases.

Necibe Tuncer
University of Tulsa
necibe-tuncer@utulsa.edu

Maia Martcheva
University of Florida
maia@ufl.edu

MS51

Dynamical Sensitivity and Stability: Suprathresh-
old Conditional Bursting Induced by Transient
Potassium Promotes Information Transfer

Sources of noise are ubiquitous in sensory processing, yet
highly structured neural activity in the form of oscillations
and synchrony is commonly observed. Much recent at-
tention has focused on the potentially constructive role of
noise in generating structured spiking.

Here we present a neural model exhibiting strong corre-
lation transfer in two distinct dynamical modes. In both
the oscillatory and bursting regimes, correlated noisy in-
puts produce correlated output spike trains as in classical
stochastic synchrony. However, the bursting regime shows
stronger signal fidelity, as measured by the Shannon mu-
tual information.

We analyze the dynamics of our model using slow-fast de-
composition to describe the bifurcation between bursting
and regular oscillation. Furthermore, the local Lyapunov
exponent reveals transient instability in the burst trajec-
tory that may account for the observed gain in mutual
information.

Our model system displays a dynamical repertoire simi-
lar to that observed in mouse olfactory mitral cells, the
primary output cells of the olfactory bulb. We discuss the
possibility that heterogeneous populations of such cells, ex-
hibiting a range of A-type potassium conductance, could
provide meaningful responses across a range of sensory con-
ditions.

Aushra Abouzeid
Department of Mathematics
University of Pittsburgh
aua1@pitt.edu

MS51

Higher Order Interactions in Microcircuits: A
Mechanistic View

Recent experimental studies find that the activity patterns
of many neural circuits are well described by pairwise max-
imum entropy (PME) models which require only the ac-
tivity of single neurons and neuron pairs even in cases
where circuit architecture and input signals seem likely to
create a richer set of outputs. Why is this the case? We
study spike patterns in a general class of circuits, and draw
general principles about the effects of network architecture
and input statistics on the complexity of output spiking
patterns.

Andrea K. Barreiro
Department of Applied Mathematics
University of Washington
akb6@washington.edu

MS51

The Influence of Network Structure on Neuronal
Network Dynamics

We investigate the influence of network structure on the dy-
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namics of neuronal networks, with a focus on the emergence
of synchronous oscillations. Network structure is specified
using the framework of second order networks, a network
model that captures second order statistics (correlations)
among the connections between neurons. We demonstrate
that the frequency of a chain motif in the network plays
a crucial role in influencing network dynamics, not only
modulating the emergence of synchrony but also possibly
increasing the range of possible network behaviors.

Duane Nykamp
School of Mathematics
University of Minnesota
nykamp@math.umn.edu

MS51

On Tiling and Noise Correlations

Using examples from visual and auditory processing, I will
describe two strategies that are used in the brain to control
varibility. While the two examples come from different
sensory systems, both can be mapped onto the problem of
close packing with irregular objects.

Tatyana Sharpee
Salk Institute for Biological Studies
sharpee@salk.edu

MS52

Why Fast Negative Feedback is Necessary for Elec-
trical Bursting in Pituitary Cells

Pituitary lactotrophs and somatotrophs often exhibit elec-
trical bursts of activity, while pituitary gonadotrophs typi-
cally do not (unless stimulated). Using the dynamic clamp,
we have shown that adding a fast-activating potassium cur-
rent to a spiking cell converts it to a bursting cell. However,
this fails when the activation of the added current is too
slow. In this presentation we use a fast-slow analysis of
a pituitary cell model to understand these behaviors. We
demonstrate a key role for a folded node singularity and
the resulting canard-induced mixed mode oscillations.

Richard Bertram, Wondimu W. Teka
Department of Mathematics
Florida State University
bertram@math.fsu.edu, wteka@math.fsu.edu

Joel Tabak
Dept of Biological Sciences
Florida State University
joel@neuro.fsu.edu

MS52

A Minimal Model for a Slow Pacemaking Neuron

I present a phenomenological model for slow pacemaking
neurons. These are neurons that generate very regular
periodic oscillations of the membrane potential. Many of
these neurons differentially respond to various types of ex-
citatory stimulation (i.e. AMPA and NMDA). We modify
FitzHugh-Nagumo oscillator and shown that the differen-
tial responses are due to a nonlinearity introduced by a
current that depends on an ion concentration. We discuss
implications of our results for a broad class of neurons.

Alexey Kuznetsov
Indiana University-Purdue University Indianapolis
alexey@math.iupui.edu

MS52

Interaction of Multiple Respiratory Rhythm Gen-
eration Mechanisms

Neurons in the pre-Bötzinger complex (pBC) within the
mammalian brainstem produce the inspiratory phase of the
respiratory rhythm. Experimental results have suggested
that multiple bursting mechanisms based on a calcium-
activated nonspecific cationic (CAN) current, a persistent
sodium (NaP) current, and Ca dynamics may be incor-
porated within the pBC. Previous modeling works have
studied only subsets of these mechanisms. In this study,
we consider a single-compartment model of a pBC inspira-
tory neuron, which encompasses all these features. We dis-
cuss the mathematical analysis of the interaction of these
bursting mechanisms, which requires treatment of a system
incorporating three slow variables.

Choongseok Park
Department of Mathematics
University of Pittsburgh
21cspark@gmail.com

Jonathan Rubin
University of Pittsburgh
Pittsburgh, PA
jonrubin@pitt.edu

MS52

Canard-Induced Mixed Mode Oscillations In Pitu-
itary Lactotrophs

We combine geometric singular perturbation theory and bi-
furcation analysis to investigate the mixed-mode dynamics
in a 3-timescale pituitary lactotroph model. Until recently,
all prior studies of this cell model have used various reduc-
tions to reformulate it as a 2-timescale problem. One of
the key results from this reduction is that the oscillatory
behaviour arises from canard dynamics. Here, we review
the 2-timescale results and extend that work by considering
the full 3-timescale problem.

Theodore Vo, Martin Wechselberger
University of Sydney
theo@maths.usyd.edu.au,
martin.wechselberger@sydney.edu.au

Wondimu W. Teka, Richard Bertram
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Florida State University
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Joel Tabak
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Florida State University
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MS53

Memory Effects in Diffusion Processes

Drug delivery from a polymeric device is usually modeled
using the diffusion equation established by combining Ficks
law for the flux with mass conservation law. To capture the
delay effect induced by polymeric matrices, viscoelastic ef-
fects should be included in the mathematical model. In this
talk we discuss several possibilities to model such effects
that lead to integro-differential equations. Numerical sim-
ulations illustrating the key role of viscosity in controlled
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drug release are presented.

José A. Ferreira
CMUC, Department of Mathematics
University of Coimbra
ferreira@mat.uc.pt

Elias Gudino, Paula de Oliveira, Pascoal M. Silva
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University of Coimbra
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MS53

Use of Population Balances in Modelling and Sim-
ulation of Drug Release from Collagen Matrices

Drug safety and efficacy can be greatly improved by encap-
sulating the pharmaceutical agent within a polymer ma-
trix. We analyze a model in which the drug is released in
the process of hydrolytic degradation and erosion of poly-
mers. Tracking concentrations of polymers with different
chain length separately with population balances allows to
assign them different diffusion coefficients. The resulting
reaction-diffusion process is modelled in 2D/3D. We inves-
tigate the model parameters for which prolonged system-
atic administration of drug is reached.

Oleh Krehel
Friedrich-Alexander University Erlangen-Nurenberg,
Department of Mathematics
krehel@am.uni-erlangen.de

Peter Knabner
Friedrich-Alexander University Erlangen-Nurenberg,
Germany
Department of Mathematics
knabner@am.uni-erlangen.de

MS53

Modeling of Drug Delivery from Collagen Matrices
Including Different Spatial Scales

In this talk we consider controlled drug release from
biodegradable collagen matrices. We investigate enzy-
matic degradation which is besides the penetration of water
and the swelling of the matrix the relevant mechanism in
this context. The thereby induced evolving microstructure
leads to the release of physically entrapped active agent.
We derive a macroscopic model description using formal
asymptotic expansion in a level-set framework. We com-
plete the results by numerical simulations which are com-
pared with experimental data.

Peter Knabner
Friedrich-Alexander University Erlangen-Nurenberg,
Germany
Department of Mathematics
knabner@am.uni-erlangen.de
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MS53

Drug Delivery into the Anterior Camera of the Eye:
From Drops to Therapeutic Lens

Mathematical models to describe drug concentration pro-
files of topically administered drug in the anterior chamber
have been proposed by several authors. The aim of this
talk is to present a 2D mathematical model to predict the
drug concentration in the anterior chamber when thera-
peutical contact lenses are used. The mathematical model
takes into account i) diffusion processes in several compart-
ments of the eye : lens, cornea and anterior chamber; (ii)
metabolic consuming processes of the drug: in the cornea
and anterior chamber; (iii) the convection process induced
by the circulation of the humor aqueous in the anterior
chamber.

Pascoal M. Silva
Department of Mathematics
University of Coimbra
pascals@isec.pt
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MS54

Joint High-dimensional Bayesian Variable and Co-
variance Selection with an Application to eQTL
Analysis

We describe a Bayesian technique to (a) perform a sparse
joint selection of significant predictor variables and signif-
icant inverse covariance matrix elements of the response
variables in a high-dimensional linear Gaussian sparse
seemingly unrelated regression (SSUR) setting and (b) per-
form an association analysis between the high-dimensional
sets of predictors and responses in such a setting. To search
the high-dimensional model space, where both the num-
ber of predictors and the number of possibly correlated re-
sponses can be larger than the sample size, we demonstrate
that a marginalization-based collapsed Gibbs sampler, in
combination with spike and slab type of priors, offers a
computationally feasible and efficient solution. As an ex-
ample, we apply our method to an expression quantitative
trait loci (eQTL) analysis on publicly available single neu-
cleotide polymorphism (SNP) and gene expression data for
humans where the primary interest lies in finding the sig-
nificant associations between the sets of SNPs and possi-
bly correlated genetic transcripts. Our method also allows
for inference on the sparse regulatory network of the tran-
scripts (response variables) after accounting for the effect
of the SNPs (predictor variables). We exploit properties
of Gaussian graphical models to make statements concern-
ing conditional independence of the responses. Joint work
with Bani K. Mallick.

Anindya Bhadra
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MS54

Parameter Estimation in Subdiffusion Model with
Proteins for Nanoscale Biophysics

Subdiffusion is a phenomenon observed in nanoscale single
molecule biophysics experiments. We consider extended
fractional Ornstein-Uhlenbeck type stochastic integro-
differential equation model driven by fractional Brownian
motion. This model can be derived from interacting parti-
cle systems. Our model is

dYt = Xtdt,

m dXt = −θ
(∫ t

−∞
XuKH(t− u)du

)
dt−U ′(Xt)dt+

√
2θκBTdW

H
t ,

where KH(t) = 2H(2H − 1)|t|2H−2 for t �= 0, (WH
t ) is

fractional Brownian motion with Hurst parameter H ∈
(1/2, 1), U(x) is an external potential and ψ is the strength
of the potential, κB is the Boltzmann constant, T is the
underlying temperature and θ is the unknown parame-
ter. Under harmonic potential U(x) = mψx2/2, we have
U ′(x) = mψx where m is the mass of the particle. The
process (Yt) is observed at discrete time points. We esti-
mate θ by method of moments and study the properties of
the estimator.

Bishwal Jaya
Department of Mathematics and Statistics
University of North Carolina at Charlotte
j.bishwal@uncc.edu

MS54

Accounting for Extrinsic Variability in the Estima-
tion of Stochastic Rate Constants

Single-cell
recordings of transcriptional and post-transcriptional pro-
cesses reveal the inherent stochasticity of cellular events.
However, to a large extent the observed variability in iso-
genic cell populations is due to extrinsic factors, such as
difference in expression capacity, cell volume and cell cy-
cle stage - to name a few. Thus, such experimental data
represents a convolution of effects from stochastic kinetics
and extrinsic noise sources. Recent parameter inference
schemes for single-cell data just account for variability due
to molecular noise. In this talk, I will discuss a Bayesian
inference scheme which de-convolutes the two sources of
variability and enables us to obtain optimal estimates of
stochastic rate constants of low copy-number events and
extract statistical information about cell-to-cell variability.
In contrast to previous attempts, we model extrinsic noise
by a variability in the abundance of mass-conserved species,
rather than a variability in kinetic parameters. We apply
the scheme to a simple model of the osmo-stress induced
transcriptional activation in budding yeast.

Heinz Koeppl
ETH Zurich
koepplh@ethz.ch

MS54

Statistical Inference for Biochemical Reaction Net-
work Models

For a given biochemical network of interest, it is often de-

sirable to estimate its reaction constants. I shall discuss
several different approaches to rate constants estimation
from partial trajectory data. The presentation will dis-
cuss the LSE as well Bayesian and MLE approaches as
well as possible conditions on the data process which guar-
antee identifiability and estimators consistency. We shall
also consider ways of approximating the likelihood of a
partially observed biochemical network with certain other
likelihoods (e.g., Gaussian) for which inference problem is
simplified.

Grzegorz Rempala
Medical College of Georgia
Georgia Health Sciences University
grempala@georgiahealth.edu

MS56

Cell-based Computational Models of Collective
Cell Behavior and Cell-ECM Interactions During
Angiogenesis

Abstract not available at time of publication.

Roeland Merks
Centrum Wiskunde & Informatica, . Life Sciences Group,
Amsterdam, The Netherlands
roeland.merks@sysbio.nl

MS56

Statistical Quantification of Vascular Patterning
During Developmental Angiogenesis in the Retina
of the Mouse

Abstract not available at time of publication.

Florian Milde
Chair of Computational Science, ETH Zurich
mildef@ethz.ch

MS56

A Particle-Based Modeling Framework for Migra-
tion, Growth and Juxtacrine Signaling

Angiogenesis is guided by a complex interplay of signaling,
migration and growth. We present a particle-based model
that captures these dynamics at the cellular scale, includ-
ing a model for actin-polymerization driven migration, cell-
cell mediated juxtacrine signaling as observed during tip
cell selection and growth and proliferation. In parallel, we
develop a set of computational tools for the extraction of
relevant statistical metrics on biological experiments that
allow for modular model validation and parameter estima-
tion.

Florian Milde
Chair of Computational Science, ETH Zurich
mildef@ethz.ch

Petros Koumoutsakos
Chair of Computational Science, ETH Zürich
petros@ethz.ch

MS56

Growing Capillaries with the Phase-field Model

Understanding tumor induced angiogenesis is a challeng-
ing problem with important consequences for diagnosis and
treatment of cancer. We present a multi-scale phase-field
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model that combines the benefits of continuum physics de-
scription and the capability of tracking individual cells.
The model allows us to discuss the role of the endothe-
lial cells’ chemotactic response and proliferation rate as
key factors that tailor the neovascular network. We verify
the effect of the vessels’ mechanical properties in vascular
patterning by including in our phase-field description of an-
giogenesis the blood flow and the elastic properties of tis-
sues. We also test the predictions of our theoretical model
against relevant experimental approaches in mice that dis-
played distinctive vascular patterns. The model reproduces
the in vivo patterns of newly formed vascular networks,
providing quantitative and qualitative results for branch
density and vessel diameter on the order of the ones mea-
sured experimentally in mouse tissues. Our results high-
light the ability of mathematical models to suggest relevant
hypotheses with respect to the role of different parameters
in this process, hence underlining the necessary collabora-
tion between mathematical modeling, in vivo imaging and
molecular biology techniques to improve current diagnostic
and therapeutic tools.
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MS57

Efficient Power Strokes in Jellyfish Swimming

We use vortex methods to study a bell-shaped swimmer
which is a model for jellyfish. We use represent the vor-
ticity in the flow using vortex sheets consisting of vortex
blobs of varying core size. We study freely-swimming jelly-
fish with different body shapes and kinematics, and show
how larger strokes yield increased swimming speeds but
decreased efficiency. We then present a reduced model to
determine the efficiency-maximizing power stroke for a jet-
propelled swimmer.

Silas Alben
Georgia Institute of Technology
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jf.peng@alaska.edu

MS57

Pumping Mechanism of the Tubular Sea Squirt
Heart

Tubular valveless hearts are common in many inverte-
brates, such as Drosophilia or Ciona, and are also found in
the early stages of vertebrate cardiac morphogenesis. This
diversity of hearts motivates the question of how scaling
affects fluid transport for several mechanisms of valveless
pumping. Physical and numerical models are used to quan-
tify pumping efficiency as a function of Womersley number
for peristalsis and dynamic suction pumping.
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University of North Carolina
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abaird@live.unc.edu
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MS57

Feeding Currents Generated by Upside Down Jel-
lyfish in the Presence of Background Flow

The mostly sessile upside-down jellyfish Cassiopea spp. is
used to study the effects of jellyfish kinematics on the flow
of surrounding fluid. We present 2D models simulated us-
ing the immersed boundary method of ambient flow inter-
acting with organism kinematics and discuss the construc-
tion of 3D models. The influence of speed, direction, and
variability of ambient flow and presence of secondary struc-
tures as well as the implications for particle transport are
discussed.

Christina L. Hamlet
Univeristy of North Carolina at Chapel Hill
clhamlet@ncsu.edu
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Department of Mathematics
lam9@email.unc.edu

MS57

Flow through Flexible, Deforming Macrophytes

In natural water bodies such as embayments and estuaries,
macrophytes can have a significant and complex effect on
water flow. Using a two-dimensional hydrodynamic model,
we first represent macrophytes as a simple porous layer,
studying velocities, shear stress, and mixing while varying
the number of patches and height and density of the plants.
We then compare with results from a more complex model
in which the macrophytes are treated more realistically as
flexible and deforming.

Virginia B. Pasour
Cornell University, Center for Applied Mathematics
pasour@gmail.com
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MS58

An HIV Model: Theoretical Analysis and Experi-
mental Verification

In the talk I will propose a HIV-infection model . I shall
discuss its global behavior and investigate for the global
stability of the disease free equilibrium. The existence of
the endemic equilibria will be analyzed. The observed data
was in a city in China. This data was used to determine
the parameters in the model using the least-squares ap-
proach. The effectiveness of the model would be estab-
lished by comparing the theoretical results with data ob-
tained from a local government agency in the same city.

Souvik Bhattacharya
North Dakota State University
ouvik.bhattacharya@ndsu.edu

MS58

Avian Influenza: Modeling and Implications for
Control

Abstract not available at time of publication.

Maia Martcheva
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MS58

Evaluation of Diagnostic Test for Lymphatic Filar-
iasis in Papua New Guinea using a Mathematical
Model’

Papua New Guinea (PNG) has the highest prevalence of
the mosquito-borne Lymphatic Filariasis (LF) disease in
the world. Mass Drug Administration (MDA) has been
the most feasible strategy, but in PNG previous rounds of
MDA have not been successful. Success of MDA depends
on our ability to accurately identify infected individuals
but the value of the available LF diagnostic tests has not
been validated. This study analyzes the impact of tests
using PNG MDA field trials data.
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MS58

Dynamics of Influenza Virus Infection with Im-

mune Responses’

Influenza virus infection remains a public health problem
worldwide. The biological mechanisms underlying viral
control during infection are not fully understood. We de-
veloped a new mathematical model including both innate
and adaptive immune responses to study the within-host
dynamics of equine influenza virus infection in horses. By
comparing modeling predictions with both interferon and
viral kinetic data, we examined the relative roles of target
cell availability, innate and adaptive immune responses in
controlling the virus. This study provides a detailed and
quantitative understanding of the biological factors that
can explain the virus and interferon kinetics during a typ-
ical influenza virus infection.

Libin Rong
Oakland University
rong2@oakland.edu

MS59

How Firing Rate is Reflected in Network Topology

For integrate-and-fire neuronal networks with complex con-
nectivity topology, we study the dependence of their pulse
rate on the underlying architectural connectivity statistics.
We derive the distribution of the firing rate from this de-
pendence and determine when the underlying scale-free ar-
chitectural connectivity gives rise to a scale-free pulse-rate
distribution. We identify the scaling of the pairwise cou-
pling between the dynamical units in this network class
that keeps their pulse rates bounded in the infinite-network
limit.
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MS59

Transient Propagation and Traveling Waves of Ac-
tivity in Integrate-and-fire Neural Networks

Computational models for propagation of neural activity in
the neural tissue usually describe the brain matter as a vast
interconnected network of neurons comprised of large num-
ber of cells with similar properties, such as integrate and
fire neurons. We use a set of integro-differential equations
to describe the neural firing patterns during wave initiation
and propagation. In addition, we investigate how the pres-
ence of inhomogeneities in synaptic connections impacts
the network dynamics.

Remus Osan
Boston University
Department of Mathematics
rosan@gsu.edu
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MS59

The Essential Role of Phase-Delayed Inhibition in
the Decoding of Synchronized Neural Oscillations

Synchronized oscillations of neural populations are a cod-
ing tool commonly employed by the brain, implying that
a neural mechanism must exist that is capable of decoding
coherent, periodic activity. There are two biologically real-
istic mechanisms: high decoder spike thresholds or phase-
delayed inhibition. In this work, we show that phase-
delayed inhibition is the more robust mechanism, and the
only mechanism which creates a true synchrony filter that
dynamically adapts to fluctuating input.

Mainak Patel
Duke University
Department of Mathematics
mainak@math.duke.edu

Badal Joshi
Duke University
joshi@math.duke.edu

MS59

Steps Towards Coarse-Graining Inhomogeous Neu-
ronal Network Dynamics

The cascade-induced total synchronous events may be
somewhat unrealistic when considering the cortex. From
an analytical perspective, we propose a basic scheme
which is capable of capturing the multiple-firing-events
(MFEs) of small to moderate magnitude which occur
in coupled systems of excitatory and inhibitory neu-
rons. This scheme starts out by simply evolving the
population-dynamics equations for homogenous networks
(i.e., the master equations), and incorporate MFEs into the
population-dynamics equations by estimating the probabil-
ity of generating an MFEs.

Jiwei Zhang
New York University
Courant Institute of Mathematical Science
jzhang@cims.nyu.edu

Aaditya Rangan
Courant Institute of Mathematical Sciences
New York University
rangan@cims.nyu.edu

David Cai
New York University
Courant institute
cai@cims.nyu.edu

David McLaughlin
New York University
Courant Institute of Mathematical Science
dwm1@nyu.edu

MS60

Hysteresis and a Mechanism for REM Sleep Gen-
eration

Waking and sleep states are regulated by the coordinated
activity of neuronal populations in the brainstem and hy-
pothalamus whose synaptic interactions define a sleep-wake
regulatory network. Mathematical models of this network
contain mechanisms operating on multiple time scales. We

exploit the naturally-arising slow time scale of the homeo-
static sleep drive and apply fast-slow analysis to investigate
network dynamics, thereby generating testable predictions
regarding the generation of rapid eye movement (REM)
sleep.

Cecilia Diniz Behn
University of Michigan
Dept of Mathematics
cdinizbe@gettysburg.edu

Victoria Booth
Depts of Mathematics and Anesthesiology
University of Michigan
vbooth@med.umich.edu

MS60

Coupled Flip-flops: Noise and Analysis for a Sleep-
wake Cycle Model

Transitions between the wake state and REM and non-
REM sleep states may be governed by a regulatory network
composed of coupled flip-flops. One flip-flop network con-
trols sleep-wake transitions while the REM-nonREM cycle
is controlled by a separate flip-flop. We analyze the effects
of different sources of noise on a single flip-flop network
focusing on changes in state durations. This analysis pro-
vides insights regarding the interaction dynamics of cou-
pled flip-flops subject to physiological variability.

Justin Dunmyre
University of Pittsburgh
mathemagician@gmail.com

Victoria Booth
University of Michigan
Depts of Mathematics and Anesthesiology
vbooth@umich.edu

MS60

Markov State Kinetic Model for P2X2 Receptor-
Channel Gating: Bistability and Desensitization

ATP-gated P2X2 receptor-channels exhibit pore dilation
and desensitization. A Markov state model describing the
gating properties of these receptors is developed. The
model assumes that P2X2Rs undergo calcium-independent
desensitization, causing a decrease in the total conduc-
tance, or pore dilation, causing a shift in the reversal poten-
tial. A toggle switch is used to describe calcium-dependent
desensitization. The model provides a rationale for the lack
of sustained current growth in dilating P2X2Rs.

Anmar Khadra
Laboratory of Biological Modeling
NIDDK, NIH
anmar.khadra@mcgill.ca

Zonghe Yan
Endocrinology and Reproduction Research Branch of
NICHD
National Institutes of Health
yanz@mail.nih.gov

Arthur S. Sherman
National Institutes of Health
asherman@nih.gov
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Stanko S. Stojilkovic
Endocrinology and Reproduction Research Branch of
NICHD
National Institutes of Health
stojilks@mail.nih.gov

MS60

Using Maps to Predict Activation Order in Multi-
phase Rhythms

We consider a network of three heterogeneous coupled
units, each described by a planar dynamical system on
two timescales, motivated by recent models for respiratory
rhythmogenesis. Each unit’s intrinsic dynamics supports
an active state and an inactive state. We analyze solutions
in which the units take turns activating, allowing for any
activation order, including multiple activations of two of
the units between activations of the third. The analysis
proceeds via the derivation of a set of explicit maps be-
tween the pairs of slow variables corresponding to the in-
active units on each cycle. Evaluation of these maps on a
few key curves in their domains can be used to constrain all
possible activation orders in a given network and to obtain
boundary curves between all regions of initial conditions
producing different activation patterns.

Jonathan E. Rubin
University of Pittsburgh
Department of Mathematics
rubin@math.pitt.edu

David H. Terman
The Ohio State University
Department of Mathematics
terman@math.ohio-state.edu

MS61

In-Vivo Microscopy Overcoming Diffraction Limit
Through Nanostructured Gold Film

Abstract not available at time of publication.

Jewell Anne Hartman
University of Colorado, Colorado Springs
jhartman@uccs.edu

MS61

Plasmonics and Dispersion Relations for Medicine
with Prisms and Laser

Abstract not available at time of publication.

Charles Hatsell
UCCS
ch8128@gmail.com

MS61

Applications in Nanotechnology and Materials for
Medicine and BioScience Discipline

Abstract not available at time of publication.

Anatoliy Pinchuk
UCCS
apinchuk@uccs.edu

PP1

Bridging Cell and Tissue Scale Models for Nutrient
Diffusion and Uptake in Articular Cartilage.

Nutrient diffusion and nutrient loss due to cellular uptake
are crucial mechanisms influencing homeostasis in articu-
lar cartilage. Using reaction-diffusion finite-element sim-
ulations, we study relationships between models in which
cells are represented explicitly and models in which cellu-
lar contributions are aggregated via a cell volume fraction
and macroscopic nutrient loss term. Uncertainty due to
cell size and configuration is studied with the aim of iden-
tifying optimal representations for the nutrient loss term
in the macroscopic models.

Andreas Aristotelous
Duke University
Statistical and Applied Mathematical Sciences Institute
aaristot@math.duke.edu

Mansoor Haider
North Carolina State University
mahaider@unity.ncsu.edu

PP1

Modeling Hepatitis C Viral Dynamics: Sensitivity,
Identifiability, and Parameter Estimation

The recent influx of biomedical data has assisted the devel-
opment of models to understand the behavior of many hu-
man diseases. The practical immeasurability of most of the
model components makes theoretical consideration about
parameter estimation particularly relevant. We present
sensitivity and identifiability analyses as the first step in
determining unknown parameters in a mathematical model
for hepatitis C viral infection. Also, we show results of pa-
rameter estimation using available data from the existing
literature.

Joseph Arthur
North Carolina State University
jgarthur@ncsu.edu

Hien Tran
Center for Research in Scientific Computation
North Carolina State University
tran@ncsu.edu

PP1

Detecting and Measuring the Influence of Func-
tional Coupling on Protein Fitness

Random mutations in a protein may improve, diminish or
have neutral effects on its structural stability, ability to
function or both. We study these mutational effects on a
target protein by exploring all low-energy sequences and
their corresponding structures, using well-established com-
putational protein design algorithms. The mutational out-
comes are then defined using energetic data to understand
how side-chain replacement affects fitness. Cooperative ef-
fects between positions are also determined using thermo-
dynamic cycles.

Loretta Au
Applied Mathematics & Statistics
Stony Brook University
lau@ams.sunysb.edu

David F. Green
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Department of Applied Mathematics and Statistics
State University of New York, Stony Brook
dfgreen@stonybrook.edu

PP1

Sensitivity Analysis of a Mathematical Model of
Antibody Mediated Immune Responses

A mathematical model has been proposed that describes
tumor-immune interactions, focusing on the role of anti-
bodies. The model is based on the clinical evidence, which
states that antibodies can directly kill cancerous cells. The
model describes tumor-immune cell interactions using a
system of differential equations. Parameter estimates and
model validations use data from published mouse studies.
A variable sensitivity analysis is done on the model. The
sensitivity analysis reveals that the variable to which the
model is most sensitive is patient specific and can be mea-
sured. Computer simulations highlight the importance of
antibodies in cancer therapy.

Sandip Banerjee

Indian Institute of Technology Roorkee (IITR)
sandofma@iitr.ernet.in

PP1

Neuronal transmission of timing precision: depen-
dence on intrinsic and synaptic properties

Motivated by processing of timing information in the audi-
tory system, we are looking at cellular and synaptic proper-
ties affecting the precision of spike timing through synaptic
transmission. We have shown in minimal neuronal mod-
els that both improvement and deterioration of precision
is possible, depending on the input times distribution and
synaptic strength. In a conductance-based model we in-
clude more nuanced intrinsic and synaptic properties, in-
cluding currents that switch the neuron from integrator to
coincidence detector.

Heather A. Brooks
University of Utah
h.brooks11@gmail.com

Alla Borisyuk
University of Utah
Dept of Mathematics
borisyuk@math.utah.edu

PP1

3D Improved Mathematical Model for Lumbar In-
tervertebral Ligaments (lils)

In Lumbar Spinal Surgery, a common maneouvre is the
distraction or non-saggital extension of the Lumbar In-
tervertebral Ligaments (LILs) System. To determine ac-
curately the viscoleastic forces exerted by LILs consti-
tutes an important data in Bioengineering and Mathe-
matical Biomechanics. Previously, we presented a 2D
LILs Model related to the equation Force/Distraction
Length. In this new contribution this initial 2D model
has been evolutioned into a 3D Model with the addition
of the distraction speed parameter.We detail the mathe-
matical optimization development with basic simulations
and graphics. F Casesnoves MSc (Physics/Applied Mathe-
matics) REFERENCES: ’Spinal Biomechanics Mathemat-
ical Model for Lumbar Intervertebral Ligaments’ Cases-
noves, F. Peer-reviewed Presentation-Poster SIAM Con-

ference.2011 SIAM Conference on Computational Science
and Engineering. Reno, Nevada, USA. February 2011.

Francisco Casesnoves
American Mathematical Society (Individual Researcher
Member)
casesnoves.research.emailbox@gmail.com

PP1

A Mathematical Spatiotemporal Model of Gnrh
Neurons

Gonadotropin-releasing hormone (GnRH) neurons are hy-
pothalamic neurons that govern fertility in mammals. The
mechanisms underlying the pulsatile release of GnRH are
not well understood. Some mathematical models have been
developed to explain the properties of bursting and calcium
transients in Soma. It was suggested that the site of ac-
tion potential initiation might be in dendrite. Our goal is
to construct a mathematical model to understand how the
dendrites of GnRH neurons contribute to bursting.

Xingjiang Chen
DEPARTMENT OF MATHEMATICS
THE UNIVERSITY OF AUCKLAND
xche163@aucklanduni.ac.nz

PP1

The Effect of Antibody Attachment on the Infec-
tivity of Virus Invasion

We study the diffusion of a virus population through a mu-
cus layer and the attachment of antibodies to the surface
of individual virions. In particular, the distribution of the
antibody copy number, the number of attached antibodies
to each virion, is tracked using models based on stochastic
path simulation, on continuum PDE modeling, and hybrid
models. Several semi-analytical estimates for scaling be-
havior with respect to various physical parameters in the
system are also derived.

Alex Chen
SAMSI/University of North Carolina at Chapel Hill
achen@samsi.info

Scott McKinley
University of Florida
scott.mckinley@ufl.edu

Sam Lai
Eshelman School of Pharmacy
University of North Carolina, Chapel Hill
lai@unc.edu

Greg Forest
Department of Mathematics
University of North Carolina, Chapel Hill
forest@unc.edu

Peter J. Mucha
University of North Carolina
mucha@unc.edu

PP1

Hopf Bifurcation and Oscillatory Solutions in Gene
Regulatory Networks with Delays

This work combines theoretical analysis with computer and
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numerical simulations to identify the dynamics of a gene
regulatory network consisting of three nodes with multi-
ple delays. Results show that cell density can generate
monostability, multistability, and multi-rhythmicity in a
synthetic unitary cellular system. Occurrence of oscilla-
tion and stability persistence of an equilibrium can co-
exist in a bistable system. In addition, a network with
multiple timescales has the potential to generate multi-
rhythmicity through time delay, including delay-induced
relaxation oscillation, competitive-to-cooperative oscilla-
tion, and mixed-mode oscillation.

ChangYuan Cheng
Department of Applied Mathematics
National Pingtung University of Education
cycheng@mail.npue.edu.tw

Shyan-Shiou Chen
Department of Mathematics
National Taiwan Normal University
sschen@ntnu.edu.tw

PP1

A Stochastic Multiscale Model of Esophageal Ade-
nocarcinoma

The mathematical development of this cellular level
stochastic model of EA includes two hallmarks of cancer
advancement: accumulation of mutations and clonal ex-
pansion of cell populations on the pathway to detection.
Through stochastic birth/death processes of both initiated
and dysplastic crypts, the model inherently provides real-
istic heterogeneity of tumor number and size distributions
in individuals. These Luria-Delbrck distributions help ana-
lyze the efficacies of biopsy sampling techniques, screening
strategies, optimal surveillance and ultimate survival rates.

Kit Curtius
University of Washington
Fred Hutchinson Cancer Research Center
kcurtius@amath.washington.edu

PP1

Quantifying the Influence of Drug Resistance
Mechanisms Used in Mathematical Models When
Assessing the Public Health Impact of PrEP Inter-
ventions.

The expected reduction in HIV transmission from pre-
exposure prophylaxis (PrEP) varies significantly across
mathematical models due to the broad spectrum of as-
sumptions regarding mechanisms of generation and spread
of drug-resistance. We reviewed published modeling stud-
ies to identify key assumptions regarding resistance im-
plemented. We used a hierarchical epidemic model under
identical epidemic and intervention conditions to investi-
gate under what conditions drug-resistance will have a pos-
itive impact on the predicted public health impact of oral
PrEP interventions.

Dobromir Dimitrov
Fred Hutchinson Cancer Research Center
dobromir@scharp.org

Marie-Claude Boily
Imperial College London
mc.boily@imperial.ac.uk

Elizabeth Brown
Fred Hutchinson Cancer Research Center
erbrown@fhcrc.org

PP1

Modeling the Role of the Bacterium Xylella Fastid-
iosa in the Development of Plant Diseases.

The role of biofilms within bacterial infections has been a
topic of recent interest due to the prevalence of the biofilm
mode of life as well as the inability to fully eliminate the
bacteria within the biofilm. Despite multiple diseases caus-
ing widespread damage to the citrus, wine, and other fruit
industries, there has been little attention paid to model-
ing the development and progression of these plantal infec-
tions. An introduction to biofilms and bacterial infections
will be followed by a multiphase modeling framework used
to examine the dynamic behavior of the biological system.
Perturbation analysis is used to determine potential causes
and tendencies of patterns discovered within the biofilm.

Matthew Donahue
Florida State University
mdonahue@math.fsu.edu

PP1

Random and Regular Dynamics of Stochastically
Driven Neuronal Networks

Dynamical properties of Integrate-and-Fire neuronal net-
works with multiple time scales of excitatory and in-
hibitory neuronal conductances driven by random Pois-
son trains of external spikes will be discussed. Both the
asynchronous regime in which the network spikes arrive at
completely random times and the synchronous regime in
which network spikes arrive within periodically repeating,
well-separated time periods, even though individual neu-
rons spike randomly will be presented.

Pamela B. Fuller
Rensselaer Polytechnic Institute
Fullep@rpi.edu

PP1

A Gene Set Analysis of Acute Lymphocytic
Leukemia

Gene set analysis allows us to determine gene set dif-
ferences between B-type and T-type Acute Lymphocytic
Leukemia. This work introduces a new gene set analy-
sis approach based on logistic kernel machines which can
model complex pathway effects, gene-gene interactions,
and covariate effects. Simulation results show our estima-
tion approach being comparable to better than Bayesian
approaches at a much lower computational cost. As for
hypothesis testing, we have an increased power compared
to the score test.

Jacob A. Gagnon
Worcester Polytechnic Institute
jgagnon@wpi.edu

Anna Liu
UMASS Amherst
anna@math.umass.edu
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PP1

Interior-Point Methods for An Optimal Control In-
fluenza Model

We introduce a discrete time model in order to study opti-
mal control strategies for influenza transmission. We eval-
uate the effect of social distancing and antiviral treatment
as control policies. Our goal is to minimize the number
of infected individuals on a single influenza outbreak. We
consider two different scenarios, limited and unlimited re-
sources. We introduce an isoperimetric constraint in the
case of limited number of treatment doses. The problem is
solved by using Interior-Point Methods.

Paula A. Gonzalez Parra
University of Texas at El Paso
paulag817@gmail.com

Leticia Velazquez
Computational Science Program
University of Texas, El Paso
leti@utep.edu

Sunmi Lee
Mathematical, Computational and Modeling Sciences
Center,
Arizona State University,
mathever@gmail.com

Carlos Castillo-Chavez
Arizona State University and
Department of Mathematics
ccchavez@asu.edu

PP1

Robust Dorsal-Ventral Patterning Across Organ-
isms

The dorsal-ventral axis in many organisms is specified by
gradients of bone morphogenetic proteins (BMPs). Extra-
cellular proteins bind to and regulate BMPs to produce
robust spatial patterns. In the developing fly, BMP pro-
tein is produced in a broad spatial domain, which later
accumulates in a narrow band. However, in urchins, the
BMP production and accumulation occurs in complemen-
tary spatial domains. Analysis of the PDE models reveals
characteristic reaction rates crucial for correct patterning
in both.

Heather D. Hardway
Boston University
Department of Mathematics and Statistics
hhardway@bu.edu

Cynthia Bradham
Boston University
cbradham@bu.edu

Tasso J. Kaper
Boston University
Department of Mathematics
tasso@math.bu.edu

PP1

Model of the Immune System with An Inflamma-
tory Host Response to a Bacterial Infection

The immune system is a complex network of cell inter-

actions which challenges the technology and skills of bi-
ologists and mathematicians who study it. We present a
general, four component model of the immune systems in-
flammatory response using ordinary differential equations.
We focus on the anti-inflammatory responses effect on the
overall result of an infection and other components. The
model has equilibria representing the clearance of infec-
tion, host overwhelmed by infection, chronic infection and
chronic inflammation.

Angela M. Jarrett
Florida State University
Department of Mathematics
ajarrett@math.fsu.edu

Nicholas Cogan
Florida State University
cogan@math.fsu.edu

PP1

Global Parametric Analysis of Heterotrimeric G-
Protein Signaling

Heterotrimeric G-proteins play a critical role in convert-
ing external stimuli into internal responses. Many par-
alogues of each G-protein subunit are present in mam-
malian genomes, and thus how specific responses are ob-
tained for a given signal is an important question. In this
study, differential-equation-based kinetic models have been
used to understand in detail the dynamic mechanisms of
G-protein signal transduction. Influences of parameters on
the behavior of the system were also investigated.

Tao Jiang
Department of Applied Mathematics and Statistics
Stony Brook University
jiangtao7@gmail.com

David F. Green
Department of Applied Mathematics and Statistics
State University of New York, Stony Brook
dfgreen@stonybrook.edu

PP1

Amplification of Synaptic Inputs by Dendritic
Spines

Dendritic spines are the site of contact for the majority of
excitatory synapses in the mammalian brain, and as a re-
sult are the first step in the signaling between dendritic
inputs and neuronal actional potential output. In this
combined theoretical and experimental study, it is demon-
strated that spines provide a uniformly high impedance
compartment across the dendritic arbor that amplifies lo-
cal depolarization. This spine amplification increases non-
linear voltage-dependent conductance activation and pro-
motes electrical interaction among coactive inputs, enhanc-
ing neuronal response.

William Kath
Northwestern University
Engineering Sciences and Applied Mathematics
kath@northwestern.edu

PP1

Qualitatively Stable Numerical Methods for Dy-
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namical Systems in Ecology

Qualitatively stable numerical methods are formulated
and analyzed for multi-dimensional autonomous dynami-
cal systems. The proposed new methods are positive and
elementary-stable, and are based on an extension of the
nonstandard discretization rules, i.e., a nonlocal modeling
of the nonlinear functions and a nonstandard discretization
of the time-derivative. This approach leads to significant
qualitative improvements in the behavior of the numeri-
cal solution. Applications of the proposed new methods to
specific biological systems are also presented.

Hristo Kojouharov
University of Texas at Arlington
hristo@uta.edu

PP1

Inflammation and Cholesterol: Friend Or Foe in
Alzheimer’s Disease

Alzheimer’s disease (AD) is the most common form of de-
mentia affecting the elderly, leading to debilitating memory
loss and significant cognitive decline. The exact mechanism
of pathogenesis is not well understood. Here, we present
an organ level model that studies the role of cholesterol
metabolism and inflammation in the early stages of AD,
demonstrating the importance of brain cholesterol on the
expression of beta amyloid. The model has been further
validated with experimental data.

Christina Rose Kyrtsos
University of Maryland
Dept. of Bioengineering
crkyrtso@umd.edu

John Baras
Univ. Maryland
College Park
baras@umd.edu

PP1

Stochastic Simulation of Biochemical Systems with
Randomly Fluctuating Rate Constants

The phenomenon of dynamic disorder has been observed to
cause random fluctuations of the reaction rate constant of
a certain biomolecules. To quantify the uncertainty arising
from this random fluctuations, we investigate how one can
simulate such biochemical systems. We take the Gillespie’s
stochastic simulation algorithm for simulation the evolu-
tion of a chemical system, and propose a modification that
incorporates the random rate constants, whilst enforcing
a given distribution of the rate constants. This modified
algorithm, when applied to the single enzyme reaction sys-
tem, produces simulation outputs that corroborate by the
experimental results.

Chia Ying Lee
Statistical and Applied Mathematical Sciences Institute
U. of North Carolina
cylee@samsi.info

PP1

Structural Adaptation of Microvessels in Disease
States

Hypertension, diabetes, and obesity are associated with
impaired microvascular function. A.R. Pries and T.W.

Secomb developed a model of vascular adaptation based
on physiological conditions. Using their framework, we
developed a model that incorporates signaling pathways
relevant to diseases. Diameter changes is related to shear
stress, wall thickness to circumferential stress, and area to
smooth muscle mass. Our goal is to improve understand-
ing of diseased adaptation and provide testable hypotheses
for experimentalists and clinicians.

Larissa Little, Elizabeth Threlkeld, Jea Young Park,
Patrick Varin, Alisha Sarang-Sieminski, John B. Geddes
Franklin W. Olin College of Engineering
larissalittle@gmail.com,
elizabeth.threlkeld@students.olin.edu,
jeayoung.park@students.olin.edu,
patrick.varin@students.olin.edu,
alisha.sarang-sieminski@olin.edu, john.geddes@olin.edu

PP1

Spatial Scale and Field Stability in a Modular Grid
Cell to Place Cell Model

We present a neural network model containing entorhinal
grid cells and hippocampal place cells, two key cell types
involved in rodent navigation. The firing fields of both cell
types vary systematically in spatial scale. In contrast to
the common belief that place field size is determined by
the scale of their grid cell inputs, our model predicts that
non-spatial inputs to place cells may play a more important
role in determining place field size.

David Lyttle
University of Arizona
Program in Applied Mathematics
dlyttle@math.arizona.edu

Kevin K. Lin
Department of Mathematics
University of Arizona
klin@math.arizona.edu

Jean-Marc Fellous
University of Arizona
Department of Psychology
fellous@email.arizona.edu

PP1

A Model for Hormonal Regulation of the Men-
strual Cycle Applying to Women from Ages 20 to
51 Years

We present a system of 17 delay differential equations that
models human menstrual cycle hormones and how they
change with age. Key changes are declining AMH starting
around age 30, decreased InhB about 10 years later, and
increased FSH. These hormones are thus considered mark-
ers of ovarian function. Our model includes the declining
primordial follicle pool that a woman is born with, the pro-
duction of AMH by early follicles and InhB by small antral
follicles.

Alison Margolskee
Department of Mathematics
North Carolina State University, Raleigh, NC
amargol@ncsu.edu

James Selgrade
North Carolina State University
selgrade@ncsu.edu
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PP1

Mathematical Modeling of Bone Remodeling in
Response to Osteoporosis Treatments

We present a mechanism based mathematical model de-
scribing the dynamics of bone remodeling that incorpo-
rates the molecular pathways regulating catabolic activ-
ity of Osteoclastic bone resorption and anabolic activity
of Osteoblastic bone formation. The model incorporates,
extends, and integrates available information in the litera-
ture and is consistent with various available data, including
PTH administration. The proposed model provides useful
insights into the bone remodeling process, enabling further
testing of novel hypotheses and evaluating potential bene-
fits of combination therapies.

Khamir Mehta
Merck & Co, Inc.
khamir mehta@merck.com

David S. Ross
Rochester Institute of Technology
dsrsma@rit.edu

Antonio Cabal
Applied Computer Science and Mathematics
Merck Research Laboratories
antonio cabal@merck.com

PP1

Zip Bifurcation in Non-Smooth Population Models

In this work a 3-dimensional ODE system is set up mod-
elling the competition among two species of predators for
one species of prey. We give a complete analysis of the
asymptotic behavior for both the real and imaginary part
of the eigenvalues associated to the linearized system at any
nonisolated equilibrium point of the system. A concrete
nosmooth model is introduced and some simulations in
MATHEMATICA are carried out suggesting the occurence
of zip bfurcation.

Gerard Olivar
Department of Electrical and Electronics Engineering
Universidad Nacional de Colombia, sede Manizales
golivart@unal.edu.co

Jocirei Ferreira
Federal University of Mato Grosso
jocireiufmt@gmail.com

Carlos Escobar
University of Pereira
ccescobar@utp.edu.co

PP1

Thermodynamically Compatible Model of Yield
Stress Polymeric Fluids

We want to present some results on mathematical model-
ing of polymeric yield stress fluids which have the proper-
ties of both elastic solids and fluids. We try to investigate
this problem using the approach of multiphase continuum
mechanics. We develop the two-phase solid-fluid model
which is thermodynamically compatible and its govern-
ing differential equations can be written in a conservative
form. Such a model is convenient for application of ad-
vanced high-accuracy numerical methods and modeling of

discontinuous solutions.

Ilya Peshkov
Ecole Polytechnique de Montreal
ilya.peshkov@polymtl.ca

Evgeniy Romenski
Sobolev Institute of Mathematics
evrom@math.nsc.ru

Miroslav Grmela
Ecole Polytechnique de Montreal
miroslav.grmela@polymtl.ca

PP1

A Mathematical Model for Protein Oscillations in
Bacteria

In many cases oscillatory changes in protein concentration
between cell poles cause the bacterium to reverse its di-
rectional movement. Our aim is to study whether such
oscillations can arise independently from external triggers.
A minimal model is developed with dynamics based solely
on protein diffusion across the cytoplasm and protein in-
teractions at the cell poles. A quantitative and qualitative
analysis of the model shows existence of oscillating solu-
tions under several scenarios of protein interaction.

Peter Rashkov
Philipps University Marburg, SYNMIKRO
rashkov@mathematik.uni-marburg.de

Bernhard Schmitt
Philipps University Marburg
schmitt@mathematik.uni-marburg.de

Stephan Dahlke
Numerics / Wavelet-Analysis Group
University of Marburg
dahlke@mathematik.uni-marburg.de

Peter Lenz
Philipps University Marburg
peter.lenz@physik.uni-marburg.de

Lotte Sogaard-Andersen
Max Planck Institute for Terrestrial Microbiology
Marburg
sogaard@mpi-marburg.mpg.de

PP1

Mathematical Model to Quantify Dosing and Eval-
uate Effects of Modifications of Cancer Virotherapy

With the recent success of a clinical trial of cancer treat-
ment using genetically engineered viruses, virotherapy is a
definite possibility. Here we use mathematical modeling to
understand the effect of this treatment under varied con-
ditions. We investigate the utility of further genetic mod-
ifications (parameters) on the current oncolytic virus and
thus help prioritize direction of genetic engineering efforts.
We also present optimal parameter set to help treatment
when applied on a case-by-case basis.

Brent Rogers
University of Missouri-Kansas City
Department of Mathematics and Statistics
BRogers62@gmail.com
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PP1

A Framework for Exploring Dynamics of Genetic
Diversity of Hiv Population in Hiv-Infected Pa-
tients

Due to rapidly evolving nature of HIV-1 virus, it maintains
high level of genetic diversity in HIV-infected patients. It
creates challenge to develop vaccines and drugs for prevent-
ing HIV epidemics. Understanding evolutionary forces that
contribution to HIV evolution in infected patients is im-
portant. I will present a framework for exploring patterns
of genetic diversity of the HIV population in an infected
person. The framework is applied to HIV data sets from
HIV-infected patients.

Ori Sargsyan
Los Alamos National Laboratory
sargsyan@lanl.gov

PP1

A Shortest Path Tree Approach for Inferring and
Exploring Gene Networks.

We address the problem of inferring gene networks from
correlations in gene expression profiles using a shortest
path tree approach. Correlations are mapped to distances
and the ensemble of shortest path trees is determined and
then visualized in an interactive network browser. An max-
imum entropy criterium applied to the distribution of link
saliencies is used to determine the optimal metric. We com-
pare the performance of our method to the benchmarks
and provide a demonstration of the interactive network
browser.

Michael Schnabel
Northwestern University
Evanston, IL
m-schnabel@northwestern.edu

Daniel Grady
Northwestern University
a3n3p6@u.northwestern.edu

Christian Thiemann
Goettingen University
Germany
mail@christian-thiemann.de

Adilson E. Motter
Northwestern University
motter@northwestern.edu

William Kath
Northwestern University
Engineering Sciences and Applied Mathematics
kath@northwestern.edu

Dirk Brockmann
Dept. of ESAM, Northwestern University
Evanston, IL, USA
brockmann@northwestern.edu

PP1

Deformation of a Single Red Blood Cell in Bounded
Poiseuille Flows

Deformation of a red blood cell in bounded two-
dimensional Poiseuille flows is studied by using an im-

mersed boundary method. An elastic spring model is ap-
plied to simulate the membrane of a RBC membrane. We
investigate the motion and the deformation of a single RBC
by varying the swelling ratio, the initial cell inclination an-
gle, the Renolds number, the membrane bending stiffness,
and the microchannel height. Two motions of oscillation
and swing are observed.

Tsorng-Whay Pan, Lingling Shi
Department of Mathematics
University of Houston
pan@math.uh.edu, lingling@math.uh.edu

Roland Glowinski
University of Houston
roland@math.uh.edu

PP1

Modeling Blood Pressure Dynamics

This project discusses a patient–specific model predicting
baroreflex regulation of blood pressure and heart rate dur-
ing head–up tilt (HUT). The objective of our study is to
estimate model parameters that allow prediction of patient
specific arterial blood pressure dynamics. During steady
state five upper body parameters were identifiable. Us-
ing optimized values for these parameters, the response to
HUT was predicted by redefining four of the five parame-
ters as piecewise linear functions.

Alberto Soto
California Polytechnic University, Pomona
adsoto@csupomona.edu

Bridget Stichnot
Murray State University
bridget.stichnot@gmail.com

Jairus Cuffie
Albany State University
jairuscuffie@yahoo.com

Christiana Sabett
St. Marys College of MD
cmsabett@smcm.edu

Andrea Brown
Spelman College
andrrown13@yahoo.com

Ou Lu
Zhejiang University, China
0125ol@zju.edu.cn

PP1

Modeling the Cofilin Pathway and Actin Dynamics
in Cell Motility Activity of Mammary Carcinomas

Polymerization of actin cytoskeleton leads to cell migra-
tion, a vital part of normal physiology, from embryonic de-
velopment to wound healing. However, it also occurs in the
pathological setting of cancer metastasis. Here I present
mathematical models of actin regulation by cofilin which
has been identified as a critical determinant of metastasis.
I will discuss results obtained from simulations and steady
state analysis and their biological implications, as well as
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modeling challenges that arise.

Nessy Tania
University of British Columbia
Department of Mathematics
ntania@smith.edu

Nessy Tania
Smith College
Mathematics and Statistics Department
ntania@smith.edu

PP1

Noise-Induced Transitions in Stochastic Neural
Fields

Neural assemblies are composed of a very large number of
entities, among which neurons, that form statistically ho-
mogeneous populations subject to an intense noise. I will
show how one can rigorously derive, using probability the-
ory, macroscopic equations on the dynamics of large-scale
neural assemblies for plausible neuron models including
spatial extension and propagation delays. Starting from
these representations, I will analyze the dynamics of large-
scale neural assemblies, and particularly the effect of noise
and of heterogeneities on the dynamics. A particularly in-
triguing phenomenon will be emphasized: the generation
of perfectly regular phase-locked oscillations when noise, or
when network heterogeneities increase.

Jonathan D. Touboul
NeuroMathComp Laboratory
INRIA / ENS Paris
jonathan.touboul@college-de-france.fr

PP1

Stochastic Trojan Y-chromosome Models for Erad-
ication of an Invasive Fish Species

A wide variety of exotic aquatic species, which were intro-
duced and established as a result of human activities in the
US, in?icted enormous damage. In this presentation, I will
talk about our work on finite-time extinction and recovery
of an invasive fish species by stochastic models.

Xueying Wang
Texas A&M University
xueying@math.tamu.edu

Jay R. Walton
Department of Mathematics
Texas A&M
jwalton@math.tamu.edu

Rana Pashad
King Abdullah University of Science and Technology
rana.parshad@kaust.edu.sa

Katie Storey
Carleton College
storeyk@carleton.edu

PP1

Simplifying the Testing of Models of Flow-Cell
Optical Biosensor Experiments for Global a Priori
Identifiability

A number of models of flow-cell optical biosensor exper-

iments are continuous-time uncontrolled linear switching
systems (LSS) in state space form. Methods for test-
ing LSS for global a priori identifiability assume that the
model response can be observed for all possible switching
behaviours which is unlikely in some settings. Exploit-
ing features of the type of chemical interaction studied al-
lows proposition of a simplified test of uncontrolled LSS for
global a priori identifiability.

Jason M. Whyte
School of Mathematical Sciences
The University of Adelaide
jason.whyte@adelaide.edu.au

PP1

Phase Locking in Chains of Half-Center Oscillators:
Mechanisms Underlying the Metachronal Rhythm
in the Crayfish Swimmeret System

Crayfish have four pairs of limbs that paddle sequen-
tially during forward swimming in a posterior-to-anterior
metachronal rhythm. A 25% phase-lag is maintained be-
tween neighboring limbs over a wide range of frequencies.
In the isolated nodal cord, analogous neural activity is pro-
duced by a chain of interconnected local rhythm generating
networks. We show how the phase response properties of
the rhythm generating networks and the connectivity be-
tween them combine to produce the constant 25% phase-
lags.

Jiawei Zhang, Tim Lewis
University of California, Davis
jwzh@ucdavis.edu, tjlewis@ucdavis.edu

PP1

Title: The Effects of Limb Coordination on the
Swimming Efficiency of Crayfish

Limbs of crayfish, called swimmerets, move rhythmically
in a metachronal wave that progresses from back to front
during forward swimming. Neighboring swimmerets main-
tain phase-lags of about 25% over a wide range of frequen-
cies. This “phase constancy” suggests that there may be
mechanical advantages to this stroke pattern. We use the
immersed-boundary method to simulate the coupled me-
chanics of the swimmerets and the surrounding fluid in
order to explore how stroke patterns affect swimming effi-
ciency.

Qinghai Zhang
Deptartment of Mathematics, U.C. Davis
tsinghai@gmail.com

Jiawei Zhang
University of California, Davis
jwzh@ucdavis.edu

Robert Guy
Deptartment of Mathematics, U.C. Davis
rdguy@ucdavis.edu

Timothy Lewis
Department of Mathematics
University of California, Davis
tjlewis@ucdavis.edu

PP2

Polymerization-Driven, Adhesion-Mediated Actin
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Traveling Waves in Motile Cells

Fish keratocyte cells, which usually exhibit rapid and
steady motility, exhibit traveling waves of protrusion when
moving on highly adhesive surfaces. We hypothesize that
waving arises from a competition between actin and ma-
ture adhesions for VASP, a protein that promotes actin
polymerization. We present a mathematical model formu-
lated as an excitable system of partial differential equations
with a nonlocal integral term and noise. Predictions from
model simulation, including phase-shifted VASP waves, are
confirmed by experiment.

Jun Allard
University of California, Davis
jun@math.ucdavis.edu

Erin Barnhart
Stanford University
ebarnhar@stanford.edu

Alex Mogilner
University of California, Davis
mogilner@math.ucdavis.edu

Julie Theriot
Stanford University
theriot@stanford.edu

PP2

Mathematical Modelling of Dna Base Excision Re-
pair

We consider the process of DNA base excision repair of
alkylated base lesions which is initiated by the glycosylase
Aag. Previous models have considered the multiple steps
in the repair process, but our model has also included the
additional possibility of cell death. Experimental results
from the BER process after brief exposure of mammalian
cells in culture to the alkylating agent MMS are compared
with predictions from the mathematical model.

Philip J. Aston
University of Surrey
Department of Mathematics
P.Aston@surrey.ac.uk

Ruan Elliott, Lisi Meira
University of Surrey
r.m.elliott@surrey.ac.uk, l.meira@surrey.ac.uk

PP2

Compressed Sensing in Retinal Image Processing

Retinal image processing transforms photons into mem-
brane potentials via several nonlinear transformations.
This process begins in a large network of photoreceptors
and ends in a relatively small ganglion cell network. We
posit the loss of visual information despite the decrease in
network size is minimized via compressed sensing. Using
an idealized mathematical model of the retina and a mean-
field analytical reduction, we demonstrate firing patterns
among ganglion cells can be used to reconstruct input im-
ages.

Victor Barranca
Rensselaer Polytechnic Institute
barrav@rpi.edu

PP2

Mathematical Investigation of Calcium Dynamics
in Human Airway Smooth Muscle

Free cytoplasmic calcium ions in human airway smooth
muscle cells are important in regulating the airway con-
traction that contributes to our normal breath. Experi-
ments show, in the present of agonist, calcium oscillates
and propagates in waves, which is essential to maintain
airway contraction via crossbridge. Exploring what leads
to the oscillatory behavior is a way to understand how the
calcium affects our breath, which will be useful to the re-
search of pathology of asthma.

Pengxing Cao
Maths department of the University of Auckland
pcao002@aucklanduni.ac.nz

PP2

Initiation of Spiral Calcium Waves in a 3-D Car-
diac Cell Based on Analysis of a 1-D Deterministic
Model

Under certain conditions, spontaneous calcium sparks can
lead to the propagation of self-initiated calcium waves in
a heart cell. Such calcium waves can potentially cause
cardiac arrhythmias. Studying a model of this phenomenon
based on a system of coupled reaction-diffusion equations
with stochastic release requires computationally intensive
long-time simulations. An analysis of a 1-D deterministic
version of the model provides parameters for the 3-D model
that generates spontaneous recurrent calcium waves and
self-sustaining spiral waves.

Zana A. Coulibaly
University of Maryland Baltimore County
czana1@umbc.edu

Bradford E. Peercy
Department of Mathematics and Statistics
University of Maryland, Baltimore County
bpeercy@umbc.edu

Matthias K. Gobbert
University of Maryland, Baltimore County
Department of Mathematics and Statistics
gobbert@umbc.edu

PP2

A Transient Structured Tree Boundary Condition
for Hemodynamic Modeling

The structured tree boundary condition is a physiologi-
cally based outflow boundary condition for the modeling
of blood flow. However, the original formulation of this
boundary condition requires one to assume that the mod-
eled blood flow is periodic in time, which limits its ap-
plicability. By slightly modifying the original derivation,
one may obtain a similar structured tree boundary con-
dition that does not assume time-periodicity of the flow.
We briefly explain how this boundary condition may be
derived and compare it to results obtained from the origi-
nal, time-periodic structured tree condition, as well as the
Windkessel boundary condition. This comparison is done
for both periodic and transient cases.

William Cousins
North Carolina State University
wcousin@ncsu.edu



LS12 Abstracts 95

Pierre Gremaud
Department of Mathematics and Center for Research in
Scientific Computing, North Carolina State University
gremaud@ncsu.edu

PP2

A Multiscale Examination of Nonlinear Waves in
the Cochlea

Sound is received and processed by mammals via mechan-
otransduction of traveling waves in the cochlea. Though
linear math models for cochlear mechanics have been stud-
ied and well-documented, many nonlinearities in the trav-
eling wave exist and have not been explained. Outer hair
cell electromotility is a likely source for such nonlinearities
and an attempt will be made to model the effects of this
process.

Kimberly Fessel, Mark Holmes
Rensselaer Polytechnic Institute
fessek@rpi.edu, holmes@rpi.edu

PP2

Modeling of Controlled-Release Drug Delivery
from Polymer Microspheres Using Reaction-
Diffusion Equations with Hindered Diffusion

Biodegradable
polymer microspheres are used for controlled-release drug
delivery—administering medicine over extended time peri-
ods with a single dosage. Models of drug delivery from mi-
crospheres must treat the interdependent phenomena that
contribute to drug release. A reaction-diffusion model is
presented that couples autocatalytic polymer degradation
mechanisms to the hindered diffusion in growing pores.
Finite-difference solutions to the model equations capture
microsphere-size-dependent release behavior observed ex-
perimentally and show the dependence of drug release pro-
files on polymer morphology.

Ashlee N. Ford Versypt, Daniel Pack
University of Illinois at Urbana-Champaign
Department of Chemical and Biomolecular Engineering
anford2@illinois.edu, dpack@illinois.edu

Richard Braatz
Massachusetts Institute of Technology
Department of Chemical Engineering
braatz@mit.edu

PP2

Computational Modeling of Tumor Response to
Vascular-Targeting Therapies

A mathematical model that examines tumor-vasculature
interactions is briefly presented in this work. I will discuss
validation studies which demonstrate the model’s ability
to qualitatively predict: 1) tumor growth under a range
of biological conditions, and 2) the effects of several cancer
drugs, in particular those that target the vasculature. This
study concludes with an exploration of how the model can
be used to learn new things about treating cancer using
vascular-targeting compounds.

Jana Gevertz
The College of New Jersey
gevertz@tcnj.edu

PP2

Modelling Foot-and-Mouth Disease Virus Infection
in Bovine Epithelial Tissues Potential Determi-
nants of Cell Lysis.

Foot-and-mouth disease (FMD) is a severe disease of cloven
hoofed animals, including cattle, sheep and pigs. In this
work a partial differential equations model of epithelium is
developed to investigate potential determinants of the lo-
calisation of vesicular lesions, one of the key clinical signs
of FMD, in certain epithelial tissues. Results relating to
the impact on infection of tissue thickness and structure,
and receptor distribution in different cell layers will be pre-
sented.

Kyriaki Giorgakoudi
Institute for Animal Health, Pirbright Laboratory and
Department of Mathematical Sciences, Loughborough
University
Kyriaki.Giorgakoudi@iah.ac.uk

Simon Gubbins
Institute for Animal Health,
Pirbright Laboratory
simon.gubbins@iah.ac.uk

John P. Ward
Loughborough University, UK
john.ward@lboro.ac.uk

Nicholas Juleff, David Schley
Institute for Animal Health,
Pirbright Laboratory
nicholas.juleff@iah.ac.uk, david.schley@iah.ac.uk

PP2

Mathematical Modeling and Data Analysis for
Cerebral Blood Flow

Transcranial doppler (TCD) and MRI are both used to
measure cerebral blood flow (CBF). TCD is inexpensive
and widely available, but inaccurate in comparison to MRI.
This inaccuracy can be attributed to a lack of geometric
information about the cerebral arteries, specifically the an-
gle of the artery with respect to the TCD probe, called the
insonation angle. We provide a distribution for the in-
sonation angle, which yields a more accurate estimate of
CBF.

Rachael K. Gordon-Wright
North Carolina State University
rkgordon@ncsu.edu

PP2

Multiple Attractors of Intraguild Predation Models
with Generalist Or Specialist Predator

Intraguild predation (IGP) is a combination of competition
and predation which is the most basic system in food webs
that contains three species where two species that are in-
volved in a predator/prey relationship are also competing
for a shared resource or prey. We formulate two intraguild
predation (IGP: resource, IG prey and IG predator) mod-
els: one has a predator who is a generalist while the
other one is a specialist. Both models have Holling-Type I
functional response between resource-IG prey, resource-IG
predator and Holling-Type III functional response between
IG prey and IG predator. We prove sufficient conditions of
the persistence and extinction of all possible scenarios for
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these two models, which give us a complete picture on their
global dynamics. These analytical results indicate that
IGP model with generalist predator has ”top down” regula-
tion while IGP model with specialist predator has ”bottom
up” regulation. In addition, we show that both IGP mod-
els can have multiple interior equilibria. Our analysis and
numerical simulations suggest that 1. Both IGP models
can have multiple attractors with complicated dynamical
pattern; 2. Only IGP model with specialist predator can
have both boundary attractor and interior attractor: i.e.,
whether the system has the extinction of one species or
the coexistence of three species dependent on initial con-
ditions; 3. IGP model with generalist predator is prone to
have stable dynamics.

Yun Kang
Applied Sciences and Mathematics, Arizona State
yun.kang@asu.edu

Lauren Wedekin
Arizona State University
lwedekin@asu.edu

PP2

Wandering and Transitions of Pulses in Stochastic
Neural Fields

We examine the dynamics of standing pulses (bumps) and
traveling pulses in spatially extended neural fields with
noise. Bumps in a stochastic neural field diffusively wander
about the spatial domain. We can calculate the associated
diffusion coefficient using a small noise expansion. Mul-
tiplicative noise can even shift bifurcations of the bump.
Noise can also cause traveling pulses to switch their direc-
tion of propagation, which we study as transitions between
two branches of a pitchfork bifurcation.

Zachary Kilpatrick
University of Pittsburgh
zpkilpat@pitt.edu

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@pitt.edu

PP2

A Mechanism for Robust Circadian Timekeeping:
Stoichiometric Balance Through Double Negative
Feedback Loop Structure.

Circadian clocks persist with a constant period ( 24-hour)
even after a significant change of the expression level of
clock genes. Although much is known about cellular circa-
dian timekeeping, little is known about how these rhythms
are sustained with a constant period. Here, we show how a
universal motif of circadian timekeeping, where repressors
bind activators rather than directly binding to DNA, can
generate oscillations when activators and repressors are in
stoichiometric balance. Furthermore, we find that, even
in the presence of large changes in gene expression lev-
els, an additional slow negative feedback loop keeps this
stoichiometry in balance and maintains oscillations with a
fixed period. To study these biochemical mechanisms of
timekeeping, we develop the most accurate mathematical
model of mammalian intracellular timekeeping, as well as
a simplified model. These results explain why the network
structure found naturally in circadian clocks can generate
24-hour oscillations in many conditions. Furthermore, our

study provides a novel design for the biological oscillators
where maintaining a fixed period is crucial.

Jae Kyoung Kim
Department of Mathematics
University of Michigan, Ann Arbor, Michigan 48109, USA
jaekkim@umich.edu

Daniel Forger
University of Michigan
forger@umich.edu

PP2

Molecular Network Structure Detection based on
Oscilating Timecourses

With the advanced technology of the experiment, lots of
timecourses data have been produced everyday. Most of
mathematical model have used the timcourses to estimate
the parameters of the model, whose structure is already
determined by the knowledge about the biochemical net-
works. Here, we show that the structure of the molecular
network can be revealed only with timecourses when they
are oscillating. Furthermore, we found that a specific class
of oscillating timecourses can determine the unique produc-
tion rate and degradation rate of a canonical form of ODE
model. Finally, we propose a new type of the model that
can be constructed uniquely with the general oscillating
timecourses.

Jae Kyoung Kim
Department of Mathematics
University of Michigan, Ann Arbor, Michigan 48109, USA
jaekkim@umich.edu

Daniel Forger
University of Michigan
forger@umich.edu

PP2

High Performance Simulations of Platelets in Flow

Studying the constituents of blood is of great importance
to the fields of biology and medicine. However, observ-
ing blood in the vessels of live subjects is difficult. We
have developed a hybrid computer simulation model using
a Lattice Boltzmann method for fluid flow and subcellular
elements to represent the platelets. To overcome the high
computational cost of this method, it now runs on the mas-
sively parallel cards of graphical processing units (GPUs).

Joshua Lioi, Charles Maggio
University of Notre Dame
jlioi@nd.edu, cmaggio1@nd.edu

Mark S. Alber
University of Notre Dame
Department of Mathematics
albemark@gmail.com

Scott Christley
Department of Surgery
University of Chicago
schristley@uchicago.edu

PP2

Ensemble Modeling of Symptoms to Human Im-
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mune Response of Influenza A Virus Infection

Deterministic models of a host-level response to influenza
A virus (IAV) infection assume a perfect prediction, while
an ensemble approach may account for patient and strain
variability, and uncertainty in data used to calibrate the
models. We generate an ensemble of parameter sets that
represent a calibration to experimental data of viral titers
and symptoms measured in humans with IAV infection to a
host-level model with innate and adaptive immunities. Sys-
temic, upper respiratory and lower respiratory symptoms
are mapped to model interferon levels, and extent of upper
and lower respiratory cells damage. In order to differenti-
ate between upper and lower symptoms, we compartmen-
talize the respiratory tract into upper and lower compart-
ments. Principal component analysis of the parameter en-
sembles provide a mapping strategy between model kinetic
parameters and population-scale relevant clinical pheno-
types (severity of infection, immunogenicity). The objec-
tive is to develop a methodology that performs an efficient
abstraction of the host-level model to a population-scale
model. Ensemble modeling, data reduction and response
surface analysis are the core methods used in implementing
this abstraction.

Sarah R. Lukens
University of Pittsburgh
sarahlukens@gmail.com

David Swigon
Department of Mathematics
University of Pittsburgh
swigon@pitt.edu

Gilles Clermont
Critical Care Medicine
University of Pittsburgh
clermontg@ccm.upmc.edu

PP2

Multiscale Population Dynamics Study of Het-
erotypic Cell Aggregation in a Shear Flow and Re-
lated Parameter Identification Problem

This work studied the process of polymorphonuclear neu-
trophils tethering to the vascular endothelial cells, and
subsequential tumor cell emboliformation in a shear flow,
an important process of tumor cell extravasation during
metastasis. To the best of our knowledge, a multiscale
near-wall aggregation model was developed, for the ?rst
time, which incorporated the effects of both cell deforma-
tion and general ratios of heterotypic cells on the cell aggre-
gation process. Quantitative agreement was found between
numerical predictions and in vitro experiments. The effects
of factors, including: intrinsic binding molecule properties,
near-wall heterotypic cell concentrations, and cell deforma-
tions on the coagulation process, are discussed. The work
also focused on application of Bayesian framework to the
related parameter identification problems. It offered a sys-
tematic parameter identification tool specially tailored to
the model proposed in earlier work and addressed the ratio
change effects problem.

Yanping Ma
Pennsylvania State University
ma@math.psu.edu

Qiang Du
Penn State University
Department of Mathematics

qdu@math.psu.edu

Cheng Dong
Department of Bioengeering
Pennsylvania State University
cxd23@psu.edu

PP2

Effect of Parity on Boundedness of Orbits in Lotka-
Volterra Food Chains

Hairston, Slobodkin, and Smith conjectured that in food
chains with three species, plants are not regulated by pre-
dation, which allows them to flourish. If another species is
added, then plants become predator-limited by herbivores.
Thus, plants can only accumulate in food chains with an
odd number of species. Volterra proved, for any even num-
ber of species, solutions remain bounded. We prove, for
an odd number of species, unbounded orbits exist, which
validates the HSS Conjecture.

Nicole Massarelli, Kathleen Hoffman
University of Maryland Baltimore County
massa2@umbc.edu, khoffman@umbc.edu

Joseph Previte
Penn State Erie, The Behrend College
jpp4@psu.edu

PP2

Incorporating Drift into the First-Passage Kinetic
Monte Carlo Method

First-Passage Kinetic Monte Carlo is a stochastic algorithm
for simulating reaction-diffusion processes. Earlier versions
of the algorithm rely on analytic solutions of the diffusion
equation and do not allow for drift. We develop a variation
of the algorithm using a discretization of the Fokker-Planck
equation to incorporate drift arising from a potential en-
ergy function. We implement the algorithm in one dimen-
sion and analyze convergence. Next, we plan to extend to
higher dimensions.

Ava J. Mauro
Department of Mathematics and Statistics
Boston University
avamauro@bu.edu

Paul J. Atzberger
University of California-Santa Barbara
atzberg@math.ucsb.edu

Samuel A. Isaacson
Boston University
Department of Mathematics and Statistics
isaacson@math.bu.edu

Justin Shrake
Department of Mathematics
UC Santa Barbara
justinshrake@umail.ucsb.edu

PP2

An Adjoint-Based Method for Automatically Iden-
tifying Key Processes in a Nonlinear Mixed-Type
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Pde Model of Cell Motility.

Here we present an adjoint-based mathematical method
for determining which terms in a differential equation sys-
tem are important for accurately calculating a user-defined
quantity of interest. The method gives detailed informa-
tion about how the balance of terms in a set of equations
changes over time and/or space. The method is applied to
nonlinear mixed-type PDEs that model cell motility, and
is used to better understand how adhesion strength affects
the velocity profile of the cell.

Philip Maybank, Jonathan Whiteley, David Gavaghan
University of Oxford
philip.maybank@linacre.ox.ac.uk,
jonathan.whiteley@cs.ox.ac.uk,
david.gavaghan@dtc.ox.ac.uk

PP2

Neurovascular Coupling During Cortical Spreading
Depression: A Mathematical Model

Abstract. Cortical spreading depression (CSD) is a slowly
moving wave of ionic and metabolic disturbances that
propagates in cortical brain tissue. In addition to massive
cellular depolarization, CSD involves significant changes
in tissue perfusion and metabolism. However, despite
their importance in CSD phenomenology, these changes
have not been modeled. In this study, we develop a new
mathematical model for CSD where the sodium-potassium
ATPase, responsible for cellular polarization and recovery
from CSD, operates at a rate that is dependent on local
oxygen concentration. The supply of oxygen is determined
by modeling flow through a lumped vascular tree where
the effective radius is controlled by the extracellular potas-
sium concentration. Our model replicates the qualitative
and quantitative behavior of CSD found in experimental
studies and elucidates the effect of oxygen deprivation on
CSD recovery. Our key findings are that the metabolic ac-
tivity of the cortex during CSD exceeds the physiological
limits placed on oxygen delivery and that perfusion changes
during CSD strengthen the intensity and lengthen the du-
ration of the event. The vascular changes from our CSD
model more accurately reflect experimental findings and
allow for more precise prediction and hypothesis testing.
Combined modeling and experimentation should acceler-
ate understanding of the mechanisms of CSD.

K.C. Brennan
University of Utah
k.c.brennan@hsc.utah.edu

Joshua Chang, Thomas Chou
University of California, Los Angeles
joshchang@ucla.edu, tomchou@ucla.edu

Dongdong He
York University
ddonghe@yorku.ca

Huaxiong Huang
York University, Canada
Department of Mathematics and Statistics
hhuang@yorku.ca

Robert M. Miura
Department of Mathematical Sciences
New Jersey Institute of Technology
miura@njit.edu

Phillip Wilson
University of Canterbury
p.wilson@math.canterbury.ac.nz

Jonathan J. Wylie
Department of Mathematics
City University of Hong Kong, Kowloon, Hong Kong
mawylie@cityu.edu.hk

PP2

Evaluation of Diagnostic Test for Lymphatic Filar-
iasis in Papua New Guinea Using a Mathematical
Model

Papua New Guinea (PNG) has the highest prevalence of
the mosquito-borne Lymphatic Filariasis (LF) disease in
the world. Mass Drug Administration (MDA) has been
the most feasible strategy, but in PNG previous rounds of
MDA have not been successful. Success of MDA depends
on our ability to accurately identify infected individuals
but the value of the available LF diagnostic tests has not
been validated. This study analyzes the impact of tests
using PNG MDA field trials data.

Anuj Mubayi
Northeastern Illinois University
anujmubayi@yahoo.com

PP2

The Effect of Intramitochondrial Stochasticity on
the Tricarboxylic Acid Cycle

While it is known that ODE models can accurately depict
the behavior of large-scale systems, it has yet to be de-
termined if they are capable of accurately capturing intra-
mitochondrial dynamics of the tricarboxylic acid (TCA)
cycle. Here we compare the dynamics predicted by a
straightforward ODE model of the TCA to an analogous
Markov process. Where the ODE model shows damped
oscillations, the stochastic model shows sustained, limit-
cycle-like behavior.

John D. Nagy
Scottsdale Community College
Arizona State University
john.nagy@sccmail.maricopa.edu

PP2

Understanding Physiological Systems with Three
Time Scales

Many physiological systems have the property that some
processes evolve much faster than others, and mathemat-
ical models can be constructed to reflect this property.
We are interested in the dynamics of a GnRH neuron
model, which has at least three time scales, but methods
for analysing models with three or more time scales are
still limited. In this poster, progress that has been made
on understanding systems with three time scales will be
shown.

Pingyu Nan
University of Auckland
pnan011@aucklanduni.ac.nz

PP2

Modelling Contractility and Antiparallel Flows in
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Actomyosin Bundles.

I present a mathematical model in 1-D for an actomyosin
bundle featuring antiparallel flows of antiparallel F-Actin.
The model is able to relate these flows to the effect of
cross-linking and bundling proteins and to the forces due
to myosin II filaments and to stretching forces at the ex-
treme tips of the bundle. The modeling is based on a coarse
graining approach starting with a microscopic model which
includes the description of chemical bonds as elastic springs
and the force contribution of myosin filaments. In a second
step we consider the asymptotic regime where the filament
lengths are small compared to the overall bundle length
and restrict to the highest order contributions. There, it
becomes appearent that bundling proteins provide the vis-
cosity of the filemant gel and are reasponsible for force
transmission. Myosin filaments generate forces which are
partly compensated by drag forces due to cross-linking pro-
teins. The model is able to explain how the bundle of com-
paratively short Actin filaments interspersed with myosin
II filaments can effectively contract the two tips of the acto-
myosin bundle. It gives a quantitative description of these
forces and of the antiparallel flows of the two phases of
antiparallel F-Actin.

Dietmar B. Oelz
Radon Institute for Computational and Applied
Mathematics
dietmar.oelz@univie.ac.at

PP2

Optimal Control of Dengue with Periodicity

We formulate a problem of optimal control for dengue fever
prevention of a serotype, by a functional purpose of direct
and indirect costs linked to a system of nonlinear differen-
tial equations with periodic transmission dynamics in the
human population coupled with periodic dynamics of inci-
dence of the virus in the mosquito Aedes aegypti.

Gerard Olivar
Department of Electrical and Electronics Engineering
Universidad Nacional de Colombia, sede Manizales
golivart@unal.edu.co

Luis Lopez
Universidad Nacional de Colombia
lelopezm@unal.edu.co

Anibal Muñoz
Universidad del Quindio
anibalml@hotmail.com

PP2

Beta Oscillations in the Basal Ganglia Circuit

A key pathology in the development of Parkinson’s disease
is the occurrence of persistent beta oscillations, which are
correlated with the difficulty of movement initiation. We
investigate a network model composed of subthalamic nu-
cleus (STN) and globus pallidus (GP) and derive analytic
stability conditions describing when this circuit can gen-
erate beta oscillations. Furthermore, our analysis explains
how changes in cortical and striatal input to the STN-GP
network influence oscillations generated by the circuit.

Alex Pavlides, S. John Hogan, Rafal Bogacz
University of Bristol
a.pavlides@bristol.ac.uk, s.j.hogan@bristol.ac.uk,

r.bogacz@bristol.ac.uk

PP2

Models of Plankton Dynamics

Phytoplankton, and the zooplankton that graze upon
them, play a crucial role in the dynamics observed at higher
levels of the ecosystem and in climate change. There is a
vast literature on differential equation models of plankton
dynamics, and a recent trend in ecological models has con-
sidered plasticity in parameters and adaptation. In this
work, we interpret adaptation as prey switching and use
piecewise-smooth dynamical systems to model adaptation
in a food chain.

Sofia Piltz
university of Oxford
sofia.piltz@linacre.ox.ac.uk

Mason A. Porter
University of Oxford
Oxford Centre for Industrial and Applied Mathematics
porterm@maths.ox.ac.uk

Philip K. Maini
Centre for Mathematical Biology
University of Oxford
maini@maths.ox.ac.uk

PP2

Spatio-Temporal Modelling of Cell Cycle Control

Models and simulations of metabolic processes often con-
sider only temporal dependencies although processes in the
cell are not spatially homogeneous. We focus on (enzy-
matic) reaction networks regulating the cell cycle of bud-
ding yeast of different complexity in the form of coupled
ODEs, PDEs and algebraic equations including diffusive
processes with up to 54 species on a cell geometry with
nucleus, cytoplasm and cell membrane. We compare simu-
lations of purely temporal vs. spatio-temporal models and
interpret reaction rate constants. The availability of some
regulators is studied differentiating reactions in the nucleus
and cytoplasm.

Jana Hutter
Computer Science Department
University of Erlangen-Nuremberg
hutter@faui51.informatik.uni-erlangen.de

Alexander Prechtel
Mathematics Department
University of Erlangen-Nuremberg, Germany
prechtel@math.fau.de

Peter Knabner
Friedrich-Alexander University Erlangen-Nurenberg,
Germany
Department of Mathematics
knabner@am.uni-erlangen.de

PP2

From Discrete to Continuous Models of Cell Move-
ment: An Application to Medical Implants

Mathematical modeling of cell movement is needed to aid
in the deeper understanding of vital processes such as em-
bryogenesis, angiogenesis, tumor metastasis and immune
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reactions to foreign bodies. In this work, we consider
cell movement in response to external stimulus, incorpo-
rating both a random and a biased component. In order
to model the random nature of the movement, an individ-
ual based (IBM) model is created to simulate cells moving
in the presence of a heterogeneously distributed stimulus
molecules. The discrete IBM model is then upscaled, start-
ing with transition probabilities of the individuals at each
site, to obtain a corresponding continuous differential equa-
tion (DE) model. Continuous models allow for a more gen-
eral study of larger domains. Under traditional modeling
assumptions the proposed new models reduce to previously
developed models in the literature. Next, we present a set
of numerical experiments which show very good agreement
between the new continuous DE and discrete IBM models
for a variety of different values of the parameters. Fur-
thermore, applications of the new mathematical models to
infection control on medical implants are also presented.
This work is done in collaboration with faculty from both
the Mathematics and Bioengineering Departments at UT
Arlington.

Alicia Prieto Langarica
The University of Texas at Arlington
alicia.prietolangarica@mavs.uta.edu

Hristo Kojouharov
University of Texas at Arlington
hristo@uta.edu

Bentio Chen-Charpentier
The University of Texas at Arlington
bmchen@uta.edu

PP2

Data Mining and Machine Learning Methods to
Improve Serodetection in the Mouse Model of In-
fectious Diseases

Data mining and machine learning approaches produce
unique results by engineering the knowledge inherently
generated from large volume data sets. Multiplex mi-
crobead assays developed by some of us are routinely used
by major animal (mouse) facilities across the country to
detect simultaneous detection of several pathogens. These
pathogen surveillance studies generate a large amount of
data that are typically used for detection but discarded
subsequently with no future value. Each surveillance study
in this process adds knowledge and can be used efficiently
to improve the multiplex assay and its predictive power.
Using powerful data-mining and machine learning methods
we demonstrate the feasibility of such an approach. Our
results show that (1) data mining techniques can be suc-
cessfully applied to serodection of pathogens in mice with a
reasonably high performance level; (2) the classification us-
ing features selected by a range of algorithms consistently
outperformed those selected by statistical testing in terms
of accuracy and robustness; and (3) the discriminatory fea-
tures (molecular profiles) can be very different from one
selection method to another. The tools developed in this
project can be implemented for any large scale data gener-
ated in clinical translational research including proteomics,
functional genomics and metabolomics.

Resmi Ravindran
University of California, Davis
rravindran@ucdavis.edu

Imran Khan

University of California, Davis Health System
ihkhan@ucdavis.edu

S Mannepalli
California State University, Fresno
smannepalli@csufresno.edu

Michael Hogarth
University of California, Davis Health System
mahogarth@ucdavis.edu

Paul Luciw
University of California, Davis
paluciw@ucdavis.edu

Krish Krishnan
University of California, Davis
California State University, Fresno
krish@csufresno.edu

PP2

Mathematical Modeling of Chromosome Segrega-
tion in Bacteria.

During division, Caulobacter crescentus uses interactions
between dynamic ParA filaments and ParB proteins to seg-
regate copies of its circular chromosome. We present two
mathematical models for bacterial chromosome movement;
one is based on stochastic differential equations and the
other uses partial differential equations. We propose that
chromosome movement is facilitated by a biased diffusion
mechanism in which ParB binds ParA filaments weakly and
nonspecifically. Tight control of ParA filament dynamics
is essential for proper segregation.

Blerta Shtylla, James P. Keener
University of Utah
shtylla.1@mbi.osu.edu, keener@math.utah.edu

PP2

Posterior Distributions in Parameter Estimation

Differential equation models in biology often include pa-
rameters whose values cannot be directly measured. To
estimate unknown parameter values, we employ a Bayesian
inference approach. This results in a distribution of param-
eters, which reflects the likelihood that a parameter will
cause the model to match observed data. Motivated by
data sets from inflammation studies, we explore relation-
ships between the properties of the data available and char-
acteristics of the parameter distribution obtained through
various computational methods.

Shelby R. Stanhope
University of Pittsburgh
srs114@pitt.edu

Jonathan E. Rubin
University of Pittsburgh
Department of Mathematics
rubin@math.pitt.edu

David Swigon
Department of Mathematics
University of Pittsburgh
swigon@pitt.edu
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PP2

Modelling of Endocrinological Networks

We present two differential equation models describing re-
productive mechanisms: the human menstrual cycle and
the bovine estrous cycle. Both models are based on a
whole-body approach with fully coupled feedback mech-
anisms to describe the periodic dynamics of hormones, fol-
licles, and corpus luteum. Elaborate numerical algorithms
are used for simulation and parameter identification, which
allows us to explore the models with respect to synchro-
nization studies, phase interlocking, model reduction tech-
niques, and model refinement.

Claudia Stoetzel, Susanna Roeblitz, Julia Ploentzke
Zuse Institute Berlin
stoetzel@zib.de, susanna.roeblitz@zib.de,
ploentzke@zib.de

Peter Deuflhard
Zuse Institute Berlin
Germany
deuflhard@zib.de

PP2

Prediction of Effective Elastic Properties of Os-
teons by Means of Multiscale Models and Homog-
enization Methods

Osteons, the basic structural units of cortical bone, have
complex microstructures, making it a challenge to model
and to simulate their effective elastic properties. We
present models of different complexity and identify condi-
tions under which they predict appropriate effective elas-
tic properties. To that end we applied the numerical ho-
mogenization scheme in connection with the finite element
method and studied the influence of geometrical param-
eters, the mesh size and the linear solver on the model
outcome.

Sara Tiburtius
Technische Universität Darmstadt
Germany
tiburtius@mathematik.tu-darmstadt.de

Peter Varga, Susanne Schrof
Charité - Universitätsmedizin Berlin
peter.varga@charite.de, susanne.schrof@charite.de

Kay Raum
Charité - Universitätsmedizin Berlin
Germany
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Alf Gerisch
Technische Universität Darmstadt
Germany
gerisch@mathematik.tu-darmstadt.de

PP2

Formation of Anti-Waves in Gap Junction Coupled
Chains of Neurons

Using network models consisting of gap junction coupled
Wang-Buszaki neurons, we demonstrate that it is possible
to obtain not only synchronous activity between neurons
but also a variety of constant phase shifts between 0 and
π. We call these phase shifts intermediate stable phase-

locked states. These phase shifts can produce a large va-
riety of “wave-like” activity patterns in one-dimensional
chains and two-dimensional arrays of neurons, which can
be studied by reducing the system of equations to a phase
model. The 2π periodic coupling functions of these mod-
els are charachterized by prominent higher order terms in
their Fourier expansion, which can be varied by changing
model parameters. We study how the relative contribution
of the odd and even terms effect what solutions are pos-
sible, the basin of attraction of those solutions and their
stability. These models may be applicable to the spinal
central pattern generators of the dogfish and also to the
developing neocortex of the neonatal rat.

Alexander Urban
Army Research Lab/ Translational Neuroscience Branch
Oak Ridge Associated Universities
alexanderdarius28@gmail.com

Bard Ermentrout
University of Pittsburgh
Department of Mathematics
bard@pitt.edu

PP2

Numerical Computations of Multiphase Systems

In recent years, many biological phenomena involving com-
plex mechanical and biochemical interactions of multiple
components have been successfully modeled using a multi-
phase framework, including tumorigenesis, biofilm channel
formation, and developmental processes. In this poster, I
will examine the computational issues that are inherent in
the numerical simulation of these multiphase models, and
demonstrate some particular schemes which are both effi-
cient and robust.

Mark E. Whidden
Florida State University
mwhidden@math.fsu.edu

PP2

An Optimal Control Approach for Modeling the
Response to Head-Up Tilt

Short term cardiovascular responses to head-up tilt (HUT)
experiments involve complex cardiovascular regulation in
order to maintain blood pressure at homeostatic levels.
This poster presents an optimal control approach to mod-
eling effects of cardiovascular regulation due to HUT on
efferents including heart rate, cardiac contractility, vascu-
lar resistance, and vessel compliance. The model consists of
a five-compartment lumped parameter model, a physiolog-
ically based sub-model that describes gravitational effects
during HUT, and finally a cardiovascular regulation model
that adjusts those efferents mentioned.

Nakeya D. Williams
North Carolina State University
ndwilli5@ncsu.edu

PP2

A Model of Self-Destructive Bacteria

In order to successfully invade the body Salmonella Tym-
phimurium must outcompete the native colony of commen-
sal microbiota that constantly lines the human intestine.
Recently, studies have found evidence that invading pop-
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ulations of Salmonella Typhimurium gain an environmen-
tal advantage over the commensal microbiota by provoking
the body’s inflammatory defenses. We developed a model
exploring two hypotheses which seek to explain how self-
sacrifice among invading bacteria can produce this envi-
ronmental advantage.

Glenn S. Young
University of Pittsburgh
gsy2@pitt.edu

Christian Woods
University of California, San Diego
Department of Mathematics
c1woods@ucsd.edu

Bard Ermentrout, Jon Rubin
University of Pittsburgh
Department of Mathematics
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