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Future SIAM Meetings

July 19-23, 1982 at Stanford, CA

SIAM 30th Anniversary Meeting:

Symposia on the numerical solution of
partial differential equations and their
applications; the numerical solution of
ordinary differential equations and their
applications; control theory and
optimization; biomathematics; methods in
nonlinear analysis; and computer science

November 2-4, 1982 at Boston, MA
IEEE-SIAM Conference on Numerical
Simulation of VLSI Devices

June 6-8, 1983 at Denver, CO
National Meeting: Symposia on inverse
problems, parameter identification;
signal processing; numerical solution
of partial differential equations;
Polya Prize

June 19-July 1, 1983 at Newark, DE
Special conference on numerical and
statistical analysis

June 1983 at Cambridge, MA
Special conference on discrete
mathematics and applications

iii

November 7-9, 1983 at Norfolk, VA:

Fall Meeting: Symposia on computational
aerodynamics; parameter identification
for stabilization and control; parallel
processing

November 10-11, 1983 at Norfolk, VA
International conference on parallel
computing and parallel processing

March 1984 at Houston, TX

International conference on partial

differential equations with focus on
petroleum engineering, and in
particular, exploration and extraction

June 18-29, 1984 at Newark, DE

Special conference on numerical and
statistical analysis

June 1984 at Seattle, WA

National Meeting: Symposia on applied

geometry (computer—aided design including
graphic design); fluid dynamics
(computational)






















































Growth Optimality for Branching Markov Decision
Chains

This paper considers a (multiplicative) process
called branching Markov decision chains in which
the output at the end of the N-th period equals
the product of N nonnegative matrices chosen

at the beginning of periods 1,...,N , respective-
ly, times a positive (fixed) terminal reward
vector. It is assumed that the above transition
matrices are drawn out of a finite set of matrices
given in product form (i.e., the rows of the ma-
trices can be selected independently out of finite
sets of nonnegative row vectors). For each coordi~
nate s we define the geometric and algebraic
growth rates, respectively, of the s-~th coordina-
te of the stream of output. The main result of
this paper is the comstructive establishment of
the existence of a transition matrix whose repeat-
ed use will guarantee, for each coordinate, the
achievement of the best geometric growth rate and
the best algebraic growth rate subject to the
geometric growth rate at maximum, among all poten-
tial sequences of transition matrices.

Uriel G, Rothblum
Yale School of Organization and Management
Box 1A, New Haven, Connecticut 06520

Peter Whittle

Statistical Laboratory
University of Cambridge

16 Mill Lane

Cambridge, England CB2 1SB

Studies in Reduced-Order Modeling and in
Singular Dynamic Systems

Recent research in two areas of systems and control
theory has yielded a variety of interesting results
in linear algebra. The first area involves reduced-
order modeling of large dynamic system models of
the form x'=Ax, to reproduce to a desired accuracy
a few selected modes of the large system, with
models involving only a small subset of the corigi~
nal state variables that has been identified as
significant in constructing the selected modes. We
present ideas on partitioning A for the above pur~
pose, and results on various properties of the
"Schur complement' of the partitioned form of sI-A,
leading finally to iterative procedures for con-
structing the desired reduced-order models. The
second area concerns models of the form Ex'=Ax+Bu,
y=Cx, where E is square but singular and sE-A is
nonsingular, and where u,y are vectors of system
inputs and outputs. Such ''singular models'' arise
naturally in practice. We show that they may con-
tain natural frequencies at infinity, corresponding
to infinite zeros of sE-A; the system then exhibits
free-response behavior that is impulsive. The struc-
ture of such systems is exposed, and the importance
in system theory of structure at infinity in the
generalized eigenvalue problem is emphasized.

George C. Verghese

Room 10-~-079

Electric Power Systems Engineering lLaboratory
Massachusetts Institute of Technology
Cambridge, MA 02139







Computing the Probabality that a Planar
Graph is Balanced

Given a planar graph, a stochastic model is
considered in which each edge may take on either
of two signs: positive or negative. The
state of an edge is a random event that is
independent of the state of any other edge. The
positive sign is taken with probability P and
the negative sign with probability 1-P. The
resulting signed graph is called balanced if each
of its cycles includes an even number of edges
with negative sign. A polynomial algorithm is
presented to compute the probability that the
graph is balanced.

For reliability problems, this measure gives
a lower bound to the probability that a graph
is disconnected.

Francisco Barahona
Departmento de Matematicas
Universidad de Chile
Cassilla 5272~Correo 3
Santiago -~ CHILE

Reflexive Algebras and Reflexive Lattices

We begin with the direct sum of algebras
and show that the direct sum of reflex-
ive algebras is reflexive. As a corol-
larv we note that a semisimple algebra
is reflexive. Some specialized results
on commutative algebras are obtained.
Finally we give an algebraic, rather
than functional analytic proof,of a
result on complemented subspace lat-
tices which is due to Harrison and
Longstaff.

George Phillip Barker

Department of Mathematics
University of Missouri-Kansas City
5100 Rockhill Road

Kansas City, MO 64110

normal eigenvectors. We show that
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where the notation is chosen such that
mizmzzf..ka. This bound depends only on
ey Ak and u

A . If more eigenvalues and

1’ 1
eigenvectors of A are used sharper bounds can
be obtained.

E. R. Barnes

A. J. Hoffman

IBM Thomas J. Watson Research Center
Yorktown Heights, NY 10598

Determinantal Formulae for Matrices
with Sparse Inverses

The determinant of matrix R is expressed in terms
of certain of its principal minors by a formula
which can be "read off" from the graph of the
inverse of R. The only information used is the
zero pattern of the inverse and each zero pattern
yields one or more corresponding formulae for

det R. The main tool used is the formula for
minors of the inverse matrix (see Chantal
Shafroth, A Generalization of the Formula for
Computing the Inverse of a Matrix, The American
Mathematical Monthly, Volume 88, Number 8, 1981,
pp. 614-616 or Gantmacher, Matrix Theory, vol I,
p. 21). This generalizes a determinant formula
in Barrett and Feinsilver, Inverses of banded
matrices, Linear Algebra and its Applications,

to appear.

Wayne W. Barrett

Department of Mathematics
Brigham Young University
Provo, UT 84602

Charles R. Johnson

Lower Bounds for Partitioning Graphs

Let G be an undirected graph having n nodes
and E edges. We consider the problem of
partitioning the nodes into k nonoverlapping sets
Sl’ s Sk of given sizes lsil =m, i=1,

..., k, in such a way that the number of edges
connecting nodes in different sets is minimized.
Let Ec denote the number of such edges. Let a,,

1]
be the number of edges connecting nodes i and j
for i # j, and let a,, = -I a,.. Let A denote
ii 41 ij

the n X n matrix (aij). We obtain lower bounds
on Ec in terms of a few eigenvalues and eigen-
vectors of A. Let A < ... 5_Al = 0 denote the

n
eigenvalues of A in ascending order. Let us

sy Uy denote a corresponding set of ortho-

Institute for Physical Science and Technology
University of Maryland
College Fark, MD 20742

The Class MPW of Generalized Matrix Functions

Let Sn denote the set of all permu-
tations of {1,2,...,n}. Let G be a subgroup of
Sn and let y be an irreducible character of G. The
generalized matrix function, d, is defined on an
nxn matrix A = (aij) by

n
d(A) = I xlo) @ 34204y We say that d s
oeb 1=1
in class iPW if d(A) det(A"}) = d(A—1)det(A) for
A

every invertible matrix







Interchanges and Upsets in Round Robin
Tournaments

We investigate the class of tournaments T(R)
having monotone score vector R = (r1 s eees rn).
A graph whose vertices are the tournaments in
T(R) is defined, and some of its properties are
determined. TFor given n, upper and lower bounds
on the minimum number of upsets and on the maximum
number of upsets for tournaments in T(R) with R
strong are obtained, and the cases of equality are
characterized. Some special score vectors,
notably (1, 1, 2, ..., n-2, n-2), (55, ...,

-1 -2 -2
35—9 for n odd, and (93—-, cees 35— , %-, e,

%) for n even, are investigated. For the
first, we calculate the cardinality of T(R);
for the last two, we obtain a lower estimate for
the cardinality of T(R). The paper concludes
with some problems and conjectures for future
research.

Richard A. Brualdi

Department of Mathematics

University of Wisconsin
Madison, WI 53706, USA

Li Qiao

Department of Mathematics

China University of Science and Technology
People's Republic of China and

University of Wisconsin

Madison, WI 53706, USA -

Recursive Computation of Triangular
2-D Padé Approximants

Recently recursive computation of rectangular
Padé approximants in two variables has been
considered. The procedure proposed is exactly.
Rissanen's algorithm to solve block Hankel
matrices. Thus a system of nXn blocks, each
of size mxm-is solved in mon operations. For
triangular approximants one also has to solve
a large system of linear equations that has a
low displacement-rank feature. Thus it can be
solved with reduced complexity. Based on the
ideas used for rectangular approximants, a
recursive procedure is described to compute the
approximants in a fast way.

Adhemar BULTHEEL

Katholieke Universiteit Leuven
Department of Computer Science
Celestijnenlaan 200 A

B-3030 Heverlee

BELGIUM
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Eigenvector Methods for Efficient Representation
of Waveforms in an Emulation of Infrared Detection

Arrays of infrared sensors are being designed
to detect warm and possibly closely spaced objects
in a cold space enviromnment. One problem in the
design of a hard-wired emulator is the
representation of the variations in the peak-
shaped, 2D waveforms produced when a sensor scans
an object. Only a limited number of easily
calculated variations are permitted, and they
should significantly affect the algorithm for
resolving closely spaced objects. Which ones
should be chosen? A monlinear manifold of low
dimension offers the greatest efficiency in
approximating the full, infinite~dimensional
space of waveforms. The algorithmic effects,
weighted by physical likelihood, are incorporated
as prior (Bayes) information in a parametric,
maximum likelihood model of surface fitting,
leading to a Riemannian metric on the manifold.
The eigenvector-—eigenvalue (curvature) analysis of
the metric provides a simple, nearly optimal
method for selecting representative waveforms.

It is also used to stabilize and speed up the
surface fitting algorithm. The result of this
expository presentation is a general method

of cluster analysis and optimization wherein
linear algebra is the key to nonlinear analysis.

Richard H. Burkhart

Boeing Computer Services

Mathematics and Modelling Division of ETA
565 Andover Park West, MS 9C-01

Tukwila, WA 98188

A Matroid Abstraction of the Bott-
Duffin Constrained Inverse

Let (EI’E ,G) be a linking system with linking fun-—
ction Y a§ defined by Schrijver(Matroids and Linking
Systems, Math. Centre, Amsterdam 1978)or bimatroid.
I.e., there is a matroid on the disjoint union of E1
anElE2 Ehose bases are E, and (E,\X)uY for (X[Y)eG
c2%1x%2%2 G abstracts t5 matroi theory some proper-
ties of the non-singular minors of a matrix and Yy
abstracts the submatrix rank function. For i=1,2 let
M; be a matroid on E4 with rank function rj and bases
Bi. Suppose r1(E1)=r2(E2)=R and there are bases Bj

in M; such that (B1|B2)eG. We show (E2,E;,T) is a
linking system where (Y|X)eT iff there exist FicEg
s.t. FinX=Fon¥=0, F1uXeB1, FouYeBy and (F1|Fp)eG.

The linking function T(Y,X)zminlrj (FiuX)+y(F1C¢,F2¢)+

FISEL boe

rp(Fou¥)] -R for T and Schrijver's eg%ension of
Edmond's intersection theorem are used in the proof.

When Mj is coordinatized by cycle space C; and
G is coordinatized by matrix G (suitably generic)
and they satisfy the above conditions, the Bott-Duf-
fin inverse problem to find v for ig such that
VECZ“L and Gv-i,eC7 has a unique solution v=T ip, and
conversely. We show then that matrix T coordinatizes
linking system (E2,E1,T).

Applications to matroid, graph, and electrical
network theory are given.

Seth Chaiken

SUNY at Albany
Albany, New York 12222








































a dual pair of (separably) infinite
linear programs. Comparisons will be
given to the generalized Fenchel duality
theory.

K. 0. Kortanek

Department of Mathematics
Carnegie-Meilon University
Pittsburgh, PA 15213

Principal Pivet Transforms of
Nonlinear Functions

The class of at most 2" functions which are
combinatorially equivalent to a given function
through a pivotal transform on a principal sub-
funcrion is studied for the P-functions of Moré
and Rheinboldt, By means of closure under prin-
cipal pivet transforms such functions share com-
plementary solutions. Under certain circum—
stances these solutions are pigeonholed -- each
is located in its own orthant. Algorithmic
implications for complementarity problems are
significant,

Michael M. Kostreva
Mathematics Department
Research Laboratories
General Motors Corporation
Warren, MI 48090-9055
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On the matrix function A4X + XTAT

We study properties of the matrix functions

6Cx) = A% + X'a% and 700 = ax - 1747 defined on
real nxn matrices ¥. (Matrix 4 is a fixed real
mxn matrix.) The spectrum of & when m = n was
obtained by Taussky and Wielandt (Arch. Rat.
Mech. Anal. 9 (1962), 93-96), Here, we focus on
description of the kernels, Ker ¢ and Ker H as
well as explicit solution of the equations

X}y = C, H(X) = §. Extension to the maps

Tlxy = ax + ¥*4% | HGO) = 4X - ¥*4* defined for
corresponding complex matrices are considered.

An application in the calculation of eigenvectors
for a matrix M which is H-gelfadjoint (# = H,
det H # 0 and HM = M*H) is discussed.

P. Lancaster, Dept. of Mathematics and Statistics
University of Calgary, Calgary, Alberta,
Canada, T2N 1N4

P. Rozsa, Dept. of Electric Engineering, McMaster
University, Hamiltom, Ontario, Canada
L85 4K1

(alsa, Technical University of Budapest)

Application of a Homotopy Method to a
Problem of Scarf's

A system of equations associated with a
Walrasian market equilibrium price
vector is solved by application of a
homotopy method of H. Keller.

References:
(1) H.B. Keller, Global Homotopies and
Newton Methods, in Recent Advances

in Numerical Analysis (ed, by De-Boor)
Academic Press, New York {1978) 73-94

{2) H, Scarf and T. Hansen, The Computa-
tion of Economic Equilibria, Yale

University Press (1973)

Dr., Arnold Lapidug

Department of Accounting and Quantitative
Analysis

Fairleigh Dickinson University

1000 River Road

Teaneck, New Jersey 07666

Algebraic Representation of a Path Counting
Measure

Let S be a finite set, equipped with some
HU+
Let gy = 3§

binary relation < . ,» when IN+ =

{0.1,2,...}. The elements of {1y are called paths.
w £ ¢ 15 said to he admissible when w(i) < o{H1)
for all £ ¢€ ﬂV+. Let @ be the set of admissible

paths of Q. Let F be the o-field om Q,

generated by cylinder sets of the form

A={wf g i€ Ui, 4 =0,1,...,n}, where
VV,(:QS’ V”-E IN+-

Let 7 be the set of all additive set
functions on F. This is a linear vector space
over the set of real numbers.

Two families of linear operators, namely
{T:t’ o W+}, {EU’ V ¢ S}, and a linear function—

al 2* are defined on m. These in the following
sense can represent any ¥y & 7.

v({w € Q: w(t,) € Ul’ w(t +L,) £ Voronns

w(tl+t2+...+xn) € Uﬂ}) =

T

i "‘EU T
oo

Y
1 ii

where on the right-hand side we proceed from
left to right with the operationms.

« An important element of n, a path counting
measure is defined and the construction of
(Tx,EV,&*), the so-called algebraic representation

is given for it.

Gabor Laszlo

University of Calgary

Mathematics Department

2500 University Drive, NW, Calgary
Alberta, Canada T2N 1N4
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Memory Access Patterns in Vector Machines with
Applications to Problems in Linear Algebra

The performance of a vector algorithm en a
vector machine is freguently determined not so
much by the speed of the vector processor but
rather by the rate at which vector operands can
be accessed from memory. Almost all existing
vector machines are limited to performing
operations on vectors which can be constructed
from logically contiguous storage locations.

Qur analysis predicts that the addition of the
capability to access the memory of a vector
machine in a variety of simple patterns will
dramatically decrease the time required to solve
many important linear algebra problems. These
predictions, however, do not take into account
the problems of memory module conflicts in an
interleaved memory. A simulator which steps
through a sequence of vector instructions
resolving memory conflicts nevertheless indicates
that improvement in execution time of linear
algebra problems would be significant if multiple
access patterns were possible.

Michael R. Leuze
Department of Computer Science
Duke tUniversity
Durham, NC 27706

Determinants of Nonpriacipal
Submatrices of Normal Matrices

Let A be an n X n normal matrix, and let
lgm< n. Let o, B € Qm,n» the set of increas-
ing integer sequences of length m chosen from
1,2,...,n. Suppose & and B have exactly k
common entries, denoted by la n Bl = k, and
suppose k = m-1. Marcus and Filippenko obtained
an upper bound for |det A[a|B]|, which depends
on k and the meduli of the eigenvalues of A.
Their proof depends on the quadratic Pliicker re-
lations and combinatorial arpuments. We use a
different approach to improve their bound.
and Moore defined py(A) = ﬁ%ﬁl det(U*aD) [2iB1],

n

where Up is the group of all n X n unitary
matrices. They conjectured that if A is semi-
definite hermitian then Pp(A) =DP1(A) = ... =pp(A).

We prove this conjecture.

Professor Raphael Loewy
Department of Mathematics
Texas ASM University

College Station, Texas

77843

Marcus
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On the Minres Method of Factor Analysis

A basic preblem in factor analysis is the
resolution of n observed variables {(z) in terms

of a smaller number m of common factors (f).

The following linear model is assumed:
z = Af + Du ,

where A is an n x m matrix consisting of
unknown parameters called common-factor loadings,
and Du represent the error. Once A has been

found, the fundamental theorem of factor analysis

states that the matrix R of reproduced

correlations is given by

R = AAT

under the assumption of uncorrelated factots.
The strategy is therefore to determine A so
-

that the reproduced correlation matrix R is a
best fit to the observed correlation matrix R® .
Harman and others proposed to solve this
problem through the minimization of the
objective function

n n m
f{A) = & z (r° - % a, a )
i=1 k=1 jk p=1 IP kp

k#j

2

subject to the constraints

m
L
p=1

2
ajp <1 for 3 =1, 2, ..., 0.
They developed a block Gauss—~Seidel technique
called the minres method. Their numerical
experiments indicated that this method is
superior to several other procedures in terms
of work., In this talk, we shall show how the
minres method can be efficieatly and reliably
implemented on the computer using some well-
known linear algebraic techniques. We shall
also prove that, under certain assumptions,
the minres method always converges to a
minimum of the objective function.

Franklin T. Luk

Computer Science Department
Cornell University
Ithaca, New York 14853





































aof the matrix P. It turns out that this Tower
bound depends on the determinant of the matrix
B, the order and the trace of the matrix A.

Minh Thanh Tran

NCR Corporation

3718 N. Rock Road
Wichita, Kansas 67226

Kourgsh Rahnamai

Department of Electrical Engineering
Wichita State University

Wichita, Kansas 67208

Mahmoud E1-Sayed Sawan

Department of Electrical Engineering
Wichita State University

Wichita, Kansas 67208

Interval Arithmetic and Hansen's
Problem 3 Revisited

This paper reconsiders the interval
arithmetic matrix computations of Hansen's
Problem 3 (Eldon Hansen, "Interval Arith-
metic in Matrix Computations, Part I";
STAM Jrnl. Numer. Anal., Ser B, vol. 2
2, 1965, pp. 308-320.) using the M77
Fortran Interval Arithmetic compiler re-
cently released by the University of Min-
nesota, Problem 3 involves the approxi-
mate inversion of a matrix with bounds on
round off error.

The modified M77 Fortran compiler is
perhaps the most efficient software imple—
mentation of interval arithmetic that is
available for large mainframe computers.
Interval arithmetic performed using M77's
X0OTHER wvariables has been found to be only
4 to 7 times slower than non-interval ar-
ithmetic versions of the same calculations.

»

Marietta J, Tretter

Dept. Bus. Anal. & Research
Texas A&M University
College Statiom, TX 77843

G. W, Walster
Lockheed Corporation
1111 Lockheed
Sunnyvale, CA 94086

A Different Approach to the Field of Values

The field of values W(A) of a matrix 4 s
of great theoretical and practical import
ance. We propose to study W(A) via the po~
tarpdecomposition of 4 : A=VP with VVH=I,
P=P"20 and their fields of values W(V) and
¥W(P). Since ¥ and P are both normal, W(V)
and W(P)} can easily be determined as the
convex hulls of thelr respective eigen— |
values. The main ideas for this investiga«
tion stem from the 2x2 case where W(4A) end

the polar factors P and V of A can be com=
puted explicitiys In the easiest case, if
tr A=0, then the midpoint of W(P)LR gives
the length of the major halfaxis of W(4)
while the length of W(P) gives the length
of its minor axis., W(V} is a chord of the
unit eirele in direction of the majoraxs
of the ellipse W(A), For n»2, no explicit
deseriptions of W(A) or P and ¥V are known,
For AeC we test the conjectures that the
locatiol"and size of W(P)&R determine the
minimal and maximal diameters of W(A) and
that the 'direction' of W(V) determines
that of the largest-.diameter of W(A) in
geveral examples,

Frank Ublig

Institut fiir Geometrie und Praktische
Mathematik

RWTH Aachen

Templergraben 55

51 Aachen

W. Germany

The Ellipseid Algorithm for Linear
Inequalities in Exact Arithmetic

We present a modification of the ellipsoid
algorithm, capable of finding an exact feasible
golution to Ax = b, x 2 0, in polynomial time.

A1l the necessary rational arithmetic is performed
exactly. The bulk of the computations consisis of
a gequence of linear leasi squares problems, each
4 rank one modifiecation of the preceding one. We
use the Continued Fractions Jump to compute some of
the coordinates of a feasible point. For prbblems
with N varisbles, the number of rank one updates on
the solution of a linear system, needed to find a
feasible point, if any exists, is as follows:

1} In exact arithmetic, O(N3log d), where d is the
largest integer entry, 1n absolute value, in
A and b..

2} In approximate arithmetic, O(N<log(Nu)), where
u is the reduction In the uncertainty, in each
variable, of a feasible point.

Both approaches degenerate, for N = 1, into a
standard dichotomous search on a line segment. As

an extra bonus, the rank one updates to be perfor-
ined are fill-less, in the sense that they do not
alter the sparsity of the linear systems to be solved.

Silvio Ursic
6 University Houses
Madison, WI 53705







the framework to eliminate the EBuclidean
motions, computing a bracket expression
by a method due to Rosenberg, and then
factoring out part of the expression re-
lated to the tie down. A major portion of
this paper is devoted to proving that the
resulting pure condition is independent
of the tie-down chosen.

Neil I, White

Department of Mathematics
University of Florida
Gainesville, Tlorida 32611

Walter Whiteley

Pepartment of Mathematics
Champlain -Regional College
St. Lambert, Que., Canada

Detecting ilechanisms with Linear Algebra

When is a framework, with bars and universal
joints, a mechanism (with a non—trivial finite
motion) and when is it rigid? For many inter-—
esting examples this is an unsolved problem.
The traditional first step has been the study
of infinitesimal motions {the velocities which
might extend to a finite motion) using the
linear algebra of the rigidity matrix., While
recent extensions of these motions (e.g. the
nth order motions of Connelly) use non-linear
algebra, we refine the infinitesimal motions,
by iterated steps of linear algebra, to select
out n—step motions. The method follows a
naive vision of a finite motion as an infinite
sequence of infinitesimal motions, made precise
in terms ‘of algebraic geometry. We construct
a sequence of matrices, for a given graph,
starting with the rigidity matrix and adding
new rows at each stage., When the rank of the
matrix becomes constant for a realization,
then this rank determines the rigidity of the
framework or the presence of a mechanism. We
illustrate with some new classes of mechanisms
and rigid frameworks with simple graphs in

the plane and in space.

Walter Whiteley

Department of Mathematics
Champlain Regional College
900 Riverside Drive

St. Lambert, Quebec
Canada, J4P 3P2

40

Distance Matrices and Graph Realizations

Distance matrices are (traditionally)
square matrices with real non-negative
entries d,., such that for 211 i,j,k:

= 1]
dii 0 and dij dik+dkj'

They can be realized by graphs. Bounds
for the number of non-tree-realizable
principlie submatrices of a non-tree-
realizable distance matrrix will he
discussed. Non-sduare distance
matricgs will Dbe also introduced.

Christina M. Zamfirescu

Department of Computer Science
Hunter College and Graduate Center
City University of New York

695 Park Ave.
New York, N.Y.

10021

On the Matrix Congruence

QP+1512 (mod p)

This is an exposition of a result of the
Scottish geometer, W. L. Edge. (Canadian
Journal of Mathematics, 8(1955), 37i-2.)

Let 0 be of the form(;: Z), a,beGT(p). Let j2

satisfy: j>F120, either (mod p) or (mod p), to
be specified, p a rational prime. Define the
complex units: =zSatbj, z#Za-bj such that
zz%21, We prove the following theorem:

(a)
Ihere exists q€Z+ guch that QFEIZ iff zlzgwi=y

(mod q). (B) ©YNow, specify p: p=3 (mod 4). In

this case, j, z, z* not in GF(p) but in
GF(pZ), a "quadratic extension" of GF(p). Then,

2P=z% and so quIEzz*Ezp+l, all modulo p.
Conclusion: Combining (&) and (B), any 0 defined

with coefficients in a field of order p, where
PE3 (mod 4) satisfies gp+1512 (mod p).

Next, we determine two j's explicitly in terms
of primitive roots over the fields GF(7) and
GF(11), respectively and eliminate in either
case between the complex forms z and z¥® to
obtain explicitly the entries of the matrices
satisfying:

."2 8

2
Barry Zaslove
529 Lake Hall (Mathematics)

Northeastern University
Boston, MA 02115

=2

~2

3 _5 12
EIZ (mod 7), ( ) EIZ {mod 11).
5 3
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