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Message from the FSDM Workshop Chairs

Knowledge discovery and data mining (KDD) is a multidisciplinary effort to extract nuggets
of information from data. Massive data sets have become common in many applications and
pose novel challenges for KDD. Along with changes in size, the context of these data runs
from the loose structure of text and images to designs of microarray experiments. Research
in computer science, engineering, and statistics confront similar issues in feature selection,
and we see a pressing need for and benefits in the interdisciplinary exchange and discussion
of ideas. We anticipate that our collaborations will shed light on research directions and
provide the stimulus for creative breakthroughs.

Huge data sets have grown increasingly large in terms of number of dimensions and number
of instances. The models derived from these data sets are mostly empirical in nature. Re-
ducing number of dimensions by selecting variables and features has proven to be efficient
and effective in dealing with high-dimensional data. Variable and feature selection is one of
those areas in data mining both computer scientists and statisticians have strong interest
in and have done extensive research work on. Thus, it is beneficial to computer scientists
and statisticians that a bridge of communication be established and maintained among re-
searchers for the purpose of learning from one another in addressing challenges from massive
data using variable and feature selection.

This workshop brings together researchers from different disciplines and encourages collab-
orative research in feature selection. Feature selection is an essential step in successful data
mining applications. Feature selection has practical significance in many areas such as sta-
tistics, pattern recognition, machine learning, and data mining. The objectives of feature
selection include: building simpler and more comprehensible models, improving data mining
performance, and helping to prepare, clean, and understand data.

This collection contains a wide range of research work in feature selection. The research con-
siders approaches that reduce the task by eliminating redundant features before optimizing
the fit of a model (filter methods and dimension reduction through principal components)
as well as the success of optimization strategies (such as genetic algorithms) that accommo-
date a large number of features and multimodal objective functions. Important application
domains include text clustering, analysis of genetic sequences and biomarkers, and the de-
tection of cyber attacks and other types of anomalies.

It has been an enjoyable process for us to work together in achieving the aims of this work-
shop. We would like to convey our immense gratitude to our PC members and authors who
have contributed tremendously to make this workshop a success.

Huan Liu, Robert Stine, and Leonardo Auslender

April 22, 2006, Bethesda, Maryland
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Knowledge, Data, and Search in Computational Discovery

Pat Langley

Institute for the Study of Learning and Expertise
Stanford University

Early research on machine learning, which had strong links to symbolic artificial intelligence, stud-
ied interactions among three factors: knowledge, data, and search. Over the past decade, machine
learning and statistics have joined forces to develop powerful techniques that combine data and
search but that disregard the role of knowledge. In this talk, I argue that computational learning
and discovery systems would benefit from a return to explicit, symbolic representations of knowl-
edge in both their inputs and their outputs. I illustrate this approach with some recent results
on the construction and revision of scientific models that are cast as sets of explanatory processes.
In closing, I outline some open research problems in machine learning and discovery that revolve
around the reintegration of knowledge with data and search.

This talk describes joint work with Nima Asgharbeygi, Will Bridewell, Andrew Pohorille, Oren
Shiran, Jeff Shrager, and Ljupco Todorovski.
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Attribute Selection Methods for Filtered

Attribute Subspace based Bagging with Injected
Randomness (FASBIR)

I. M. Whittley1, A. J. Bagnall1, L. Bull2, M. Pettipher3, M. Studley2 and F.
Tekiner3

1 School of Computing Sciences, University of East Anglia, Norwich, England
2 School of Computer Science, University of West of England, England
3 Department of Computer Science, University of Manchester, England

Abstract. Filtered Attribute Subspace based Bagging with Injected
Randomness (FASBIR) is a recently proposed algorithm for ensembles
of k-nn classifiers [28]. FASBIR works by first performing a global filter-
ing of attributes using information gain, then randomising the bagged
ensemble with random subsets of the remaining attributes and random
distance metrics. In this paper we propose two refinements of FASBIR
and evaluate them on several very large data sets.

keywords: ensemble; nearest neighbour classifier

1 Introduction

As part of an EPSRC project developing data mining tools for super comput-
ers, we are examining the best ways of employing emsembles of classifiers for
data sets with a large number of attributes and many cases. Filtered Attribute

Subspace based Bagging with Injected Randomness (FASBIR) is one of several re-
cently proposed algorithms for ensembles of k-nn classifiers [28]. FASBIR works
by first performing a global filtering of attributes using information gain, then
constructing a bagged ensemble with random subsets of the remaining attributes
and diversified distance measures.

The main contributions of this paper are, firstly, to collate and format a set
of large attribute many case data sets used in related research and, secondly,
to propose refinements for FASBIR that make it more suitable for use with
these large datasets. Other algorithms proposed for ensembles of k-nn classifiers
include Multiple Feature Subsets (MFS) [5] and Locally Adaptive Metric Nearest
Neighbour (ADAMENN) [10]. We believe that FASBIR is the most promising
approach for high dimensional data with a large number of observations. MFS
will perform poorly with a large number of attributes. ADAMENN requires
several scans of the data to classify a new case and hence is not appropriate for
data set with many records. FASBIR reduces the dimensionality with a simple
filter and is fast to classify new cases. However, three features of FASBIR (as
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described in [28]) can be improved upon for dealing with large data. Firstly, the
filter is performed on the whole data prior to ensembling. For large training sets,
this can prohibitively expensive, particularly if there is little overlap in data cases
between the ensembles. Secondly, FASBIR has a large number of parameters and
traditional wrapper approaches for setting these values are not feasible for large
data. Thirdly, FASBIR combines the output of the classifiers using a simple
voting scheme. In this paper, for consistency with [28] we assume there is a
large overlap in the data samples between classifiers, hence there is little to gain
from localised filtering. Instead, we propose randomising parameters across the
ensemble and using a probability based voting scheme.

The remainder of this paper is structured as follows. In Section 2 we briefly
review related work. In Section 3 we describe the refinements introduced to im-
prove FASBIR. In Section 4 we describe the data sets used in the experimentation
reported in Section 5 and discuss our next objectives in the conclusions 6.

2 Background

Nearest neighbour (NN) classifiers, first proposed in 1951 by Fix and Hodge [16],
are very simple forms of non-parametric, lazy classifiers that have remained a
popular exploratory data analysis technique. A NN classifier consists of a training
data set and a distance metric. New cases are assigned the class of the closest
case in the training set. A common extension is k nearest neighbour (k-NN) [1],
which involves finding the k nearest cases then assigning the most common
class of these cases to the new case. NN search forms a core activity in many
fields, such as time series data mining [24], pattern recognition [3] and spacial
and multimedia databases [26]. A collection of the important papers on k-NN
classifiers was published in 1990 [13].

The most commonly recognised problems with k-nn classifiers are that, firstly,
they are sensitive to redundant features and secondly, classifying new cases is
relatively time consuming for large data sets [2].

A recently popular research theme which partially addresses these problems
is methods for combining several k-NN classifiers through ensembles. Ensemble
techniques amalgamate the predictions of several classifiers through a voting
scheme to form a single estimated class membership for each test case. Ensemble
techniques can be categorised as two types: Sequential methods which iteratively
build classifiers on the same data set with different weight functions (examples
include ADABOOST [17], ARC-x4 [8], ECOC [25] and LogitBoost [18]); and
parallel methods that construct classifiers concurrently on possibly different data
sets, such as Bagging [7], Random Forest [9] and Randomization [14].

In the paper first introducing the Bagging technique [7] it is shown that
bootstrapping k-NN classifiers does not result in better accuracy than that ob-
tained with the whole model. If the ensemble samples are found by exhaustively
sampling without replacement, and each ensemble still finds the closest k in the
subset, then it is trivial to recreate the whole data k-NN from the ensemble.
However, it is also well known that k-NN is sensitive to variation in the at-
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tribute set. Since the objective of designing ensembles is to increase diversity
while maintaining accuracy, these factors have meant that the major focus of
research into ensembles of k-NN classifiers has been on methods to select subsets
of attributes. For example, Bay [5] evaluates the effect using a random subset
of attributes, called Multiple Feature Subsets (MFS), for each Nearest Neigh-
bour member of the ensemble. MFS is evaluated when used with sampling with
replacement and sampling without replacement on 25 small datasets from the
UCI Repository of Machine Learning Databases [6]. MFS was compared to NN,
k-NN and greedy feature selection algorithms (forward selection and backward
elimination) described in [2]. MFS combines the votes of the individual classi-
fiers. The method described in [23] also involves random attribute splits, but
differs from MFS in that it combines the nearest neighbours of each ensemble
rather than the votes. Random subspaces have also been used in [19]. Zhou’s
FASBIR [28] first measures the information gain of each attribute, then removes
all the attributes with information gain less than some threshold. Bootstrapping
samples are formed from the resulting dataset, and each classifier is assigned a
random subset of attributes and a randomized distance metric (injected random-
ness). The algorithm is evaluated on 20 small data sets from the UCI repository.
Domeniconi and Yann describe the Locally Adaptive Metric Nearest Neighbour
(ADAMENN) classifier in [10] and how it could be used for ensembles in [15].
ADAMENN produces a probability distribution over the attribute space based
on the Chi-squared statistic. It produces this distribution for each new case in
the test data. For every classifier in the ensemble the attribute distribution is
sampled (both with and without replacement) to form a subset of fixed size. The
ADAMENN ensemble is evaluated on five small data sets from [6].

Filtering has been shown recently to be as effective as more complex wrapper
methods on a range problems with a large number of attributes [21]. Since there
are obvious speed benefits for filters over wrappers we believe that FASBIR is
the most promising k-nn ensemble approach for the data with a large number
of attributes and many cases.

3 FASBIR

The FASBIR [28] algorithm is summarised in Figure 3. A Minkowsky distance
metric for ordinal attributes and the Value Difference Metric for nominal at-
tributes is used. The set of distance functions for FASBIR is a set of possible
values for the power p of the Minkowsky/VDM measure, which in [28] is re-
stricted to the set C = {1, 2, 3}. The other parameters are listed in Table 1.

In this paper we test two refinements of FASBIR. The first is an improvement
to the prediction mechanism. The algorithm as described in [28] uses simple
majority voting. Each member of the ensemble predicts the class and these
votes are collected to determine the predicted class. Our basic refinement is to
make each classifier produce a probability estimate for class membership. These
probabilities are then combined. This allows the ensemble to retain more of the
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Algorithm 1 The FASBIR Algorithm

Given training data set D with n cases and m attributes, train

1. Filter the attributes
(a) Measure IG on each attribute. Let a be the average information gain over the

f attributes.
(b) Discard any attribute with IG less than f · a, giving m′ attributes.

2. For each of the t classifiers in the ensemble
(a) sample with replacement n′ = r · n data
(b) sample without replacement s ∗ m′ of the filtered attributes
(c) select a random distance measure from a set of candidates C

For each new case to classify test

1. For each of the t classifiers in the ensemble
(a) Find the k nearest neighbours with selected distance metric
(b) Return the majority class of the neighbours

2. Classify case as the majority class of all the ensemble votes

Table 1. FASBIR Parameters

Parameter Meaning Setting in [28]

f proportion of attributes to filter 0.3
s proportion of attributes to randomly select 0.25
r proportion of data to sample 1
t number of classifiers 20,40,60,80,100
k number of neighbours 1,3,5,7,9

discriminatory power in the constituent classifiers. The second refinement is a
generalisation of the parameter space. The parameter values for f and s are
fairly arbitrary. For problems with redundant attributes, fixed cut off values
may be sufficient to capture the important attributes. However, if there is multi-
collinearity and deceptive/partially useful attributes, the filter may retain or
remove fields of use. One of the driving forces in this algorithm’s design is the
need to diversify the classifiers. Hence, rather than have a fixed cut off value f

and s, we randomised the filter value for each classifier in the ensemble. These
refinements are assessed in Section 5.

4 Data Sets

We have collected 18 data sets, 9 from attribute and model selection compe-
titions ( [22, 11, 20, 12]), 2 standard sets from the UCI repository, 2 simulated
sets and 5 new problems provided by contributors to our EPSRC project [27].
Summary information on the datasets is given in Table 2. Further information
on all the data is available from [4]. We have included the very small Glass prob-
lem to provide validation that our results are comparable to those obtained in

13



the FASBIR paper. All continuous attributes are normalised using a standard
normal transformation.

Table 2. Data Set Summary

Source Name Size(KB) CASES Atts Data Ordinal Nominal Classes

NIPS2003 Madelon 5,085 2600 500 1300000 500 0 2
PASCAL2004 Catalysis 2,660 1173 617 723741 617 0 2
WCCI2006 Hiva 12,155 3845 1617 6217365 1617 0 2
WCCI2006 Gina 7,554 3153 970 3058410 970 0 2
WCCI2006 Sylva 6,531 13086 216 2826576 216 0 2
WCCI2006 Ada 432 4147 48 199056 48 0 2
IJCNN2006 Temp 8,159 7177 106 760762 106 0 2
IJCNN2006 Rain 8,159 7031 106 745286 106 0 2
IJCNN2006 SO2 4,532 15304 27 413208 27 0 2
UCL Adult 3,882 32561 14 455854 8 6 2
UCL Glass 12 214 9 1926 9 0 7
Commercial ProductW 71,873 715028 43 30746204 4 39 6
Commercial ProductX 60,968 590943 44 26001492 4 40 6
Commercial ProductY 34,283 339312 43 14590416 4 39 6
Commercial ProductZ 23,304 224693 44 9886492 4 40 6
Hunt Obesity 2,240 12429 89 1106181 49 40 4
Simulated SGR 18,348 100000 100 10000000 100 0 2
Simulated SGC 18,348 100000 100 10000000 100 0 2

5 Results

These experiments test the effectiveness of FASBIR with and without refine-
ments on the 18 data sets described in Section 4. We compare FASBIR to a
simple naive Bayes classifier and linear discriminant analysis, both of which use
all the features, and to MFS. FASBIR Vote, is the algorithm proposed in [28].
FASBIR Prob uses probability distribution voting. FASBIR Random uses prob-
ability voting and has randomised parameters.

Table 3 gives the testing accuracy with a 10-fold cross validation on the 18
data sets. The experiments reported in Table 3 were performed with k = 7.
Further testing not reported showed that a very similar pattern of results was
produced with k values from 1 to 9. Looking at the balanced error rate rather
than the accuracy also led to similar conclusions, so these statistics are omitted
for brevity.

The first observation we can make from these results is that, with the excep-
tion of the two simulated data sets, FASBIR Random is always more accurate
than both Naive Bayes (NB) and Discriminant Analysis (DA). The other FAS-
BIR versions are generally more accurate than NB and DA. This is simply a
demonstration the value of feature selection in high dimensional feature spaces,
and serves as a basic sanity check.
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Table 3. Test accuracy averaged over 10 folds. The highest figure is in bold

Naive Bayes DA MFS FAS Vote FASBIR Prob FASBIR Random

Madelon 59.15% 54.88% 59.38% 58.69% 57.88% 59.81%

Catalysis 67.26% 60.02% 69.39% 70.84% 69.56% 69.64%
Hiva 43.38% 96.70% 96.67% 96.67% 96.70%

Gina 75.33% 82.24% 83.45% 94.45% 94.83% 94.61%
Sylva 95.77% 98.67% 97.91% 99.30% 99.34% 99.29%
Ada 51.31% 84.35% 83.53% 84.50% 84.57% 84.71%

Temp 89.94% 92.82% 92.60% 93.26% 93.34% 93.23%
Rain 75.81% 78.27% 79.21% 79.12% 79.05% 79.04%
SO2 80.83% 87.11% 87.15% 87.49% 87.44% 87.50%

Adult 83.35% 81.00% 83.78% 84.60% 85.35% 85.06%
Glass 15.37% 45.26% 71.08% 72.08% 73.44% 74.85%

ProductW 41.57% 23.61% 43.25% 42.48% 44.71% 44.59%
ProductX 45.67% 27.25% 45.96% 48.16% 49.99% 49.27%
ProductY 51.85% 22.31% 55.13% 55.70% 55.63% 55.70%

ProductZ 48.82% 29.14% 51.34% 52.08% 52.49% 52.51%

Obesity 44.36% 54.40% 54.67% 54.59% 54.93% 54.45%
SGR 64.99% 98.21% 67.95% 70.92% 71.02% 71.19%
SGC 86.73% 86.69% 85.91% 86.16% 86.35% 86.29%

The second observation we can make from these results is that filtering pro-
vides a benefit for ensembles of k-nn. Each FASBIR implementation has greater
accuracy than MFS on 15 of the 18 data sets. If we view the data as a paired
sample, we can reject the hypothesis that the difference in accuracy is zero using
a sign test, a Wilcoxon sign rank test and a t-test, even after removing the outlier
Gina. With Rand Fasbir and MFS, there is a significant difference between the
classifiers on 12 out of the 18 data, as measured by McNemar’s test. There is
no significant difference on the other 6 data sets. These results corroborate the
findings of [28].

Thirdly, we observe that there is a definite advantage in combining the prob-
ability estimates of the individual classifiers in the ensemble rather than combin-
ing votes. If we compare majority voting FASBIR and FASBIR with probability
voting (columns 5 and 6 in Table 3), we see that probability voting is better on
12 out of the 18 data sets. This difference is also observable if we look at the
difference between MFS with and without voting and FASBIR random with and
without voting. For all three pairs, there is a significant difference between the
classifiers on 6 out of the 18 data, and no significant difference on the remaining
sets. This indicates there is no penalty for using the probabilities, and on many
occasions a significant improvement can be achieved.

Fourthly, randomising the filter and selection parameters has no significant
any effect on accuracy. Randomisation significantly improves performance on
Madelon and SGC, and this results demonstrates the potential benefit of avoiding
a fixed filter value. Both Madelon and SGC have correlated attributes. This
multicollinearity is exactly the type of situation where an arbitrary filter may
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remove relevant attributes. The benefits are small and our experiments do not
conclusively support the use of randomised parameters across the ensemble.
However, because of the benefits of reducing the parameter space and increased
robustness, we believe it is a sensible approach.

6 Conclusions and Future Directions

Very large, many attribute data sets offer a unique type of challenge that is being
faced by data mining practitioners with increasing frequency. Many approaches
to attribute selection are simply not feasible with such massive data. Attribute
filters are a simple and effective method that have been effective with this kind
of data. In this paper we have collated several disparate sources of very large,
many attribute data sets, including five never used before. We have proposed
some minor modifications of a recently published filtering algorithm using in
conjunction with k-nn, and demonstrated that filtering improves performance
on the majority of these large data.

The next stage of this work will be to collect more data, to experiment with
alternative distance metrics and evaluate alternative greedy randomised atribute
selection algorithms.
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Abstract 
Dimensionality reduction algorithms are extremely useful in various disciplines, especially related 
to data processing in high dimensional spaces. However, most algorithms proposed in the literature 
assume total knowledge of data usually residing in a centralized location. While this still suffices 
for several applications, there is an increasing need for management of vast data collections in a 
distributed way, since the assembly of data centrally is often infeasible. Towards this end, in this 
paper, a novel distributed dimensionality reduction (DDR) algorithm is proposed. The algorithm is 
compared with other effective centralized dimensionality reduction techniques and approximates 
the quality of FastMap, considered as one of the most effective algorithms, while its central 
execution outperforms FastMap. We prove our claims through experiments on a high dimensional 
synthetic dataset. 

Keywords: Distributed dimensionality reduction, clustering, distributed knowledge discovery 
 
1. Introduction 
Dimensionality reduction algorithms are extremely useful in various disciplines, especially related 
to data processing in high dimensional spaces. The latter becomes a difficult task as dimensions 
increase, because of the two distinct problems: the “empty space phenomenon” and “the curse of 
dimensionality” [1],[2]. The first denotes the fact that in high dimensional spaces data is sparsely 
situated, appearing at equal distance from one another. The “curse of dimensionality” on the other 
hand refers to the fact that in the absence of simplifying assumptions, the sample needed to estimate 
a function of several variables to a given degree of accuracy grows exponentially with the number 
of variables. A thorough investigation considering both aforementioned facts from the perspective 
of the nearest neighbor retrieval can be found in [20],[19]. 
  
Besides high dimensionality, another problem encountered in the area of data processing is the 
large amount of data. Data is not always situated on a single machine, but is usually scattered in a 
network. The latter is more obvious nowadays with the emergence of several novel applications 
such as peer-to-peer, sensor networks, data streams, etc. The ability to collect, store, process and 
subsequently index huge amounts of data has necessitated the development of algorithms that can 
extract useful information from distributed data corpuses. The scientific field of distributed 
knowledge discovery (DKD) addresses this issue. Distributed knowledge discovery is divided into 
two distinct categories. Homogeneous, where resources queried are arbitrarily distributed among 
nodes although described by the same features and heterogeneous, where all participants share the 
same knowledge but described by different features. Another possible categorization is acquired 
when information is considered as a huge resources x features matrix. If the rows or the matrix are 
shared among peers then the distribution is called horizontal (which is analogous to homogeneous) 
while the division of columns denotes a case of vertical distribution (equal to heterogeneous).    
 
This paper proposes a novel effective dimensionality reduction algorithm that enables the 
compression of data processed, while retaining information for subsequent clustering or 
classification purposes. The algorithm proposed however exhibits the ability of distributed 
execution tackling the issue of distributed dimensionality reduction (DDR) from the perspective of 
a distributed, homogeneous knowledge discovery problem. Despite the distributed nature of the 
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approach, the reduction and indexing performance produced approximates the one exhibited by a 
well-known centralized algorithm, namely FastMap ([17]). 
 
The paper is organized as follows: in Section 2 we review the related work regarding 
dimensionality reduction techniques. In Section 3, we identify the requirements for a distributed 
dimensionality reduction algorithm, while in Section 4, we present the novel algorithm. In Section 
5, the experimental results are presented, and finally in Section 6, we conclude the paper. 
 
2. Related Work 
Each dimensionality reduction algorithm must fulfill some requirements in order to be considered 
effective and efficient. Briefly stated, the prerequisites are: a) the discovery of the intrinsic 
dimensionality of the dataset, b) the preservation of correlation dimensions between data, while 
projecting to a lower dimensionality space, and c) the least possible loss of information. 
 
One of the initial methods proposed is the multidimensional scaling technique (MDS) often referred 
today as classic MDS (http://www.statsoft.com, http://www.diap.polimi.it). MDS is an explorative 
technique of data analysis that provides a depiction of the processed dataset in a lower 
dimensionality space with the usage of correlation information. In general, MDS can be considered 
as a methodology for dimensionality reduction proposing the use of numerical analysis 
transformations on data until a certain criterion is maximized or minimized. 
 
The best dimensionality reduction approach is Principal Components Analysis [1], [2].  PCA 
achieves high stress minimization and high level of mutual information preservation. The algorithm 
applies singular value decomposition on the correlation matrix and retains only the k greatest 
singular values and vectors. In general, all singular value decomposition based methods exhibit 
high quality of results. Latent Semantic Indexing (LSI - [18]) is a special case, because the process 
utilized for the projection also manages to capture and bring forward semantic information 
contained in data. If the Stress criterion of MDS is replaced by the level of mutual information 
preservation the method in question is Independent Component Analysis [1],[2]. In the case of 
PCA, the use of the negative entropy function, as defined by Shannon, produces the Projection 
Pursuit method [2]. 
 
One of the fastest methods available in this area is FastMap [17]. FastMap maps data from 
dimension n to n-1 by projection on a hyperplane perpendicular to the line defined by the two most 
distant points in the processed space. Recursive application of this procedure achieves the 
projection of N point from space Rn to subspace Rk in O(Nk) time while retaining distances among 
data. The Discrete Fourier Transform ([4] - DFT), is another method for fast projection and 
compression of data, which perceives each point as a series of randomly selected instances of a 
continuous signal and transforms it to a sum of basic signals. Afterwards, basic signals that do not 
add up to the final reconstruction are rejected; consequently, the corresponding coordinates are 
absconded thus resulting in the compression and reduction of data. PAA (Piecewise Aggregate 
Approximation) [4] is a close relative of DFT that projects each point independently from the rest. 
After fixing a window size f, all sets of f coordinates are replaced by their mean value. The main 
drawback of this fast approach (O(n)) is its dependence on the size of the initial window. If the 
latter is big, then sharp changes in data will be lost, as all will be smoothed to their mean value. 
 
All previously presented algorithms except from MDS, are classified as linear, because they try to 
project data in a globally linear space of lower dimensionality. On the contrary, non-linear methods 
try to preserve linearity in the locality of each point. By adding up the local linear fractals of 
projection space one can achieve the formation of a non-linear projection space satisfying our 
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requirements. Prominent methods employed for non-linear dimensionality reduction are the spring 
models [8], self organizing (Kohonen) maps [5], neural networks [1][2] and non-linear PCA [2]. 
The general idea of non-linear projection has recently steered much research in the field of 
dimensionality reduction. Isomap [8], C-Isomap [12] and Local Linear Embedding [11],[10] are 
relatively new methods for non-linear reduction. The most novel approach presented in 
bibliography is Landmark MDS or shortly LMDS [3]. The major goal of LMDS is the provision of 
a dimensionality reduction approach adequate for large datasets that cannot be loaded on main 
memory. The cost of this approach is Ο(2kbN + k2N + b3) (N being the cardinality of the projected 
set, b the number of landmark  points and k the dimensionality of the projecting space)  assuming 
that no heuristic is used. If a heuristic is employed for the selection of the initial points then a 
O(bN) factor is added to the aforementioned cost.  
 
3. Requirements of a DDR Algorithm and Applicability of Centralized Algorithms 
The aim of this section is the identification of some initial requirements that a dimensionality 
reduction method must fulfill, in order to be used in distributed environments, along with an 
evaluation of the applicability of the previously described centralized algorithms in this context. 
Before dwelling in further analysis, some assumptions are stated. It is assumed that all resources 
can be described as points in a high dimensional space, i.e. Rn, while the latter is common to all 
participating nodes that form a network. Moreover no node can have global knowledge of the 
data/corpus being processed, but only a small fraction. Both assumptions anagoge the problem to a 
horizontally distributed knowledge discovery problem. 
 
Given a dimensionality reduction algorithm and a dataset of N resources, distributed arbitrarily 
among the nodes of a network, the following requirements must hold for the distributed execution 
of an algorithm: (1) Each point should be projected to the new subspace independently from the rest 
of the dataset.. (2) Distances between points should be preserved while projecting to a new 
subspace. The latter must hold true both locally and globally. Given two points A, B, their distance 
(d) in the high dimension space, and their distance (d’) in the projection space, the algorithm must 
guarantee that these values will be preserved even when the points belong to different network 
nodes. (3) The algorithm should be fast to compute, and linear to the total number of points 
projected. 
 
The vast majority of dimensionality reduction techniques attempt to map points in a low 
dimensional space by exploiting the correlations among them. This is not tolerable in our case, 
because no node can acquire full knowledge of the data shared by the network. As an example, one 
can imagine the use of LSI, PCA and in general all SVD based methods. In the case of LSI or PCA, 
the abruption of certain singular values and singular vectors retains only the dimensions that 
provide the most valuable information regarding the correlation of the data, while discarded 
information is regarded as noise. There is no way to ensure however the validity of the comparison 
of two models generated by two different corpuses. The reason is rather simple and straightforward. 
Correlation dimensions initially perceived as noise and thus discarded, could carry valuable 
information, if SVD would have been carried out on the union of the two corpuses. Furthermore, 
SVD based methods, especially LSI, appear to have low scaling ability because of their complexity 
(N3, N being the size of the resources correlation matrix) and the fact that when vast amounts of 
data are processed it is not easy to distinguish noise from information.  
 
One could argue however, that SVD is applicable in horizontally distributed data. Although this is 
the case, the cost of applying an SVD update algorithm is equal to the cost of re-calculating the 
decomposition [13], while the folding in technique (addition of data based on the assumption that 
the decomposition is not influenced by new information) deteriorates quickly [14]. The Discrete 
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Fourier Transform, although it satisfies the first and third requirement, discards dimensions in the 
depiction of the transformed signal, based on their significance. In our case, this would prevent 
even local comparison of data, because the discarded dimensions would differ among resources. 
 
Only two of the presented methods can be applied in our case, LMDS and PAA. In the case of 
LMDS, a node can be arbitrarily chosen and assigned the task of reducing the initial points, which 
are provided by the rest. Afterwards, both projected and original data can be broadcasted across the 
network and each node may proceed independently. What the “adapted” LMDS achieves with high 
complexity and network traffic, PAA can achieve it with relatively no cost. The major drawback in 
this case is the size of the rolling window. If the latter is big (reduced dimensionality << original 
dimensionality) and the points are sparse then all variation will be lost. 
 
4. The Proposed Algorithm 
An algorithm with lower complexity than LMDS and lower network traffic would be an adequate 
solution to our problem. The DDR algorithm presented in this section is an attempt to reach these 
standards, while fulfilling the requirements stated in the previous section. The approach follows the 
general principles of the LMDS adaptation, while differentiating in the way each step is achieved 
and exhibiting lower complexity and network traffic. The setup of the problem is the same. Given 
N resources represented as points of Rn, distributed arbitrarily in a network of p nodes, we want to 
find a projection of the data in Rk, while retaining distances and the ability to perform clustering 
afterwards. Each node is assumed to possess ⎡p/N⎤ resources. The algorithm is divided into four 
distinct steps. 
 
Step 1: An aggregator node is selected. The selection can be made randomly or based on same kind 
of “built in” heuristic (i.e. a transformation of the IP address of nodes) as described in [16]. The 
aforementioned node is assigned all tasks that need to be executed centralized. 
 
Step 2: Afterwards, k points must be sampled from the whole dataset and forwarded to the selected 
node. Each node selects and forwards ⎡k/p⎤ points resulting in O(nk) network traffic load. The 
selection can be made with one of the following ways: 
¾ Each node randomly selects from the resources owned ⎡k/p⎤ points. 
¾ Each node selects the ⎡k/p⎤ most far off points of its collection trying to create a kernel of 
points with long connections among them. We refer to this heuristic as MaxDist. The cost of the 
selection is O(⎡k/p⎤), when random selection is employed, and O(⎡N/p⎤ ⎡k/p⎤), when MaxDist is 
used. 
 
Step 3: Selected points are projected by the aggregator in the Rk space with the use of the FastMap 
algorithm and all data (original coordinates of resources and projections) are flooded to the rest of 
the peers.  The initialization of the FastMap algorithm needs O(k2n) time and its execution O(k2), 
while the broadcasting of the result produces O(nk + k2) network traffic. 
 
Step 4: In the final step of the procedure, each node is obliged to project the resources owned to the 
new subspace with the use of the provided points (hereafter referred as landmark points). During 
the projection, the algorithm attempts to preserve distances, meaning that the resource projected 
must have equal distance from the landmark points both in the original and in the projection space. 
If x is the projected point, L the set of k landmark points and li the landmark points then this 
requirement is stated as || x(k) - li

(k) || = || x(n) - li
(n) || for i=1..k. The algorithm searches the common 

trace of all k hypersheres, which is in fact the projection of point x in the reduced space. The result 
can easily be obtained by solving the above system of nonlinear equations with the Newton method. 
If the approximation is precise, then the algorithm converges, otherwise the algorithm deviances 
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and produces a result after the completion of a certain amount of iterations. This step produces on 
each node a load analogous to Ο((⎡N/p⎤-⎡k/p⎤) k3/3). 
 
For any set of points the algorithm will produce a solution if the triangular inequality is sustained in 
the original space. For any point S of the initial space and the landmark points Α, Β equation 
||ΑΒÆ||≤||SΑÆ||+||SΒÆ|| (1) holds true. The system defined for the projection (||SΑÆ||=||S’Α’Æ||, 
||SBÆ||=||S’B’Æ||) does not have a solution, if there exists no common trace between the created 
hyperspheres. This is translated as ||Α’Β’Æ||≥ ||S’Α’Æ||+||S’Β’Æ|| or equally ||Α’Β’Æ||≥ ||SΑÆ||+||SΒÆ|| 
(2) since ||SΑÆ||=||S’Α’Æ|| and ||SBÆ||=||S’B’Æ|| by default. After projecting A, B with FastMap the 
original and projected distances between these points are associated through inequality 
||Α’Β’Æ||≤||ΑΒÆ|| (3). Consequently based on (3), (1) we conclude that equation (2) is never true, 
meaning that the system in question always has a solution (there always exists a projection) 
provided that the triangular inequality is sustained in the original space. Moreover, the time needed 
to compute this solution depends only on the approximation vector provided initially to the Newton 
method and the accuracy factor ε.  
 
To sum up, the proposed algorithm differs from other widely employed dimensionality reduction 
approaches for three distinct reasons. Initially, the projection of the vast majority of points is done 
independently from the rest, meaning that only the landmark points affect the projection. Moreover, 
landmark points remain unaffected by subsequent projections while the projection itself is 
independent of the sampled data. Finally the minimization criterion employed by the algorithm is 
∑|L|{|distanceorig - distancenew|}, applied to each point independently, contrary to the widely 
employed Stress function that is applied to the whole set of data. 
 
Compared to the distributed LMDS adaptation - also proposed in this paper- our algorithm exhibits 
lower network load and computational complexity. Indeed, distributed application of LMDS 
produces O(2bn + bk) network traffic and requires O(k2⎡N/p⎤ + bk⎡N/p⎤) time for all nodes, while 
for the aggregator the load is  O(k2⎡N/p⎤ + bk⎡N/p⎤ + b3). Note that b is larger than k in all cases 
and signifies the number of points selected for the execution of LMDS. On the other hand our 
algorithm produces O(2nk + k2) traffic load and requires Ο((⎡N/p⎤-⎡k/p⎤) k3/3) time. This value is 
augmented at the aggregator node for an amount of O(k2) due to the execution of FastMap. 
  
Apart from the lower complexity, the proposed algorithm comes with one more advantage against 
the distributed application of LMDS. The sampling procedure can be carried out once in the 
lifetime of a network and the result can be forwarded to all nodes entering the network at any time. 
Projection is independent of the sample, because each resource is projected to a point abstaining 
analogously far or close in the reduced space. On the contrary, since LMDS employs classic MDS 
that requires the solution of a generalized eigenvector problem, updates have to take place 
periodically, since content changes affect the projection.  
 
5. Experimental Results 
In an attempt to evaluate the proposed algorithm, a series of experiments on a synthetic dataset was 
carried out. The goal was to prove the validity of the approach while exhibiting results of quality 
close to well-known centralized approaches. In all experiments, we arbitrarily created a set of high 
dimensional vectors, which constructed a set of ten well separated clusters, so as to ensure that the 
applicability of clustering is unaffected by the high dimensionality of the processed space. The 
clustering algorithm employed was K-Means.  
 
The data generator takes as input the number of vectors (s), and the number of clusters (c) to be 
created. All vectors coordinates are initialized by values belonging to [0,1]. At the second step the 
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generator produces a set of c different integers (pi, i=1…10). Finally, each set of ⎡s/c⎤ vectors 
changes the pi coordinate of the elements contained to 5. This value ensures that each set of ⎡s/c⎤ 
vectors is well separated from the rest, meaning that no overlapping occurs between clusters. 
 
The points were subsequently projected to a predefined lower dimensionality space through the 
usage of four different algorithms. The first algorithm, which has been used as a point of reference, 
was FastMap. Afterwards, two different setups of our new algorithm were employed. The first 
(named DDR-R) used a random sample of initial data, while the other (named DDR-H) employed 
the MaxDist heuristic. PAA was also tested in order to evaluate its stability and quality in large-
scale reduction processes. Finally, K-Means was employed in order to evaluate the clustering 
quality after the reduction. The Newton method employed by our algorithm utilizes as an 
approximation vector the perpendicular projection of the point (referred to as x) to the new 
subspace with every coordinate augmented by a factor (a2-1)||x|| (a=0.7) 
 
Results presented in this paper come from the projection of 1000 vectors of dimensionality 2000 to 
dimensions 10, 20, 40, 80, 100. Due to space limitations, three more sets of experiments are 
omitted, but can be found in the extended version of this paper [21]. 
 

 
Figure 1: Deviation of clustering quality 

 
Figure 2: Outperforming FastMap in clustering 

quality maintenance

As far as clustering is concerned, figure 1 gives valuable insight and allows us to draw some initial 
conclusions. With a sampling of only 2%-4% of data, high quality projection and clustering is 
achieved. F-measure is in fact less than 5% lower than the one achieved with centralized projection 
of the data (FastMap). Moreover, when projecting from initial dimensionality 2000 to 100 
dimensions, both DDR-R and DDR-H outperform FastMap, as exhibited in figure 2. 
 
Another interesting result is that the method is not influenced by the way the initial set of points are 
selected, allowing in fact the usage of random sampling and thus lowering the complexity of the 
process. The projection quality is measured by computing the stress value. All experiments 
exhibited the same behavior, producing a very low stress value, almost equal to the one exhibited 
by FastMap. Moreover, the mathematically proven fact that the stress value decreases as projection 
dimension increases was also demonstrated. Finally, the projection was unaffected by the way 
initial points were sampled. Figure 3 demonstrates these facts, while Figure 4 demonstrates the time 
requirements of all four approaches. 
 
In all above experiments, our algorithm was executed in a distributed way, as described in the 
previous sections. However, one can also employ this algorithm in a centralized way. In this case, 
the best way to choose the initial points is the execution of a clustering algorithm, namely K-Means 
with the usage of HAC as initialization process. After the latter’s completion, the number of 
clusters generated is supplied to our algorithm as the projection dimension and the centroids 
calculated as the landmark points. When our algorithm was evaluated with the aforementioned 
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setup, it outperformed FastMap, reaching even more than 10% better clustering quality, together 
with an extremely low stress value. Figures 5, 6 demonstrate this fact in the projection of 300 points 
from an initial dimension of 1000 to 10. 
 

 
Figure 3: Projection quality 

 
Figure 4: Time requirements

 
To sum up, the experimental evaluation presented in this section, leads to a primary conclusion 
stating that the proposed algorithm offers the possibility of distributed dimensionality reduction for 
large datasets providing projection quality equal to a centralized approach, namely FastMap. 
Furthermore, clustering the reduced data projected by our algorithm, retains high quality, 
marginally equal to the one achieved, when performing clustering in the original space (note that 
the initial clusters were well separated). Results obtained from clustering on the projections of the 
centrally executed FastMap, and our distributed executed algorithm exhibit the same quality. On the 
other hand, the use of the MaxDist heuristic does not ameliorate results. Finally, when our 
algorithm was used as a centralized dimensionality reduction approach and was evaluated against 
FastMap, it produced better quality results both in terms of F-Measure and Stress values. 

 

 
Figure 5: Clustering quality in centralized 

execution 

 
Figure 6: Stress in centralized execution

6. Conclusions and Future Work 
This paper tackled the issue of distributed dimensionality reduction from the perspective of a 
distributed, homogeneous knowledge discovery problem. The bibliographic research indicated the 
absence of any appropriate solution to this problem. Furthermore, only one of the centralized 
approaches could be adjusted to fit our requirements. To the best of our knowledge, our approach 
and the distributed LMDS adaptation, both presented in this paper, are the first to provide a solution 
to this problem. However, our algorithm is the first approach that directly targets the problem of 
distributed dimensionality reduction. The quality of our results is almost equal to FastMap, 
measured in terms of Stress and F-measure values, while our algorithm’s central execution 
outperforms FastMap. Future work will primarily concentrate on evaluating our algorithm with real 
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datasets against LMDS and PCA. The last comparison will demonstrate the viability of our 
approach against the best dimensionality reduction algorithm in the bibliography. 
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Abstract 

 
Identification of biomarkers for disease from mass spectrometry proteome profiles has recently become 
the subject of a great deal of research.  These data sets are categorized as “wide data” because the number 
of features is much larger than the number of instances.  Many different statistical and machine learning 
approaches have been applied to select a small number of features from the very large feature sets, but it 
has proven difficult to identify biomarkers that are robust in the sense that they provide reproducibly high 
accuracy with new datasets.  We describe a framework for feature selection for wide data that is based on 
the intuition that features that are consistently selected under varying preprocessing steps, feature 
selection methods, and classification algorithms are more likely to be  robust.  An ensemble method is 
used that rewards features that are selected often and that occur in small feature sets that result in accurate 
classification. We demonstrate that, with Petricoin’s ovarian cancer data set, the features selected by our 
method yield accurate classifiers, overlap the feature sets reported by other researchers, and, most 
importantly, can be used to build an accurate classifier for new data.  
 
Keywords: Feature Selection, Ensemble, Machine Learning, Classification, Biomarkers 

1 Introduction 
Identification of biomarkers has recently become an active field of research for disease detection and 

monitoring.  Biomarkers for cancer are of particular interest because early detection greatly improves the 
probability of successful treatment.  A biomarker is a protein or set of proteins found in the blood, other 
body fluids, or tissues that has a distinct pattern of expression under certain conditions [15].  A seminal 
study by Petricoin et al. [17] reported the use of mass spectrometry to classify the serum proteome 
profiles of ovarian cancer patients. According to Coombes et al. [6], as of 2005, over 60 published studies 
have used similar techniques for profiling a number of different types of cancer and other diseases.  Most 
of the studies have used relatively low resolution surface-enhanced laser desorption and ionization 
(SELDI) mass spectrometry although some of the more recent studies have used higher resolution matrix-
assisted laser desorption and ionization and time-of-flight (MALDI-TOF) data.  The resulting data sets 
consist of data instances with tens of thousands of features.  The total number of data instances available 
is generally quite limited (fewer than 200). This type of data set where the number of features is much 
greater than the number of instances is often referred to as “wide” data.  Researchers have applied a 
variety of statistical and machine learning approaches for analysis of mass spectrometry profiles.  
Classification accuracy with a single data set is typically high, but it has proven quite difficult to 
reproduce the results with new data sets.  In addition, different data mining procedures will often select 
different sets of features from the same data set [3].  Our goal is to develop an ensemble-based feature 
selection method that will result in a robust set of features in the sense that they provide reproducibly high 
accuracy with new datasets. 

Ensemble approaches are typically used to build robust classifiers where a number of different 
classifiers vote to provide the class for a new sample.  However, in our case the ensemble of classifiers is 
used to vote for features rather than class labels.  Because of the size of the data instances and the inherent 
noisiness of the data, data mining procedures for analysis of mass spectrometry profiles typically involve 
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a number of data preprocessing, feature selection, and model building steps.  The choices used for 
different aspects of the data mining procedure have a substantial effect on the features selected and the 
accuracy of the resulting classifier. We describe a framework for feature selection for wide data that is 
based on the intuition that features that are consistently selected under varying preprocessing steps, 
feature selection methods, and classification algorithms are more likely to be robust.  The ensemble 
method rewards features that are selected often and that result in accurate classification.  The major steps 
in the process are shown in Figure 1. 
 

1. Establish a general data mining process. 
2. Generate an ensemble of classifiers by using different options at different stages in the data mining process. 
3. Use a voting procedure for features that rewards features that occur in many accurate classifiers. 
4. Build and test a classifier with the features accruing the most votes. 

Figure 1 Ensemble method for feature selection 

The main idea of ensemble methods is to allow better generalization among classifiers in order to 
achieve more accurate overall classification.  Our work extends the idea of ensemble methods from 
classification to feature selection.  Although it is critical to identify feature sets that maximize 
classification accuracy, some features seem to be chosen more frequently than other features no matter 
what feature selection or classification algorithm is used.  We believe that these repeated features are 
more robust and are more likely to produce reproducible classification results.   

We demonstrate that, with Petricoin’s ovarian cancer data set [5], the features selected by our method 
yield accurate classifiers, overlap the feature sets reported by other researchers, and, most importantly, 
can be used to build an accurate classifier for new data. 

2 Related Work 
Petricoin et al. [17] first reported the use genetic algorithms with self-organizing maps to discriminate 

between non-cancer and ovarian cancer SELDI samples.  Their methods were able to correctly 
classify all ovarian cancer samples and achieved a 95% of classification accuracy for non-cancer 
samples.  Subsequent research has tried to locate biomarkers for various types of cancer from both 
SELDI and MALDI-TOF data including ovarian cancer [21], breast cancer [11], prostate cancer [1] and 
lung cancer [4].  Examples of computational methods that have been used include statistical feature 
selection with principal component analysis (PCA) and linear discriminate analysis (LDA) [12] and T-
test with random forests [25].   

Ensemble methods have been shown to generally be more effective than single classifiers and have 
become widely used for classification. For example, Tan and Gilbert used ensemble learning with 
classifiers of bagged and boosted decision trees with gene expression data.  They found that an ensemble 
of decision trees always performed better than a single decision tree in classification [22]. Liu et al. [13] 
used a combinational feature selection and ensemble neural network method to classify gene expression 
data for cancer classification. The performance of classification was greatly improved using the outputs of 
several neural networks rather than a single neural network. 

3 Data sets and data mining procedure 
In this research, we use publicly available ovarian cancer datasets to demonstrate the capabilities our 

approach for biomarker identification.  The SELDI 8-7-02 and 4-3-02 Ovarian Datasets were downloaded 
from the Clinical Proteomics Program Databank website [5].     

The 8-7-02 dataset includes serum profiles of 91 non-cancer controls and 162 cancer subjects.  This 
dataset was constructed using the Ciphergen WCX2 ProteinChip array.  Each spectrum has two columns.  
The first column contains mass–to-charge ratios (m/z values) and the second column is the corresponding 
relative amplitude of the intensity. Each spectrum consists of 15,154 distinct m/z values with intensity 
values ranging from 0.0000786 and 19995.513.   
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Data mining for biomarker identification is critically dependent on a number of pre-processing steps 
including intensity normalization, statistical peak pre-selection and binning.  The features that are selected 
and the accuracy of the resulting classifiers are dependent on the preprocessing steps used.  Our overall 
data mining process is similar to that used by Sorace and Zhan for the same data [21].  The steps in this 
process are shown in Figure 2.  

 Data-mining Steps Options 
1. Normalization None, NV,  Z-Score 
2. Statistical Feature Pre-Selection Wilcoxon Test 
3. Binning Minimum p-value, 

Maximum average intensity 

4. Feature Selection Methods None, CFS, Wrapper, PC 

5. Classification Neural Net, Naïve Bayes  

Normalization 

Statistical Feature Selection 

Binning 

Secondary Feature Selection 

Classification  
 
 

 
A number of different choices are available for each of these steps.  In the following sections 

we describe the methods we have used to demonstrate the capabilities of our ensemble approach.  
Figure 3 summarizes the different options available for steps in the data mining process.   

Figure 3 Options for steps in data mining process 
Figure 2 Data Mining Process for 
Biomarker Selection 

3.1 Data Normalization  
Two normalization procedures were used for this study: z-score and normalized value (NV).  

Normalization is used to make feature values more comparable across all samples.  A z-score relates 
individual intensity values to the population mean (M) and variance (S).  The normalized value (NV) 
method places all values into the range 0 to 1.  NV normalization has been used by a number of research 
groups working with biomarker discovery including Baggerly et al. [3].  We also used intensity values 
without normalization as a third alternative for this step. 

3.2 Statistical Feature Selection  
In situations where the number of features is huge compared to the number of samples, the major 

challenge is to select a few relevant and non-redundant features to distinguish cancer from non-cancer 
samples.  The two-sided Wilcoxon test is used for the first level of feature selection to compare the 
intensity at each of the m/z values for all samples.  The Wilcoxon test is a nonparametric test that is used 
to test the null hypothesis that the cancer (X) and control (Y) populations have the same continuous 
distribution [7]. We assume that we have independent random samples x1, x2, . . ., xm and y1, y2, . . ., yn, 
where m is the number of samples from the cancer population and n is the number of samples from the 
control population.  For each m/z value, the intensities for the cancer and control samples were merged 
and ranked in ascending order.  For this research, the Wilcoxon test was used to identify the m/z values 
that are most discriminative between cancer and control samples.  The lower the Wilcoxon test p-value, 
the better the m/z value distinguishes between the sick and healthy samples.  The m/z values were first 
sorted according to p-value from lowest to highest.  The 100 m/z values with the lowest p-values were 
selected as the initial feature subset for later feature selection.   

3.3  Binning 
Many of the m/z values that pass the Wilcoxon filter represent the same peak.  A binning procedure 

similar to that used by Sorace and Zhan [21] was used to combine these values.  The 100 m/z values with 
the lowest p-values and their corresponding intensities were sorted in ascending order by m/z values.  
Consecutive m/z values were combined if they were separated by less than 1 m/z.  This resulted in 24, 23 
and 18 bins for un-normalized data, NV normalized data and z-score normalized data respectively.  Two 
different methods were used to choose a representative m/z value for each bin. For the first method, the 
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m/z value with the lowest p-value in each bin was selected.  This m/z value indicates that it is the most 
discriminating value between the cancer and control samples for the bin.  The second method selects the 
m/z value with the highest average intensity value across all samples as the representative m/z value.   

3.4 Secondary feature selection 
Pre-processing steps 1-3 provide six different combinations of features in terms of normalization and 

binning. Several different methods of secondary feature selection were considered. The goal of this 
feature selection step is to derive the best subset of features for classification in step 5.  Feature selection 
at this stage is a search through the space of possible combinations of features and is driven by two 
procedures: attribute evaluation and search.  The attribute evaluator is used to determine the quality of the 
individual feature for classification.  The search procedure determines how the search space of possible 
features is explored. Different combinations of attribute evaluation and search procedures were used for 
feature selection to generate different feature subsets for the ensemble method.   

Three attribute evaluators were used for secondary feature selection: correlation-based feature 
selection (CFS), wrapper-based evaluation (Wrapper) and principal components analysis (PCA).  The 
CFS, Wrapper and PCA methods were selected because they are fast algorithms that have proven useful 
in many applications.  

The CFS algorithm is a correlation-based heuristic that selects features that are highly correlated with 
the class, but are uncorrelated with other features [8].  A major advantage of the CFS algorithm is the 
generation of non-redundant feature subsets.   

The wrapper based evaluation (Wrapper) approach uses the classification algorithm as part of the 
feature selection process.  It selects attribute subsets based on the classification accuracy of classifiers 
trained with the feature subsets with training data.  The advantage of this approach is that the bias of the 
classifier is considered during feature selection. 

Principal components analysis (PCA) is a statistical, unsupervised learning technique that is 
commonly used for dimensionality reduction without information loss.  PCA analysis has proven to be 
very effective in locating relevant features for classification of cancer data [27].  The original attributes 
are transformed by calculating their corresponding covariance matrix and extracting the eigenvectors as 
the principal components.    The PCA algorithm ranks the eigenvectors based on the degree of variation in 
the original data that each accounts for.  Those that account for 95% of the variance were selected in this 
case.   This ranking is the search procedure for PCA. 

Three different search procedures were used with the CFS and Wrapper attribute evaluation methods:  
greedy search, best-first search and genetic search.  Greedy search performs a greedy search through the 
space of attribute subsets starting with an empty set of features and adding features (forward search) or 
starting with a full set of features eliminating features (backward search).  The search stops if there is no 
improvement in the expanded subset. We have used a forward search procedure.  Best-first search is very 
similar to greedy search except that the search is improved by backtracking [19].  Best-first search 
expands the best candidate subset at each point in a greedy fashion but also maintains an ordered list of 
previous best subsets that it can use for backtracking. Genetic search explores the state space using a 
genetic algorithm to search the state space by maximizing a fitness function [9].  Different subsets of 
features are represented as chromosomes.  The population of chromosomes evolves over several 
generations using crossover, mutation and selection.  In our experiments we ran the algorithm for 20 
generations using a population size of 20, mutation rate of 0.033 and crossover rate of 0.6.  The selection 
was randomized with the probability of selection proportional to the degree of fitness. 

3.5  Classifiers   
The “goodness” of feature subsets was evaluated by the accuracy of classifiers based on the subsets.  

This study used two types of classifiers: back propagation neural networks and naïve Bayes classifiers 
[16].  Both types of classifier have been previously shown to be effective for cancer classification.  For 
example, Khan et al. [10] used the small, round blue-cell tumors as a model to train the neural nets with 
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perfect classification accuracy and was able to identify the most relevant genes for classification.  Liu et 
al. [14] used naïve Bayes as one of the classification models for the acute lymphoblastic leukemia dataset 
and the ovarian cancer dataset and achieved satisfactory classification results for both datasets. 

3.6  Implementation 
The Wilcoxon statistical analysis was performed using SAS Version 9.1 (a statistical package from 

SAS Institute Inc., Cary, NC, USA) [20].  The NPAR1WAY procedure was used in SAS to run the 
Wilcoxon test to locate the initial feature subset.  The Weka (Waikato Environment for Knowledge 
Analysis) software package [24] was used for secondary feature selection and classification.  Weka was 
developed by researchers at the University of Waikato in New Zealand. It is a Java-based machine 
learning open source software package that implements many commonly used machine learning 
algorithms. It is publicly downloadable from: www.cs.waikato.ac.nz/ml/weka. Other steps in the process 
were implemented in Perl. 

 

Attribute search for CFS (3) 

Normalization (3)

None NV Z-score

Wilcoxon statistical test

Attribute selection

PCWrapper

RankerSearch 

Classification (2)

GeneticSearchGreedySearchBestFirstSearch

CFS 

Neural Net Naïve Bayes

Attribute search for Wrapper (3) Attribute search for PC (1) 

Ovarian cancer raw data 
8-7-02

Binning (2)

MinPvalue MaxAvgInt

None  

Figure 4 Flowchart 
of all possible 
combinations of 
available options 
for data 
preprocessing, 
feature selection, 
and classification.  
The number in 
parentheses 
indicates the 
number of options 
available for a 
specific decision. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4  Feature Selection Ensemble 
Ensemble methods require both a method for generating members of the ensemble and a voting 

procedure.  We have generated the ensemble by using different combinations of options for the data 
mining procedure.  Figure 4 shows a flowchart of all possible combinations of decisions for the data pre-
processing, feature selection and classification.  Each path represents a member of the ensemble.  There 
are 96 different paths from normalization to classification in the flowchart resulting in 96 different 
classifiers.   Each of these classifiers was used as part of an ensemble for feature selection using the 
process shown in Figure 1.  A total of 47 unique features were selected by at least one classifier and were 
evaluated by the voting procedure. 

The voting procedure for our ensemble methods works as follows.  For each feature (m/z value) that 
was selected for use by at least one classifier, both a feature score and a weighted feature score were 
computed.  Note that m/z values within 1 were considered to be the same and the feature with the highest 
weighted feature score was selected over other scores of other consecutive m/z values.   The feature score 
for a feature fj is the sum of the accuracy values for all classifiers that included the feature.  This score 
rewards features that are selected often by accurate classifiers.   The weighted score is a modification of 
the feature score where the accuracy for each classifier is divided by the number of features selected.  
This scoring method favors frequently selected features that are members of small feature sets resulting in 
accurate classifiers. 
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More formally, the feature score, s(fj), and weighted feature score, ws(fj) for feature fj are defined as 
follows: 

∑
−

=
N

i
iijj aefs

1
)(  (1)                                                 ( )∑

=

=
N

i
iijij aeFfws

1
1)(         (2)          

where N is the number of classifiers,  eij=1 if fj is a feature selected for classifier i,  ai is the accuracy of 
classifier i and Fi is the number of features for classifier i.  

After all features were scored, a classifier was constructed using the highest scoring features as 
described in the next section.  

 
 
 
 
 
 
 
 
 
 
 
 
 

5 Results and Discussion 
The ensemble feature selection method provides both a feature score s and weighted feature score ws 

for each feature selected by any classifier in the ensemble.  Preliminary experimental results indicated that 
ws scoring outperforms s scoring.  In this paper we only present results with ws scoring.  When building 
the final classifier, the m/z with the highest ws was first added to the feature subset for classification. 
Features continued to be added ordered by ws until both classification accuracy and relative absolute error 
(RAE) did not improve.  When used with the 8-7-02 data set, this procedure resulted in the selection of 
six features: m/z = 245.24466, 261.88643, 435.07512, 2.8548732, 433.90794 and 222.41828 which are 
referred as f1, f2, f3, f4, f5 and f6 respectively.  Perfect classification accuracy was achieved for the first four 
features with the neural net classifier.  The addition of features f5 and f6 provided not only perfect 
classification accuracy but also the minimum RAE.  RAE is the relative absolute error computed by 
comparing the square root of the mean squared error with the one obtained if the prediction had been the 
mean.  Ten-fold cross validation was used for all experiments.   

Figure 5 shows graphs of the classification accuracy and RAE for both neural net and naïve Bayes 
classifiers based on the highest scoring features.  The graphs plot the classification accuracy and REA as 
each additional feature was added to the final feature subset.  In Figure 5a, the classification accuracy 
remains the same with the addition of features, f5 and f6, but the RAE continues to improve. Use of both 
accuracy and RAE for feature selection results in a classifier with high accuracy.  In Figure 5b, naïve 
Bayes requires four features in order to achieve a classification accuracy of 99.6% with a minimum RAE 
of 0.7%.  

As an additional validation step, the set of six features selected using the 8-7-02 dataset was 
subsequently used to build a classifier for a different data set, the 4-3-02 Ovarian Dataset [5].  The 4-3-02 
dataset consists of samples from 50 unaffected women and another 50 patients with ovarian cancer [17]. 
Preprocessing was done using NV normalization and the classifier was a neural network.   Ten-fold cross 
validation with the 4-3-02 dataset using the six features selected with the 8-7-02 dataset resulted in neural 
net classifier with a classification accuracy of 83%.  If the top ten features selected using the 8-7-02 
dataset are used, a neural network with classification accuracy of over 90% can be obtained with the 4-3-
02 dataset using 10-fold cross validation.  Baggerly et al. [3] were not able to reproduce results from these 

Figure 5 Accuracy of classifiers trained with features selected by the ensemble. 
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two datasets using features selected by genetic algorithm partly due to calibration problems.  Although 
our methods do not classify the 4-3-02 dataset perfectly, our results still demonstrate the robustness of the 
selected features.  Figure 6 shows the features selected by other researchers.  We consider two m/z values 
as the same if the difference between the two values is less than 1.  Some of the features we selected 
overlap with features selected by others.  

6 Conclusions and Future Work 
 The literature suggests that there are many different approaches for feature selection that can be 
effectively used to locate biomarkers of disease.  Each approach has its own advantages and 
disadvantages.  However, it has proven to be difficult to replicate biomarker selection using different 
feature selection methods due to the multi-factorial nature of the features [3].  It has also proven to be 
difficult to use features selected from one set of data for classification of another data set.  We offer an 
ensemble framework for feature selection for building classifiers with wide data.  Features that are 
selected often, that result in accurate classifiers, and that are part of small feature sets are considered to be 
more robust.  We demonstrate that the features selected by this method give reproducible results with new 
data.    

Baggerly et al. [3] demonstrated that it is difficult to select features that produce reproducible results 
across experiments.  They found that some features that were good discriminators among samples in one 
experiment did not give satisfactory results in other experiments. Variation in experimental procedures 
and calibration of equipment was often a problem. These authors suggested the development of guidelines 
for design and analysis in experiments in order to have reproducible, biologically significantly results. 
Although our methods do not address many of the issues related to collection and analysis of mass 
spectrometry data, we do demonstrate that an ensemble approach for feature selection can help provide 
reproducible results across experiments.   

We have demonstrated the effectiveness of our ensemble-based feature selection approach with the 
widely studied ovarian cancer datasets.   We have used a general data mining process with different 
options for each step to demonstrate the effectiveness of our method.  The general approach we describe 
can easily be used with different options for each data mining step or with a different data mining process.  
For example, one might incorporate use of recently developed peak finding algorithms such as super 
smoother [26] and wavelets [18, 23] into the process.   

We have also successfully applied our ensemble feature selection approach to an unpublished 
MALDI data set for identification of nutritional deficiencies and plan to test the approach with additional 
MALDI and SELDI data sets as well as other types of wide data. 

 
Alex at al. [2] 245.8296, 261.88643, 336.6502, 418.8773, 435.46452, 437.0239, 465.97198, 

687.38131, 4004.826 
Sorace and Zhan [21] 2.7921, 245.53704, 261.8864, 418.1136, 435.0751, 464.3617, 4003.645 (these 

features were selected by stepwise discriminant analysis according to Rule 1) 
Vannucci at al. [23] 245.3, 433.2, 434.6, 243.9, 430.6, 241.3, 437.2, 605.2, 431.9 
Our work 2.8549, 222.4183, 245.2447, 2661.8864, 433.9079, 435.0751 

Figure 6 Comparison of selected features. 
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Abstract

DNA microarray technology can be used to measure expression levels for thousands of genes in a
single experiment, across different samples. In sample clustering problems, it is common to come up
against the challenges of high dimensional data due to small sample volume and high feature (gene)
dimensionality. Therefore, it is necessary to conduct feature selection on the gene dimension and
identify informative genes prior to the clustering on the samples. This paper introduces a method
utilizing independent component analysis (ICA) for informative genes selection. The performance of
the proposed method with various array datasets is illustrated.

Keywords: Bioinformatics, Microarray Analysis, Sample Clustering, Independent Component Analy-
sis, Feature Selection

1 Introduction

DNA microarray technology can be used to measure expression levels for thousands of genes in a single
experiment, across different samples [6, 7]. Experimental samples can include types of cancers, diseased
organisms, or normal tissues. Arrays are now widely used in basic biomedical research for mRNA expres-
sion profiling and are increasingly being used to explore patterns of gene expression in clinical research
[5, 17, 23, 24, 27]. Applying this technology to investigate the gene-level responses to different drug treat-
ments could provide deep insight into the nature of many diseases as well as lead in the development of
new drugs.

In a typical microarray experiment, raw microarray data (images) are first obtained from fluorescence
scanners or phosphorimagers, then those images are transformed into gene expression matrices where
usually the rows represent genes, and the columns represent various samples. The numeric value in each
cell characterizes the expression level of the particular gene in a particular sample. Each row vector of a
gene expression matrix represents an expression pattern of a gene, and each column vector is an expression
profile of a sample.

Currently, a typical microarray experiment contains
�����

to
�����

genes, and this number is expected to
reach the order of

�����
. However, the number of samples involved in a microarray experiment is generally

less than
���	�

. One of the characteristics of gene expression data is that it is meaningful to analyze from
both the gene dimension and the sample dimension. On one hand, co-expressed genes can be grouped
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in clusters based on their expression patterns [9, 4, 12]. On the other hand, the samples can be clustered
into homogeneous groups. Each group may correspond to some particular macroscopic phenotype, such
as clinical syndromes or cancer types [3, 11, 25]. Therefore, both gene clustering and sample cluster-
ing are important issues in gene expression data analysis. For example, they are usually the basis for
discriminating cancer tissues from healthy ones and revealing biological functions of certain genes.

In sample clustering problems, it is common to come up against the challenges of high dimensional
data (i.e., curse of dimensionality) due to small sample volume and high feature dimensionality. High-
dimensional data not only bring computational complexity, but also degrade a classifier’s performance. In
addition, traditional clustering techniques may not be effective in detecting the sample patterns because
the similarity measures used in these methods are based on the full gene space and cannot handle the
heavy noise existing in the gene expression data. Therefore, it is necessary to conduct feature selection
on the gene dimension and identify informative genes prior to the clustering on the samples. In [28],
an algorithm named CLIFF (Clustering via Interative Feature Filtering) has been introduced to address
the feature selection problem. In [26], a new model called empirical sample pattern detection (ESPD)
was proposed to delineate sample pattern quality with informative genes. This paper introduces a method
utilizing Independent Component Analysis (ICA) [15, 16] for feature selection and informative genes
identification for microarray sample clustering.

Linear transformation methods transform the data into some new space that has some desirable prop-
erties. Principal component analysis (PCA) [18] and Independent component analysis (ICA) [15, 16] are
two linear transformation methods widely used in microarray analysis. PCA projects the data into a new
space spanned by the principal components. Each successive principal component is selected to be or-
thogonal to the previous ones, and to capture the maximum information that is not already present in the
previous components. PCA is probably the optimal dimension-reduction technique according to the sum
of squared errors. Applied to expression data, PCA finds principal components, the eigenarrays, which can
be used to reduce the dimension of expression data for visualization, filtering of noise and for simplifying
the subsequent computational analyses [2, 21].

Originally used in blind source separation (BSS) problems [19], ICA aims to find a transformation that
decomposes an input dataset into components so that each component is statistically as independent from
the others as possible. ICA has advantage over PCA because ICA exploits higher order statistics and has
no restriction on its transformation, whereas PCA exploits only second order statistics and is restricted to
orthogonal transformation. ICA has been successfully applied to analyze gene expression data to extract
typical gene profiles for gene classification [13]. In [20], Liebermeister applied ICA to gene expression
data to find independent modes of gene expression. However, few work has been done in applying ICA
for sample clustering.

The remainder of this paper is organized as follows. Section 2 explains how to apply ICA to gene
expression data analysis. Section 3 describes the sample clustering problem and a ICA-based method to
solve the problem. Section 4 presents experimental results. And the concluding remarks are given in
Section 5.

2 Independent Component Analysis for Gene Expression Data

Independent component analysis (ICA) [15, 16] is a relatively new statistical and computational technique
that recovers a set of linearly mixed hidden independent factors from a set of measurements or observed
data. Unlike principal component analysis (PCA) [18] which seeks for an orthogonal transformation to
remove second-order statistical dependency, ICA not only de-correlates the second-order statistical mo-
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Figure 1: An example of ICA mixing model for gene expression.

ments, but also reduces higher-order statistical dependencies. A typical ICA model assumes that the
source signals are not observable, statistically independent and non-Gaussian, with an unknown, but lin-
ear, mixing process. The latent variables are assumed non-Gaussian and mutually independent, and they
are called the independent components of the observed data. These independent components (ICs), also
called sources or factors, can be found by ICA.

To apply ICA to gene expression data analysis, the observed gene expression data of � genes, each
of which are measured across � samples, can be represented as a matrix denoted as

�������
	�� 
�� ��� ���
����� � ��� ��������� �"! , where

�#	�� 

corresponds to the expression value of gene $ 	 on the sample % 
 . Each�&	�� 


is a linear mixture of ' ( ')(*� ) hidden and independent biological processes, and each process forms a
vector + 	 � � ( � (,'-! representing levels of gene up-regulation or down-regulation. At each condition, the
processes mix with different activation levels to determine the vector of observed gene expression levels
measured by a microarray sample. These processes can be represented by an ICA mixing model

�/.0�21435.
(1)

where the �768' matrix
37��9 +;:<�=+?>@��ABACAD+<EGF contains ' independent components corresponding to the indepen-

dent biological processes, the ')67� matrix
1H�I9 J : � J > ��ABACA JLK F is a full ranked mixing matrix, and vectorsJL	 � � ( � (*�"! are the basis vectors of ICA. Note that M represents the transpose of a matrix.

Since both
1

and
3

are unknown, and + 	 � � ( � (N'-! are statistically independent, ICA trys to estimate
an de-mixing matrix O by an iteration approach such that P is a good approximation to the original
biological processes

3
based on the de-mxing model

P .0�RQS��. (2)

Where
QT�N1VU : .

To illustrate the ICA mixing model, consider a case listed in Figure 1 where � �XW (three genes),� �ZY (two samples), and ' �ZY (two independent biological processes), then we have

�H� [\ � :]: � :�>� >=: � >^>�
� : � � >

_`
� (3)
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and

�4.S��� � :]: � >=: � � :� : > � >]> � � >�� (4)

�N143 .0� � J :]: J : >J >=: J >]>�� � +;:^: +;: > +;: �+?> : +?>]> +?> � � � (5)

where

� :]: �HJ :]:�� +;:^:�� J : >���+?> :<� � :�> �HJ > :	� +;:]:
� J >]>�� +?> :�� (6)� >=: �HJ :]:�� +;:�>�� J : >���+?>^>@� � >^> �HJ > :	� +;: >	� J >]>�� +?>^> � (7)�
� : �HJ :]:�� +;: � � J : >���+?> � � �

� > �HJ > :	� +;: � � J >]>�� +?> � A (8)

Note that
3

contains ' ( '8( � ) independent components (ICs) which represents ' independent bio-
logical processes, and each IC + 	 is a vector of � controlling factor + 	 � � + 	 : �<ACABAC�=+ 	 
 �<ACABAC�=+ 	
� ! where the� th controlling factor corresponds to the � th gene on the original expression data, and each controlling
factor represents levels of gene up-regulation or down-regulation on that particular biological process. For
the example given above,

3
contains three ICs. And from Equation 7 we can see that controlling factor+;: > represents up-regulation or down-regulation of $�> (gene No. 2) on biological process + : , and control-

ling factor +@>^> represents up-regulation or down-regulation of $�> (gene No. 2) on biological process + > ,
respectively.

3 Problem and Methodology

The sample clustering problem can be stated as follows: given a gene expression matrix
�

of � genes, each
of which are measured across � samples, the problem is how to find � mutually exclusive groups of the
samples matching their empirical phenotypes, and to find the set of genes which manifests the empirical
phenotype partitions.

To solve the above problem, we perform the following steps:

Step 1 - ICA-based Transformation. We apply ICA to
�

based on Equation1 and Equation2, and
calculate

Q
and P , hence

1
and
3

.

Step 2 - Informative Genes Pickup. Based on the assumption that genes having relatively high or low
controlling factor values within an IC are more informative than other genes for that biologic process, We
hope these genes are also more informative in sample clustering.

For each + 	 � � ( � (,'-! , we first sort the values of all controlling factor values + 	�� � � (�� (H�)! , then
calculate the informative gene set� 	 � � $ 
 � + 	 
 � + J ��� � $�������� � $���� +��
�! "� % '#�%$&� +����! "�(' + 	)� � � (*��(*� ! � �

where � � �,+ � + � �	� ! is a threshold.

Since each gene $ 
 � � (0� (*�)! could be informative for multiple ICs or biologic processes, we further
calculate its gene informative scale $ � + 
 by counting the number of occurrences of $ 
 in all

�=	 � � ( � (2'�! .
Generally, the higher the gene informative scale value is, the more informative across all ICs (or biologic
processes) the gene is.
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Figure 2: The runtime of ICA-based informative gene selection on each dataset.

Figure 3: The Rand Index values reached by applying different methods to different datasets.

Finally, we can form the informative gene set as follows:��� ��� � + � � $ 
�� $ � + 
�� � �=� � ( � (*��� �
where � � �,+ � + '-! is a cut-off threshold.

Step 3 - Sample Clustering. By using different clustering methods such as K-means, hierarchical
clustering (HC), and self-organizing maps (SOM), we can cluster the samples into � mutually exclusive
groups based on the informative gene space instead of the original expression data (full gene space).

4 Experiments and Results

In this section, we will report performance evaluation of the proposed method on the following gene
expression datasets:

� The Leukemia Datasets– The leukemia datasets are based on a collection of leukemia patient sam-
ples reported in [10]. It contains measurements corresponding to acute lymphoblastic leukemia
(ALL) and acute myeloid leukemia (AML) samples from bone marrow and peripheral blood (There-
fore, � � Y .). Two matrices are involved: one includes 38 samples (27 ALL vs. 11 AML, denoted
as G1), and the other contains 34 samples (20 ALL vs. 14 AML, denoted as G2). Each sample is
measured over 7129 genes.

� Colon Cancer Dataset– Colon adenocarcinoma specimens (snap-frozen in liquid nitrogen within
20 minutes of removal) were collected from patients. From some of these patients, paired normal
colon tissue also was obtained. Cell lines used (EB and EB-1) have been described. RNA was ex-
tracted and hybridized to the array as described. Treatment of Raw Data from Affymetrix Oligonu-
cleotide Arrays. The Affymetrix Hum6000 array contains about ����� �	�	� features, each containing
’107 strands of a DNA 25-mer oligonucleotide. Sequences from about

W � Y �	� full-length human
cDNAs and

W �	� �	� ESTs that have some similarity to other eukaryotic genes are represented on a
set of four chips. The microarray dataset consists of 22 normal and 40 tumor colon tissue samples
(Therefore, � �ZY .). It was reported by Alon et al. [1]. In this dataset, each sample has

Y ���	�
genes.

The ground-truth of the partition, which includes such information as how many samples belong to
each class and the class label for each sample, is only used to evaluate the experimental results.

The Rand Index [22] between the ground-truth of phenotype structure 
 of the samples and the clus-
tering result � of an algorithm has been adopted to for the effectiveness evaluation. Let a represent the
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number of pairs of samples that are in the same cluster in 
 and in the same cluster in � , b represent the
number of pairs of samples that are in the same cluster in 
 but not in the same cluster in � , c be the
number of pairs of samples that are in the same cluster in � but not in the same cluster in 
 , and d be
the number of pairs of samples that are in different clusters in 
 and in different clusters in � . The Rand
Index [22] is calculated as � � � J ���J ���	������� A
The Rand Index lies between

�
and

�
. Higher values of the Rand Index indicate better performance of the

algorithm.

During the experiment, each dataset has three different gene spaces:
� Full gene space, which is the original dataset.
� ICA-based informative gene space, which consists of informative genes generated by the proposed

ICA-based informative gene pickup method. For each dataset, to generate corresponding informa-
tive gene sets, we have applied FastICA [14] to estimate the independent components in parallel
(using tanh nonlinearity in symmetric estimation mode), and the number of independent compo-
nents ( ' ) equals the dimension of samples in that dataset ( � ), which means we have kept all the
ICs. Different threshold values of � and � have been used to control the generation of different
informative gene sets.

� PCA-based informative gene space, which is the result of PCA-based dimension reduction directly
applied to the gene dimension. Each PCA-based informative gene space has a corresponding ICA-
based informative gene space where both have the same number of genes.

Figure 2 reports the sizes of the original datasets and their corresponding ICA-based informative gene
spaces, as well as the runtime (in seconds) to obtain informative genes. For Leukemia Dataset G1, 62 out
of 7129 genes have been selected as informative genes by using ICA-based method with the following
experimental parameters: ' � W�� , � � � A � and � � �	�

. For Leukemia Dataset G2, 200 out of 7129 genes
have been selected as informative genes based on parameters ' � W � , � � � A � and � � ���

. For Colon
Cancer Dataset, 80 out of 2000 genes have been picked up as informative genes based on parameters' � � Y , � � � A � and � � � �

. The above operations, which only took seconds of time, were conducted
using Matlab on a HP desktop PC with P4 2.8 GHz CPU and 512 MB main memory. Since FastICA [14]
converges very quickly, efficiency is not a major concern for this experiment.

For three gene spaces on each dataset, first we have applied some unsupervised clustering methods
such as K-means, hierarchical clustering (HC), and self-organizing maps (SOM), then we have calculated
Rand Index for each experimental case. The similarity measurement is correlation coefficient [8]. Before
applying clustering algorithms, data normalization has been performed as a preprocess step based on the
following formula: $�
	 � 
 � $ 	�� 

� $ 	� 	 �
where $ 
	�� 
 denotes the normalized value for gene

�
of sample � , $ 	�� 
 represents the original value, $ 	 is

the mean of the values for gene
�

over all samples, and � 	 is the standard deviation of the
�����

gene.

Figure 3 provides some experimental results. Note that since the clustering results of K-means are
not stable due to random initialization, we have applied the algorithm 100 times on all three gene spaces,
and listed the average, maximum and minimum values of Rand Index. For Leukemia Dataset G1, K-
means algorithm has achieved better performance on the ICA-based informative gene space, which was
indicated by the higher average and maximum values of Rand Index. Similarly, SOM has much better
performance on the ICA-based informative gene space, while hierarchical clustering’s performance only
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improved slightly. After PCA-based dimension reduction applied to G1 to get 62 informative genes, K-
means and hierarchical clustering algorithm have achieved slightly better performance than on the full
gene space, but SOM’s performance deteriorated.

Similar results have been obtained on other two datasets: Leukemia Dataset G2 and Colon Cancer
Dataset. Generally, SOM has gained the largest performance improvement on the ICA-based informative
gene space, and K-menas has ranked the second. It seems that hierarchical clustering only had slightly
better performance because it is not sensitive to the new informative gene space generated by ICA-based
method. Interestingly, three clustering algorithms have performed differently on the PCA-based informa-
tive gene space. K-means and hierarchical clustering algorithms have achieved slightly better or similar
performance compared with the cases on the full gene space, but SOM has achieved lower performance.
In addition, performances on PCA-based informative gene space and the full gene space has been con-
sistently lower than those on ICA-based informative gene space, which illustrated the effectiveness of the
ICA-based informative gene pickup method. Therefore, in overall, all three clustering algorithms have
achieved best performance on the ICA-based informative gene space.

5 Conclusion and Future Work

In this paper, we have described the problem of sample clustering on high gene dimension datasets. We
also have introduced a method utilizing independent component analysis (ICA) to select informative genes.
Various clustering algorithms have achieved higher performance based on the new and reduced informative
gene space. Currently we are improving the quality of informative genes by conducting ICA-based inves-
tigation more thoroughly. We will also apply more sophisticated clustering algorithms on the informative
gene space to verify its effectiveness. One of the future work is to give out the biological explanations
underlying independent component analysis based on different datasets.
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Abstract. In this paper we present a new approach to feature selection for sequence data. We identify
general feature categories and give construction algorithms for them. We show how they can be
integrated in a system that tightly couples feature construction and feature selection. This integrated
process, which we refer to as feature generation, allows us to systematically search a large space
of potential features. We demonstrate the effectiveness of our approach for an important component
of the gene finding problem, splice-site prediction. We show that predictive models built using our
feature generation algorithm achieve a significant improvement in accuracy over existing, state-of-
the-art approaches.

Keywords: feature generation, splice-site prediction.

1 Introduction

Many real-world data mining problems involve data modeled as sequences. Sequence data comes in many
forms including: 1) human communication such as speech, handwriting and language, 2) time sequences
and sensor readings such as stock market prices, temperature readings and web-click streams and 3)
biological sequences such as DNA, RNA and protein. In all these domains it is important to efficiently
identify useful ’signals’ in the data that enable the correct construction of classification algorithms.

Extracting and interpreting these ’signals’ is known to be a hard problem. The focus of this paper
is on a systematic and scalable method for feature generation for sequences. We identify a collection of
generic sequence feature types and describe the corresponding feature construction methods. These meth-
ods can be used to create more complex feature representations. As exhaustive search of this large space
of potential features is intractable, we propose a general-purpose, focused feature generation algorithm
(FGA), which integrates feature construction and feature selection. The output of the feature generation
algorithm is a moderately sized set of features which can be used by arbitrary classification algorithm to
build a classifier for sequence prediction.

We validate our method on the task of splice-site prediction for pre-mRNA sequences. Splice sites
are locations in the DNA sequence which are boundaries for protein coding regions and non-coding
regions. Accurate prediction of splice sites is an important component of the gene finding problem. It is a
particularly difficult problem since the sequence characteristics, e.g. pre-mRNA sequence length, coding
sequence length, number of interrupting intron sequences and their lengths, do not follow any known
pattern, making it hard to locate the genes. The gene finding challenge is to build a general approach that,
despite the lack of known patterns, will automatically select the right features to combine.

We demonstrate the effectiveness of this approach by comparing it with a state-of-the-art method,
GeneSplicer. Our predictive models show significant improvement in accuracy. Our final feature set,
which includes a mix of feature types, achieves a 4.4% improvement in the 11-point average precision
when compared to GeneSplicer. At the 95% sensitivity level, our method yields a 10% improvement in
specificity.

Our contribution is two-fold. First, we give a general feature generation framework appropriate for
any sequence data problem. Second, we provide new results for splice-site prediction that should be of
great interest to the gene-finding community.
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2 Related Work

Feature selection techniques have been studied extensively in text categorization[1–5]. Recently they
have begun receiving more attention for applications to biological data. Liu and Wong [6] give a good
introduction for filtering methods used for the prediction of translation initiation sites. Degroves et al. [7]
describe a wrapper approach which uses both SVMs and Naive Bayes to select the relevant features for
splice sites. Other recent work includes models based on maximum entropy [8], in which only a small
neighborhood around the splice site is considered. Zhang et al. [9] propose a recursive feature elimination
approach using SVM and Saeys et al. have also proposed a number of different models [10, 11]. Finally,
SpliceMachine [12] is the latest addition with compelling results for splice-site prediction.

In addition, there is a significant amount of work on splice-site prediction. One of the most well-known
approaches is GeneSplicer proposed by Pertea et al [13]. It combines Maximal Dependency Decomposi-
tion (MDD) [14] with second order Markov models. GeneSplicer is trained on splice-site sequences 162
nucleotides long. This splice neighborhood is larger than most other splice-site programs [15]. GeneS-
plicer, similar to most other programs, assumes that splice sites follow the AG/GT nucleotide-pair con-
sensus for acceptor and donor sites respectively. It uses a rich set of features including position-specific
nucleotides and upstream/downstream trinucleotides.

3 Data Description

We validate our methods on a dataset which contains 4, 000 RefSeq3 pre-mRNA sequences. Each se-
quence contains a whole human gene with 1, 000 additional nucleotides before and after the annotated
start and stop locations of the gene. The base alphabet is {a, c, g, t}. The sequences have a non-uniform
length distribution ranging from 2, 359 nucleotides to 505, 025 nucleotides. In a pre-mRNA sequence, a
human gene is a protein coding sequence which is characteristically interrupted by non-coding regions,
called introns. The coding regions are called exons and the number of exons per gene in our dataset varies
non-uniformly between 1 and 48. The acceptor splice site marks the start of an exon and the donor splice
site marks the end of an exon. All the pre-mRNA sequences in our dataset follow the AG consensus for
acceptors and GT consensus for donors.

We extract acceptor sites from these sequences. Following the GeneSplicer format, we mark the splice
site and take a subsequence consisting of 80 nucleotides upstream from the site and 80 nucleotides down-
stream. We extract negative examples by choosing random AG-pair locations that are not acceptor sites
and selecting subsequences as we do for the true acceptor sites. Our data contains 20,996 positive in-
stances and 200,000 negative instances.

4 Feature Generation

In this section we present a number of feature types for splice-site prediction and their corresponding con-
struction procedures. If applied naively, the construction procedures produce feature sets, which become
easily intractable. To keep the number of features at manageable levels, we then propose a general pur-
pose feature generation algorithm which integrates feature construction and selection in order to produce
meaningful features.

4.1 Feature Types and Construction Procedures

The feature types that we consider capture compositional and positional properties of sequences. These
apply to sequence data in general and the splice-site sequence prediction problem in particular. For each
feature type we describe an incremental feature construction procedure. The feature construction starts
with an initial set of features and produces the constructed set of features. Incrementally, during each
iteration, it produces richer, more complex features for each level of the output feature set.

3 http://www.ncbi.nlm.nih.gov/RefSeq/
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Compositional features A k-mer is a string of k-characters.We consider the general k-mer composition
of sequences for k values 2, 3, 4, 5 and 6. Given the alphabet for DNA sequences, {a, c, g, t}, the number
of distinct features is 4k for each value of k. There is a total of 5, 456 features for the k values we consider.

Construction Method. This construction method starts with an initial set of k-mer features and extends
them to a set of (k + 1)-mers by appending the letters of the alphabet to each k-mer feature. As an
example, suppose an initial set of 2-mers Finitial = {ac, cg}. We construct the extended set of 3-mers
Fconstructed = {aca, acc, acg, act, cga, cgc, cgg, cgt}. Incrementally, in this manner we can construct
levels 4, 5 and 6.

Region-specific compositional features Splice-site sequences characteristically have a coding region and
a non-coding region. For the acceptor splice-site sequences, the region of the sequence on the left of the
splice-site position (upstream) is the non-coding region, and the region of the sequence from the splice-
site position to the end of sequence (downstream) is the coding region. It is expected that these regions
exhibit different compositional properties. In order to capture these differences we use region-specific k-
mers. Here we also consider k-mer features for k values 2, 3, 4, 5 and 6. Thus the total number of features
is 10, 912.

Construction Method. The construction procedure of upstream and downstream k-mer features is the
same as the general k-mer method, with the addition of region indication.

Positional features Position-specific nucleotides are the most common features used for finding signals
in the DNA stream data [14–16]. These features capture the correlation between different nucleotides
and their relative positions. Our sequences have a length of 160 nucleotides, therefore our basic position-
specific feature set contains 640 features.

In addition, we want to capture the correlations that exist between different nucleotides in different
positions in the sequence. Several studies have proposed position-specific k-mers, but this feature captures
only the correlations among nearby positions. Here we propose a conjunctive position-specific feature. We
construct these complex features from conjunctions of basic position-specific features. The dimensionality
of this kind of feature is inherently high.

Construction Method. We start with an initial conjunction of basic features and add another conjunct
basic feature in an unconstrained position. Let our basic set be Fbasic = {a1, c1, ..., gn, tn}, where,
for example, a1 denotes nucleotide a at the first sequence position. Now, if our initial set is Finitial =
{a1, g1}, we can extend it to the level 2 set of position-specific base combinations Fconstructed = {a1 ∧
a2, a1 ∧ c2, ..., g2 ∧ tn}. Incrementally, in this manner we can construct higher levels. For each iteration,

if the number of conjuncts is k we have a total of
(

n

k

)

× 4k such features for a sequence of length n.

4.2 Feature Selection

Feature selection methods reduce the set of features by keeping only the useful features for the task at
hand. The problem of selecting useful features has been the focus of extensive research and many ap-
proaches have been proposed [1–3, 5, 17]. In our experiments we consider several feature selection meth-
ods to reduce the size of our feature sets, including Information Gain (IG), Chi-Square (CHI), Mutual
Information (MI) [18] and KL-distance (KL) [2]. Due to space limitations, in the experiments section, we
present the combination that produced the best results. We used Mutual Information to select composi-
tional features and Information Gain to select positional features during our feature generation step.

4.3 Feature Generation Algorithm (FGA)

The traditional feature selection approaches consider a single brute force selection over a large set of all
features of all different types. We emphasize a type-oriented feature selection approach. The type-oriented
approach introduces the possibility of employing different feature selection models for each type set; i.e.
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for a feature set whose dimensionality is not too high we may use a wrapper approach [1] in the selection
step, while for a large feature type set we may use filter approaches [3]. Also, in this manner features of
different types can be generated in a parallel fashion. In order to employ the information embedded in the
selected features for sequence prediction, we propose the following algorithm:

– Feature Generation. The first stage generates the feature sets for each feature type. We start with
several defined feature types. For each feature type, we tightly couple together a feature construction
step and a feature selection step and, iterating through these steps, we generate richer and more
complex features. We specify a feature selection method for each feature type and thus, during each
iteration, eliminate a subset of features that are obtained from the construction method. These features
are usually assigned a low selection score and their elimination will not affect the performance of the
classification algorithm.

– Feature Collection and Selection. In the next stage, we collect all the generated features of different
types and apply another selection step. This selection step is performed because features of a particu-
lar type may be more important for the sequence prediction. We produce a set of features originating
from different feature types and different selection procedures.

– Classification. The last stage of our algorithm builds a classifier over the refined set of features and
learns a model for the given dataset.

In addition to being computationally tractable, this feature generation approach has other advantages such
as the flexibility to adapt with respect to the feature type and the possibility to incorporate the module in
a generic learning algorithm.

5 Experimental Results for Splice Site Prediction

We conducted a wide range of experiments to support our claims, and here we present a summary of
them. For our experiments, we considered a range of classifiers. We present results for the classifier that
consistently gave the best results, called C-Modified Least Squares (CMLS) [19]. CMLS is a wide margin
classifier related to Support Vector Machines (SVM), but has a smoother penalty function. This allows
the calculation of gradients which can provide faster convergence.

5.1 Performance Measures

We use the 11-point average measure[20] to evaluate the performance of our algorithm. To calculate this
measure, we rank the test data in decreasing order of scores. For a threshold t, the test data points above the
threshold are the sequences retrieved. Of these, those that are true positives (TP ) are considered relevant.
Recall is the ratio of relevant sequences retrieved to all relevant sequences (including those missed) and
precision is the ratio of relevant sequences retrieved to all retrieved sequences. For any recall ratio, we
calculate the precision at the threshold which achieves that recall ratio and compute the average precision.
The 11-point average precision (11ptAVG) is the average of precisions estimated at the 11 recall values
0%, 10%, 20%, ., 100%. At each such recall value, the precision is estimated as the highest precision
occurring at any rank cutoff where the recall is at least as great as that value.

The measures of sensitivity (Se) and specificity (Sp) commonly used by the computational biology
community correspond respectively to the recall and precision definitions. Another performance measure
commonly used for biological data is the false positive rate(FPr) defined as FPr =

(

FP

FP+TN

)

where
FP , and TN are the number of false positives and true negatives respectively. By varying the decision
threshold of the classifier FP can be computed for all recall values. We also present results using this
measure.

In all our experiments, the results reported use three-fold cross-validation.

45



A Feature Generation Algorithm for Sequences with Application to Splice-Site Prediction 5

Accuracy Comparison for k-mer generation

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

{2} {2,3} {2,3,4} {2,3,4,5} {2,3,4,5,6}

Sets of k-mers

1
1
p

tA
v
g

 P
re

c
is

io
n

Set of all k-mers

Set of selected 50%

Accuracy Comparison for Upstream/Downstream

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Upstream k-mer Downstream k-mer General k-mer

1
1

p
tA

v
g

 P
re

c
is

io
n

{2}

{2,3}

{2,3,4}

{2,3,4,5}

{2,3,4,5,6}

(a) (b)

Fig. 1: (a) 11ptAVG precision results of the different collection sets of k-mers with no selection (Sets of
{2},...,{2,3,4,5,6}-mers) and 50% of the features after using mutual information for selection (Sets of selected 50%)
(b) Comparison between different feature type sets performances, upstream k-mers, downstream k-mers, and general
k-mers shown in sets of {2},...,{2,3,4,5,6}-mers.

5.2 Accuracy Results of FGA

In the following experiments we present the evaluation of four different feature types, which carry posi-
tional and compositional information. As discussed in Section 4.3 initially we evaluate them separately
and then identify the best group of features for each type before combining them.

Compositional features and splice-site prediction We examine each k-mer feature set independently for
each value of k. We use the whole k-mer set to construct the new (k + 1)-mer set. In our experiments,
we found the MI selection method works best for compositional features. Figure 1(a) shows the accuracy
results for the general k-mer features as we collect them through each iteration. Note that reducing the
number of features in half has little effect on the overall performance. In Figure 1(b) we highlight the
contribution of the region-specific k-mer features at each iteration. It is clear that k-mer features carry
more information when associated with a specific region (upstream or downstream) and this is shown
by the significant increase in their 11ptAVG precisions. We combine upstream and downstream k-mer
features and summarize the results in Figure 2(b) along with the individual performances of each feature
type. These features show an 11ptAVG precision of 77.18%, as compared to 39.84% of general k-mers.

Next, we collect the generated compositional features in the feature collection and selection stage of
our algorithm. During this step, we pick 2, 000 compositional features of different types without affecting
the performance of the classification algorithm. From this final set we observe that, in general, higher
level k-mers are more informative for splice-site prediction. Furthermore, we find that the generated final
k-mer feature set reveals more 5-mers and 6-mers originating from the downstream (coding) region. This
is to be expected since these features can capture the compositional properties of the coding region.

Positional features and splice-site prediction Position-specific nucleotides, which constitute our basic
feature set Fbasic, give a satisfactory 11ptAvg precision, 80.34%. This is included in the graph in Fig-
ure 2(b). An initial observation of the conjunctive position-specific features reveals that, for pair-wise
combinations, we have over 200, 000 unique pairs and for combinations of triples this number exceeds
40 million. Using our feature generation algorithm, we generate higher levels of this feature type, start-
ing with the basic position-specific nucleotide features. For each conjunct level we use the construction
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Accuracy of Position Specific Features generated 
with FGA vs. Random

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

P2 P3 P4

Set of Position Specific Combinations Level 2, 3, 4

1
1
p

tA
v
g

 P
re

c
is

io
n

FGA

Random

Accuracy Comparison for Different Feature Sets

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

G e n e ra l k -m e r U p stre a m  k -m e r D o w n stre a m  k -m e r U p stre a m /D o w n stre a m P o sitio n  S p e c ific  B a se s P o sitio n  S p e c ific  C o mb G e n e S p lic e r

Generated Feature Types

11
p

tA
vg

 P
re

ci
si

o
n

General k-mer

Upstream k-mer

Downstream k-mer

Upstream/Downstream

Position Specific Bases

Position Specific Comb

GeneSplicer

(a) (b)

Fig. 2: a) 11ptAvg Precision results for the position specific feature sets generated with FGA algorithm vs randomly
generated features. b) Performance results of the FGA method for different feature types as well as the GeneSplicer
program

method to get the next level of features. We use the IG selection method to select the top scoring 1, 000
features and repeat the generation to get the next level using the selected set of features as the initial set.
We explore from one to four conjuncts denoted as (P1, P2, P3, P4).

In Figure 2(a), we show the performances of the conjunctive feature sets P2, P3, and P4. For com-
parison, we introduce a baseline method, which randomly picks 1, 000 conjunctive features from each
level of two, three and four conjuncts. We randomly generate 10 rounds of such feature sets from each
level and we compute the average performance for the level. We compare our feature generation algo-
rithm against this random generation baseline. As we can see from the figure, FGA outperforms random
selection significantly.

In the feature collection and selection step, we combine the FGA generated features that carry posi-
tional information. Without any loss in 11ptAVG precision we select the top 3, 000 features of this collec-
tion. The 11ptAvg precision that this collection set gives for the acceptor splice-site prediction is 82.67%
as summarized in Figure 2(b). These results clearly show that using more complex position-specific fea-
tures is beneficial. In particular, we observe that pairs of position-specific bases, i.e. level 2 features, are
a very important feature set that should be exploited. Interestingly, typically they are not considered by
existing splice-site prediction algorithms. Figure 2(b) also shows the performance of GeneSplicer on the
same dataset. We see that our positional features combination performs better than GeneSplicer.

The final collection and comparison with GeneSplicer In the following set of experiments, we show
the results after we collect the features of all types that we have generated. We run our CMLS classifica-
tion algorithm with a feature set of size 5, 000 containing general k-mers, upstream/downstream k-mers,
position-specific nucleotides and conjunctions of position-specific features. We achieve an 11ptAVG pre-
cision performance of 86.31%. This compares quite favorably with one of the leading programs in splice-
site prediction, GeneSplicer, which yields an accuracy of 81.89% on the same dataset. The precision
results at all individual recall points are shown in Figure 3(a). As it can be seen from the figure, our
precision results are consistently higher than those of GeneSplicer at all 11 recall points. For these exper-
iments, in Figure 3(b), we have included the results of repeated selection for IG, MI, CHI and KL feature
selection methods. Since the collection stage of our algorithm allows for several feature selection steps,
we explore more aggressive feature selection options and see that smaller feature sets of even 2, 000 also
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Fig. 3: (a) The precision values for FGA and GeneSplicer at 11 recall points (b) 11ptAverage precision results for
FGA varying the feature set size, compared to GeneSplicer

outperform GeneSplicer. Of these, we prefer the IG selection method since it retains the high precision of
greater than 86% and in such problems of biological nature a higher specificity is very important.

In order to give further details on the difference between the performances of the two programs we
present the false positive rates for various sensitivity values in Figure 4. Our feature generation algorithm,
with its rich set of features, consistently performs better than GeneSplicer. Our false positive rates are
favorably lower at all recall values. At a 95% sensitivity rate the FPr decreased from 6.2 to 4.3%.
This is a significant reduction in false positive predictions. This can have a great impact when splice-site
prediction is incorporated into a gene-finding program.

6 Conclusions

We presented a general feature generation framework, which integrates feature construction and feature
selection in a flexible manner. We showed how this method could be used to build accurate sequence
classifiers. We presented experimental results for the problem of splice-site prediction. We were able to
search over an extremely large space of feature sets effectively, and we were able to identify the most
useful set of features of each type. By using this mix of feature types, and searching over combinations
of them, we were able to build a classifier which achieves an accuracy improvement of 4.4% over an
existing state-of-the-art splice-site prediction algorithm. The specificity values are consistently higher for
all sensitivity thresholds and the false positive rate has favorably decreased. In future work, we plan to
apply our feature generation algorithm to more complex feature types and other sequence prediction tasks,
such as translation start site prediction.
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Abstract. With the increasing size of databases, feature selection has become a relevant and challenging 
problem for the area of knowledge discovery in databases. An effective feature selection strategy can 
significantly reduce the data mining processing time, improve the predicted accuracy, and help to 
understand the induced models, as they tend to be smaller and make more sense to the user. Many feature 
selection algorithms assumed that the attributes are independent between each other given the class, which 
can produce models with redundant attributes and/or exclude sets of attributes that are relevant when 
considered together. In this paper, an effective best first search algorithm, called buBF, for feature 
selection is described. buBF uses a novel heuristic function based on n-way entropy to capture inter-
dependencies among variables. It is shown that buBF produces more accurate models than other state-of-
the-art feature selection algorithms when compared on several synthetic and real datasets. 
 
Keywords: Data mining, Feature selection, n-way entropy. 
 
 
1 Introduction 
 
Data mining is mainly applied to large amounts of stored data to look for the implicit knowledge hidden 
within this information. To take advantage of the enormous amount of information currently available in 
many databases, algorithms and tools specialized in the automatic discovery of hidden knowledge within 
this information have been developed. This process of non-trivial extraction of relevant information that 
is implicit in the data is known as Knowledge Discovery in Databases (KDD), in which the data mining 
phase plays a central role in this process.   

It has been noted, however, that when very large databases are going to get mined, the mining 
algorithms get very slow, requiring too much time to process the information. One way to approach this 
problem is to reduce the amount of data before applying the mining process. In particular, the pre-
processing method of feature selection, applied to the data before mining, has been shown to be promising 
because it can eliminate the irrelevant or redundant attributes that cause the mining tools to become 
inefficient and ineffective. At the same time, it can preserve-increase the classification quality of the 
mining algorithm (accuracy) [1].   

Although there are many feature selection algorithms reported in the specialized literature, none of 
them are perfect: some of them are effective, but very costly in computational time (e.g., wrappers 
methods), and others are fast, but less effective in the feature selection task (e.g., filter methods). 
   Specifically, wrapper methods, although effective in eliminating irrelevant and redundant attributes, are 
very slow because they apply the mining algorithm many times, changing the number of attributes each 
time of execution as they follow some search and stop criteria [2]. Filter methods are more efficient; they 
use some form of correlation measure between individual attributes and the class [3]; however, because 
they measure the relevance of each isolated attribute, they cannot detect if redundant attributes exist, or if 
a combination of two (or more) attributes, apparently irrelevant when analyzed independently, are indeed 
relevant [4].  

In this article we propose a feature selection method that tries to solve these problems in a supervised 
learning context. Specifically, we use a heuristic search alternative, inspired by the Branch & Bound 
algorithm, which reduces considerably the search space, thus reducing the processing time. Additionally, 
we propose a novel evaluation criterion based on an n-way entropy measure that, at the same time, selects 
the relevant attributes and discovers the important inter-dependences among variables of the problem. 
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To cover these topics, the article is organized as follows: Section 2 surveys related work; Section 3 
introduces our feature selection method; Section 4 details the experiments; conclusions and future 
research directions are offered in Section 5.   
 
 
2 Related Work 
 
The emergence of Very Large Databases (VLDB) leads to new challenges that the mining algorithms of 
the 1990´s are incapable to attack efficiently. According to [5], from the point of view of the mining 
algorithms, the main lines to deal with VLDB (scaling up algorithms) are: a) to use relational 
representations instead of a single table; b) to design fast algorithms, optimizing searches, reducing 
complexity, finding approximate solutions, or using parallelism; and c) to divide the data based on the 
variables involved or the number of examples. In particular, some of these new approaches in turn give 
origin to Data Reduction that tries to eliminate variables, attributes or instances that do not contribute 
information to the KDD process. These methods are generally applied before the actual mining is 
performed.  

In fact, the specialized literature mentions the curse of dimensionality, referring to the fact that the 
processing time of many induction methods grows dramatically (sometimes exponentially) with the 
number of attributes. Searching for improvements on VLDB processing power (necessary with tens of 
attributes), two main groups of methods have appeared: wrappers and filters [5]. We focus our research 
on filters methods with, near to, optimum solutions because of their relatively low computational cost. 

Narendra [6] and others [7], [8], [9] have proposed a filter method for optimal feature selection. In 
general, they use the Branch & Bound algorithm, starting the search with all the D features and then 
applying a backward elimination feature strategy, until they obtain d optimal features (d < D). 
Additionally, they use a monotonic subset feature evaluation criterion: i.e., when augmenting 
(subtracting) one feature to the feature subset, the criterion value function always increases (decreases). 
The monotonicity property allows us to prune unnecessary sub-trees (e.g., sub-trees that do not improve 
the solution because they have values less than the bound obtained for another sub-tree). These 
approaches have demonstrated to be efficient; however, they have several drawbacks, because they need: 
• An a priori definition of the number of features d (equal to the maximum tree deep level to consider); 
this is a problem because, in most cases, the number of relevant attributes is previously unknown, 
• To start evaluating all the features (top-down strategy); this strategy represents high computational cost 
at the beginning of the subset feature search process, 
• To use a monotonic subset evaluation criterion; although a monotonic criterion permits safe sub-trees 
cut offs, it assumes that the features are independent between each other, given the class attribute. 

Trying to tackle these problems, in this paper we propose a bottom-up Best First method that is 
described in the next Section. 
 
 
3 Bottom-Up Best First 
 
The proposed method basically has two components: a) the evaluation function of each feature subset (in 
a supervised learning context), and b) the search strategy.   

 
3.1 Evaluation criterion 
 
With respect to the feature subset evaluation criterion, we proposed a non-monotonic function that, 
essentially, is calculated in a similar way to the Shannon entropy, only that instead of considering the 
entropy of one single feature, or attribute, against the class attribute (2-way entropy, or traditional 
entropy), it is calculated considering the entropy of two (or more attributes) against the class (n-way 
entropy). With this approach, we sought to capture the inter-dependences among attributes.   
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Formally, the traditional entropy H of a variable X after observing values of another variable Y is 
defined as: 
 
                            H (X | Y) =  – Σ j P(yj )  Σ i P ( xi  | yj   ) log2 (P ( xi  | yj   )),                                           (1) 
 
where P(xi | yj ) is the posterior probabilities of X given the values of Y. We obtain the n-way entropy Hn 
with the same equation but, instead of using the count of only one attribute, we count the number of times 
that a particular combination of attribute values appears, against the class value, taking into account all 
the instances of the dataset. In this form, if the n-way entropy Hn decreases, using a particular feature 
subset, means that we have additional information about the class attribute. For instance, if U and V are 
different attribute subsets, C is the class attribute, and if Hn(U|C) > Hn(V|C), then we conclude that 
subset V predicts better than subset U.  
   The idea of calculating in this manner the n-way entropy is inspired by the work of Jakulin and Bratko 
[10]. Although they calculate this in a more costly way using the concept of Interaction Gain I. For 
instance, they obtain the 3-way interactions using:  
 
                            I (X; Y; C) = H(X|C) + H(Y|C) – H(X,Y|C) – { H(X) + H(Y) – H(X,Y)  },                     (2) 
 
so, we experiment with the n-way entropy variant Hn because of its simplicity and its relative low 
computational cost.   

Nevertheless, a defect or problem with the n-way entropy Hn is that it decreases quickly when the 
number of the combined attribute values grows, resulting as ”false” low entropy.  In an extreme case, it is 
possible that we can count as many different combined attribute values as the total number of dataset 
instances.  If we count as many combined attribute values as instances, then the entropy will be zero 
(perfect). But this does not necessarily reflect, in an effective way, how that combination of attributes is 
relevant.  The specialized literature has already reported how the entropy tends to prefer those attributes 
that have more different values, then, an attribute randomly generated could be considered better than 
another attribute observed from the real system.   

Although there are some proposals to mitigate the problem (e.g., gain ratio or symmetrical uncertainty), 
they usually add an extra computational cost; because of that, we directly apply a reward to the n-way 
entropy considering the number of values that a specific attribute (or attributes) can take.  Our proposed 
evaluation criterion, or metric, is defined as: 
 
                           nwM =  λ  ( Hn ) + (1 –  λ)(tot. combined attribute values  / tot. instances)                  (3) 
 
With this metric, a balance between the n-way entropy Hn and the combined attribute values is sought, 
obtaining a metric, now called nwM, to detect relevant and inter-dependant features. The λ parameter can 
take values between zero and one and it is defined by the user according to how much weight he desires 
to give to each term. We empirically test the proposed metric, and obtain very promising results (see 
Section 4).   
 
3.2 Search strategy 
 
With respect to the search strategy, we propose to explore a search tree with forward feature selection or 
bottom-up schema.   

The idea consists in using a best first search strategy: always expanding (aggregates a new feature) to 
the node (attribute subset) whose metric is the best of the brother nodes (node with the smaller nwM) and 
better than the parent node, stopping the search when none of the expanded nodes are better than the 
parent node.  In this case, following the best first search strategy, the search continues selecting the best 
non-expanding node, according to the metric, and expanding until none of the children nodes are better 
than the parent node, and so on.   
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Thus, the proposed search schema explores the most promising attribute combinations according to the 
non-monotonic metric, generating several possibly good solutions. At the same time, it carries out sub-
tree pruning, when the nwM metric has indicated, heuristically, that continuing to explore some of those 
sub-trees, maybe will not improve the evaluation criterion. The search process stops when the memory 
has been saturated, or when all the nodes have been expanded. The modified algorithm, called now 
bottom-up Best First (buBF), is shown in Fig. 1 (|| . || is the set size).   

 
Given a dataset with D features and N instances, and λ ∈ [0,1), 
 
1. obtain nwM (2-way entropy) for each feature in the dataset; 
2. while (available memory) or (unexplored nodes) do begin 
3.    select for expansion the feature subset F with the best nwM and  
                                                                    better than his parent node; 
4.    for  I := 1 to ( D –  || F || ) do begin 
5.      obtain nwM ( F ∪ I  |  I ∉ F );           
6.    end; 
7. end; 
8. show feature subset with the best nwM; 
 

Fig. 1.  buBF algorithm. 
 

The proposed search seems like a Branch & Bound strategy, in the sense that it prunes sub-trees that 
maybe will not conduct to better solutions, according to the evaluation criterion.  Nevertheless, it is not 
exactly equal to the feature selection Branch & Bound schema reported in the specialized literature.  

The differences basically consist of: 
• Instead of removing attributes and evaluating the resulting feature subset (backward elimination), our 
method adds attributes and evaluates (forward selection). Using forward selection we will be able to 
process datasets with more features. 
• Instead of using a monotonic evaluation criterion, a non-monotonic criterion is employed. Although 
sub-tree pruning is not safe using a non-monotonic criterion, our heuristic measure captures attributes 
inter-dependencies. 
• Instead of having to define an a priori tree depth, in our case the tree depth search is variable, and 
depends on the evaluation criterion: this criterion indicates stopping the depth search when none children 
node is better than the parent node.   
• In our case, adding nodes (attributes) is sought to determine not only the relevant attributes, but also 
their inter-dependences, being that other methods reported in the literature assumes attribute 
independence [8].   
 
 
4 Experiments 
 
We conducted several experiments with synthetic and real datasets to empirically evaluate if buBF can do 
better in selecting features than other well-known feature selection algorithms, in terms of learning 
accuracy and processing time. We choose synthetic datasets in our experiments because the relevant 
features of these datasets are known beforehand. 
 
4.1 Experimentation details 
 
The experimentation objective is to observe the buBF behavior related to classification quality and 
response time using 10 synthetic datasets, each of them with different levels of complexity. To obtain the 
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10 datasets we use the functions described in [11]. Each of the datasets has nine attributes (1.salary, 
2.commission, 3.age, 4.elevel, 5.car, 6.zipcode, 7.hvalue, 8.hyears, and 9.loan) plus the class attribute 
(with class label Group “A” or “B”); each dataset has 10,000 instances. The values of the features of each 
instance were generated randomly according to the distributions described in [11]. For each instance, a 
class label was determined according to the rules that define the functions. For example, function 9 uses 
four attributes and classifies an instance following the statement and rule shown in Fig. 2. 
 
 

 
disposable :=  (0.67 * ( salary + commission ) – 5000 * elevel – 0.2  *  loan  –  10000)
 
                   IF  ( disposable  >  0 ) THEN class label := Group “A” 
                       ELSE class label := Group “B” 
 

Fig. 2. A function example. 
 
We experiment too with the corrAL (and corrAL-47: see [12] for details) synthetic dataset, that has four 
relevant attributes (A0, A1, B0, B1), one irrelevant ( I ) and one redundant ( R ); the class attribute is 
defined by the function Y = (A0 ∧A1) ∨ (B0 ∧ B1). Finally, we test our proposed method with a real 
database with 24 attributes and 2,770 instances; this database contains information of Mexican electric 
billing costumers, where we expect to obtain patterns of behavior of illicit customers. 

In order to compare the results obtained with buBF, we use Weka´s [13] implementation of ReliefF, 
OneR and ChiSquared feature selection algorithms. These implementations were run using Weka´s 
default values, except for ReliefF, where we define to 2 the number of neighborhood, for a more efficient 
response time. Additionally, we experiment with 7 Elvira´s [14] filter-ranking methods: Mutual 
Information, Euclidean, Matusita, Kullback-Leibler-1 and 2, Shannon and Bhattacharyya.  

To select the best ranking attributes, we use a threshold defined by the largest gap between two 
consecutive ranked attributes (e.g., a gap greater than the average gap among all the gaps [12]). In the 
case of buBF, we set λ to 0.85 for all the experiments. All the experiments were executed in a personal 
computer with a Pentium 4 processor, 1.5 GHz, and 250 Mbytes in RAM.  In the following Section the 
obtained results are shown.   

 
4.2 Experimental results 
  
Using 10 synthetic datasets, the features selected by each method are shown in Table 1, where “Oracle” 
represents a perfect feature selection method (it selects exactly the same features that each function uses 
to generate the class label). We can observe that, in some cases, the methods almost select the same 
features, but there are other functions in which the methods disagree. For function 8, only OneR cannot 
determine any feature subset, because ranks all attributes equally. 
   Next, we used the selected features for each method as input to the decision tree induction algorithm 
J4.8 included in the Weka tool. J4.8 is the last version of C4.5, which is one of the best-known induction 
algorithms used in data mining. We use 10-fold cross validation in order to obtain the average test 
accuracy for each feature subset. The results are shown in Table 2 (in this case, using all the attributes 
results in the same accuracy than using only the oracle attributes). 
   To summarize the obtained results in Table 2, we count the times when buBF wins, losses or ties 
against the other methods. This information is reported in Table 3, where it can be observed that buBF has 
a good performance, because there was only loss one time versus ReliefF, and one time versus 
ChiSquared, but it still maintained good accuracy. 
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Table 1. Features selected by different methods (10 synthetic datasets). 
Method 
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B

F 

1 3 3 3 3 3 9-7-
2-8 9-1 3 3 3 3 3 

2 1-3 1 2-1 1 1-2 1 9-3-
7-1 1 3-1 1 1-2 3-1 

3 3-4 4-3 4 4-3 4-3 4-3 3-9-1 4-3 4-3 4-3 4-3 3-4 
4 1-3-4 1 2-1 1 1 1 1-9 1 1-4-2 1-2 1-2 4-3-1 

5 1-3-9 9-1 9-4 9 9 9-1 1-3 9 9-3-1 9 9 5-2-
3-9 

6 1-2-3 1-3-2 2 1-3 1-3 1 3 1-3-2 3-1-2 3-1-2 1-3-2 1-2-3 
7 1-2-9 9 2-9 9 9-1-2 9 1-9 9-1 9-1-2 9 9-1-2 9-1-2 
8 1-2-4 2-1 2-4-1 2-1 2-1-4 2-1 9-3 2-1 1-2-4 - 1-2-4 4-2-1 

9 1-2-
4-9 9 2-4-9 9-1 9 9 9 9-1 9-1-2 9 9-1-

2-4-3 2-1-9 

10 
1-2-
4-7-
8-9 

4 4 4 4 4 9-1-3 4 8 4 4-8-
7-6 6-8-4 

    
Table 2.  J4.8´s accuracies (%) using the features selected by each method (10 synthetic datasets). 
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2 100 100 100 73 73 73 73 73 73 73 73 100 
3 100 100 100 100 100 100 100 100 100 100 68 59 
4 100 100 90 84 84 84 84 84 84 84 84 84 
5 100 91 100 74 74 82 74 74 74 82 74 60 
6 99 99 99 99 99 99 87 87 99 68 64 69 
7 98 98 98 98 94 86 98 86 86 86 88 94 
8 100 100 100 100 99 99 100 99 - 99 100 98 
9 97 94 94 97 92 85 85 92 85 85 88 85 

10 99 99 80 99 97 97 99 97 98 97 97 80 
Avg. 99.3 98.1 96.1 92.4 91.2 90.5 89.8 89.2 84.9 84.1 83.6 79.6 
 

Table 3.  buBF accuracy results summary vs. other methods (10 synthetic datasets).  
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Win 0 7 2 3 7 7 5 8 9 9 8 5.9 
Loss 2 0 1 1 0 0 0 0 0 0 0 0.4 
Tie 8 3 7 6 3 3 5 2 1 1 2 3.7 
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With respect to the processing time, this is shown in Table 4. We observe that, although buBF is 
computationally more expensive than OneR and ChiSquared, these algorithms cannot detect some 
attribute inter-dependencies; on the other hand, buBF is faster than ReliefF, but with similar, or better, 
feature selection performance.  
   To have a better idea of the buBF performance, we can compare the results presented previously against 
the results produced by an exhaustive wrapper approach.  In this case, we can calculate that, if the average 
time required to obtain a tree using J4.8 is 1.1 seconds, and if we multiply this by all the possible attribute 
combinations, then we will obtain that 12.5 days, theoretically, would be required to conclude such a 
process.  

 
Table 4. Averaged processing time for each method (10 synthetic datasets). 

Exhaustive 
wrapper 

ReliefF OneR ChiSquared
and Elvira 

buBF 

1,085,049 secs. 
(12.5 days) 

573 secs. 
(9.55 mins.)

8 secs. 1 sec. 71 secs. 
(1.18 mins.) 

 
In order to observe how the selected features (Table 1) respond with another classifier, we use these 
features as input to the Naïve Bayes Classifier (NBC) included in the Weka tool. Results are shown in 
Table 5. Again, buBF obtains satisfactory accuracy results. 
 

Table 5.  NBC´s averaged accuracies (%) for 10-fold-cross validation 
using the features selected by each method (10 synthetic datasets). 
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1 89 89 89 89 89 89 89 89 89 67 89 67 
2 69 69 69 64 69 69 64 69 64 69 69 68 
3 65 65 65 65 65 65 65 65 66 65 65 58 
4 76 76 76 76 76 76 70 69 70 76 70 76 
5 68 68 68 68 68 68 68 68 68 68 68 60 
6 71 71 72 72 71 71 71 71 59 60 71 58 
7 89 89 86 89 88 86 89 89 86 86 86 88 
8 99 99 98 99 98 98 99 99 99 98 50 98 
9 89 88 88 85 88 85 88 88 86 85 85 85 

10 98 98 98 98 98 98 97 80 98 98 98 80 
Avg. 81.3 81.2 81 81 81 80.5 80 78.7 78.5 77.2 75.1 73.8 

 
When we test with the corrAL and corrAL-47 datasets [12], our method was the only that can remove the 
redundant attribute (Table 6; results for FCBF method was taken from [12]). This suggests that our 
method, although requires more processing time, is a good approach to capture inter-dependencies among 
attributes. On the other hand, buBF processing time is competitive when we try to use wrapper feature 
selection methods.  
   Finally, testing over the electric billing database, buBF obtains the best accuracy ties with Kullback-
Leibler-2, but with less attributes (Table 7).  
   We point out that we do not carry out comparisons against Branch & Bound methods because, in 
general, these require a previous definition of the number of attributes to select, which is not necessary 
with buBF. 
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Table 6. Features selected by different methods (corrAL and corrAL-47 datasets). 

Features selected Method 
corrAL corrAL-47 

buBF B1, B0, A1, A0 A0, A1, B0, B1 
ReliefF R, A0, A1, B0, B1 R,B11,A0,A00,B1,B10,B0,B00,B02,A1,A10 

FCBF(log) R, A0 R, A0, A1, B0, B1 
FCBF(0) R, A0, A1, B0, B1 R, A0, A1, B0, B1 

  
Table 7.   J4.8´s accuracies (%) for 10-fold-cross validation 

using the features selected by each method (electric billing database). 
Method Total 

features 
selected 

Accuracy 
(%) 

Pre-processing time 

buBF 5 97.50 1.5 mins. 

Kullback-Leibler 2 9 97.50 6 secs. 

All attributes 24 97.25 0 

ChiSquared 20 97.18 9 secs. 

OneR 9 95.95 41 secs. 

ReliefF 4 93.89 14.3 mins. 

Euclidean distance 4 93.89 5 secs. 

Shannon entropy 18 93.71 4 secs. 

Bhattacharyya 3 90.21 6 secs. 

Matusita distance 3 90.21 5 secs. 

Kullback-Leibler 1 4 90.10 6 secs. 

Mutual Information 4 90.10 4 secs. 

 
 
5 Conclusions and Future Work 
 
We  have  presented a  new  algorithm  for  feature  selection  that  tries  to  overcome  some drawbacks found in 
Branch & Bound feature selection algorithms. Thus, the proposed method follows a forward attribute selection 
(instead of backward, like other methods do) finding reductions in processing time, because it is less costly to obtain 
the evaluation criterion for few attributes than for all the features.  
   Additionally, we propose a new subset evaluation criterion, that considers a balanced n-way entropy with respect 
to the combined attribute values; this metric is not very expensive and, due to the fact that is non-monotonic, 
heuristically allows pruning the search tree, with additional processing time savings. Furthermore, the n-way entropy 
considers the inter-dependences among features, obtaining not only isolated relevant features, and doing 
unnecessary a previously definition of the tree depth. 
   From the experimental results, the proposed method buBF represents a promising alternative, compared 
to other methods, because of its acceptable processing time and good performance in the feature selection 
task. 

Some future research issues arise with respect to buBF improvement. For example: further 
experimentations with more real databases; comparing against other similar methods (e.g., Liu´s ABB 
[15]); using another metric variations to eliminate the λ parameter (e.g., DKM) and using more efficient 
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search methods (e.g. multi-restart hill-climbing); improving the tree pruning strategy and test the method 
with data sets with more instances and attributes.  
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Pairwise Constraints-Guided Dimensionality Reduction

Wei Tang∗ Shi Zhong†

Abstract

Dimensionality reduction is a commonly used technique to handle high-dimensional data. It
is well-studied in both unsupervised learning (clustering) and supervised learning (classification)—
Principal Component Analysis and Fisher’s Linear Discriminant Analysis are representative examples
of the two categories, respectively. In this paper, we exploit a common type of background knowledge
in the form of pairwise data constraints for effective feature reduction. Pairwise constraints specify
whether a pair of data instances are similar (i.e., should be grouped together) or not, and are
often called must-link or cannot-link constraints. They naturally arise in many practical clustering
problems. Unfortunately, both unsupervised and supervised dimensionality reduction techniques
cannot take advantage of pairwise data constraints; the former do not consider any prior knowledge
and the latter need labeled data (i.e., a class label for each instance). We propose two ways of reducing
data dimensionality based on direct or indirect use of pairwise data constraints: constraints-guided
feature projection and constrained co-clustering. We evaluate the proposed approaches on high-
dimensional text clustering problems and experimental results are promising.

Keywords: Dimensionality Reduction; Feature projection; Feature Clustering; Clustering with
Pairwise Constraints

1 Introduction

Very high-dimensional data such as text documents and market basket data, presents a challenge to
traditional machine learning methods. The complexity of data mainly comes from sparsity and high
dimensionality. In order to alleviate this problem, many research efforts have been made toward
dimensionality reduction. In unsupervised learning, the most well-known method is the Principal
Components Analysis (PCA) technique [12], which performs a linear transformation that projects data
to a low-dimensional space such that maximum variance in the original data is preserved. Latent
Semantic Indexing (LSI) [6], a similar method, is used for text data, and map text documents to a
low-dimensional “topic” space spanned by some underlying latent concepts. In supervised leaning, the
most well-known method is the Fisher’s Linear Discriminant Analysis (LDA) [9] method. Given a set
of labeled instances, LDA aims to find one or more directions along which different classes can be best
separated.

Unfortunately, both types of these existing methods, cannot take advantage of a common type of
background knowledge—pairwise data constraints, which are available in many application domains.
Generally, the pairwise constraints we considered can be divided into must-link constraints and cannot-
link constraints. A must-link constraint means that the pair of instances must be in the same group
while a cannot-link constraint means that the pair of instances must be in two different classes. We are
interested in pairwise data constraints for the following reasons:

• The pairwise constraints are more general than class labels in type of knowledge, which we can
always generate from the labeled data but cannot do so inversely, In addition, when there is not

∗Dept. of CSE, Florida Atlantic University, 777 Glades Road, Boca Raton, FL 33431
†Data Mining and Research, Yahoo! Inc, 701 First Ave, Sunnyvale, CA 94089
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enough labeled data to apply the supervised learning methods, a clustering approach with the
supervision of constraints derived from the incomplete class information is more useful;

• Pairwise constraints are more natural in some scenarios and easier to collect than class labels. For
example, in text or image retrieval systems with user feedback, users are more willing to provide
answers on whether a set of retrieved items are similar or not than to specify explicit class labels,
which is difficult and time-consuming for users to do;

• In some application domains, the class information can change dynamically. For example, in a
network intrusion detection system, we will certainly encounter new attack types never seen before
but we can collect pairwise constraints on a newly emerged category, which could be difficult to
be detected by classification models based on existing category labels.

In this paper we propose two ways of reducing data dimensionality based on pairwise data
constraints: constraints-guided feature projection and constrained co-clustering. The first approach
projects data into a low-dimensional space such that the (summed) distance between must-link data
instances is minimized and that between cannot-link instances is maximized in the projected space.
The solution to our formulated constrained optimization problem leads to an elegant eigenvalue
decomposition problem similar in form to PCA/LDA. The second approach does feature clustering
and benefits from pairwise constraints via a constrained co-clustering mechanism [7]. Even though the
constraints are imposed only on data instances (rows), the feature clusters (columns) are influenced since
row clustering and column clustering are entangled together and mutually-reinforced in the co-clustering
process.

We evaluate our dimensionality reduction techniques on high-dimensional text clustering problems.
Since the labeled data instances are not available, we cannot perform classification. We combine the
proposed approaches with the existing clustering algorithms such as spherical kmeans algorithm [8],
semi-supervised kmeans algorithm [14], and information theoretic co-clustering algorithm [7]. The
experimental results demonstrate the benefits of our proposed methods on significantly improved
clustering performance. Although existing semi-supervised clustering techniques [1, 2] also have achieved
improved clustering performance with pairwise constraints, our approaches provide the added benefit
of lower dimensionality (thus lower computational complexity).

This paper is organized as follows. Section 2 describes the proposed pairwise constraints-guided
feature projection and feature clustering algorithms. Section 3 presents experimental results on text
clustering. Finally Section 4 concludes this paper and discusses future directions.

2 Pairwise Constraints-Guided Dimensionality Reduction

In this section, we first present the pairwise constraints-guided feature projection approach, then describe
the constrained co-clustering algorithm.

2.1 Pairwise Constraints-Guided Feature Projection. Given a set of pairwise data constraints,
we aim to project the original data to a low-dimensional space, in which must-link instance pairs are
close and cannot-link pairs far apart.

Let X = {x|x ∈ Rd} be a set of d-dimensional column vectors and Fd×k = {F1, . . . , Fk} a projection
matrix containing k orthogonal unit-length d-dimensional vectors. Let Cml = {(x1, x2)} be the set of all
must-link data pairs and Ccl the set of all cannot-link data pairs. We aim to find an optimal projection
matrix F that maximizes the objective function

(2.1) f = max
F

∑

(x1,x2)∈Ccl

‖F T x1 − F T x2‖2 −
∑

(x1,x2)∈Cml

‖F T x1 − F T x2‖2 ,

60



subject to the constraints

(2.2) F T
i Fj =

{

1 if i = j
0 if i 6= j

,

where ‖·‖ denotes L2 norm.
There exists a direct solution to the above optimization problem. The following theorem shows that

the optimal projection matrix Fd×k is given by the first k eigenvectors of matrix M = CDCT , where
each column of Cd×m is a difference vector x1 − x2 for a pair (x1, x2) in Cml or Ccl and Dm×m is a
diagonal matrix with each value on the diagonal corresponding to a constraint (1 for a cannot-link pair
and −1 for a must-link pair).

Theorem 2.1. Given the reduced dimensionality k, the set of must-link constraints Cml and cannot-
link constraints Ccl, construct matrix M = CDCT , where C and D are defined above. Then the optimal
projection matrix Fd×k is comprised of the first k eigenvectors of M corresponding to the k largest
eigenvalues.

Proof. Consider the objective function

f =
∑

(x1,x2)∈Ccl

‖F T (x1 − x2)‖2 −
∑

(x1,x2)∈Cml

‖F T (x1 − x2)‖2

=
∑

(x1,x2)∈Ccl

∑

l

F T
l (x1 − x2)(x1 − x2)

T Fl −
∑

(x1,x2)∈Cml

∑

l

F T
l (x1 − x2)(x1 − x2)

T Fl

=
∑

l

F T
l





∑

(x1,x2)∈Ccl

(x1 − x2)(x1 − x2)
T −

∑

(x1,x2)∈Cml

(x1 − x2)(x1 − x2)
T



Fl

=
∑

l

F T
l (CDCT )Fl

=
∑

l

F T
l MFl ,(2.3)

where Fl’s are subject to constraints F T
l Fh = 1 for l = h and 0 otherwise.

Using the traditional Lagrange multiplier optimization technique, we write the Lagrangian

(2.4) LF1,...,Fk
= f(F1, . . . , Fk) +

k
∑

l=1

ξl(F
T
l Fl − 1)

by taking the partial derivative of LF1,...,Fk
with respect to each Fl and set it to zero, we get

∂L

∂Fl
= 2MFl + 2ξlFl = 0 ∀l = 1, . . . , k(2.5)

⇒ MFl = −ξlFl ∀l = 1, . . . , k .(2.6)

Now it is obvious that the solution Fl is an eigenvector of M and −ξl the corresponding eigenvalue of
M. To maximize f , F must be the first k eigenvectors of M which makes f the sum of the k largest
eigenvalues of M .

When d is very large, Md×d is a huge matrix which can present difficulties to the associated eigenvalue
decomposition task. In this case, we don’t really need to compute M since its rank is most likely much
lower than d and we can use the Nystrom method [3] to calculate the top k eigenvectors more efficiently.
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2.2 Constrained Co-clustering. Feature clustering in general can be viewed as a special case of
feature projection, with each projection vector containing only 0/1 values (for hard clustering). What
is described in this section, however, is a unique feature clustering method that cannot be regarded as a
special case of feature projection since it involves co-clustering of data instances and features. Usually
the feature reduction is just a means to some end (clustering or classification), thus after the feature
projection process described in the previous section we run data clustering in the projected data space.
For the co-clustering approach, the means and end are mixed together. What we add to this unique
approach in this paper is to exploit the pairwise constraints in the co-clustering process.

The co-clustering algorithm used here is proposed in [7] and aims to minimize the following objective
function

(2.7) I(X;Y ) − I(X̂; Ŷ )

subject to the constraints on the number of row and column clusters. I(X; Y ) is the mutual information
between the row random variable X, which governs the distribution of rows, and the column random
variable Y , which governs the distribution of columns. X̂ and Ŷ are variables governing the distribution
of clustered rows and clustered columns, respectively. An iterative algorithm was used in [7] to alternate
between clustering rows and clustering columns to reach a local minimum of the above objective function.

Due to space limit, we omit detailed discussion of the co-clustering algorithm and readers are referred
to [7]. Also, here we just concisely describe how we involve constraints in the co-clustering process: The
constraints only affect the row/data clustering step algorithmically and the impact on column/feature
clustering is implicit. For must-link data pairs, we merge the rows and replace each instance by the
average; for cannot-link data pairs, we separate a pair if they are in the same cluster after an iteration of
row clustering, by moving the instance that is farther away from cluster centroid to a different cluster.
Essentially, the idea of handling constraints is similar to the existing work [14, 1] but we get the feature
clustering involved by co-clustering. This combination of pairwise constraints and co-clustering seems
to have not appeared elsewhere in the literature.

3 Experiments

In this section, we provide empirical results to show the benefit of our dimensionality reduction methods
for high dimensional text clustering, using comparisons to the clustering algorithms that do not consider
such “supervised” feature reduction strategies.

3.1 Datasets. For our experiments, we constructed three datasets from the 20-Newsgroup col-
lection [11]. The 20-Newsgroup collection consists of approximately 20, 000 newsgroup articles
gathered evenly from 20 different Usenet newsgroups. From the original dataset, three datasets
are created by selecting particular group categories. News-Similar-3 consists of 3 newsgroups on
similar topics (comp.graphics, comp.os.ms-windows and comp.windows.x) with significant over-
lap between clusters due to cross-posting. News-Related-3 consists of three newsgroups on re-
lated topics (talk.politics.misc, talk.politics.guns and talk.politics.mideast). News-
Different-3 consists of three well-separated newsgroups that cover quite different topics (alt.atheism,
rec.sport.baseball and sci.space). All the datasets were converted to the vector-space represen-
tation following several steps—tokenization, stop-word removal, and removing words with very high-
frequency and low frequency [8]. Since semi-supervised co-clustering algorithm can directly cluster the
document-term matrix (treated as a probability distribution), we did not apply TF-IDF weighting.
For the spherical kmeans algorithms, we used TF-IDF weighting since it helps improve performance.
Table 3.1 summarizes the properties of the datasets.
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Table 1: Datasets used in experimental evaluation
Dataset Instances Dimensions Classes

News-Similar-3 295 1864 3
News-Related-3 288 3225 3

News-Different-3 300 3251 3

3.2 Constraint Generation and Handling. In this section, we describe how we generate pairwise
data constraints and how we process them in our experiments prior to feature reduction.

Since the external class labels are available in our benchmark data sets, we randomly select pairs of
different instances and create must-link and cannot-link depending on whether the class labels of the
two instances are the same or different. We first consider how to pre-process the must-link constraints.
Since the set of must-link constraints represents an equivalence relation, we can take transitive closure
over them. After getting the equivalent connected components consisting of instances connected by
must-link, we replace the instances within each components with their average and modify the data
set and the cannot-link constraints accordingly. As for the cannot-link constraints, it is shown in [5]
that finding a feasible solution for cannot-link constraints is much harder than for must-link constraints
(actually NP-complete). Therefore, we adopted a heuristic method which assigns each instance into its
nearest cluster where no previous instances involved in the same cannot-link reside during the assignment
procedure, which is similar to the approach used in [14].

3.3 Experimental Setting. In our experiments, we adopted normalized mutual information (NMI)
as our clustering evaluation methods. NMI, an external validation metric, estimates the quality of the
clustering with respect to the given true labels of the datasets [13]. If Ẑ is the random variable denoting
the cluster assignments of the instances and Z is the random variable denoting the underlying class
labels, the NMI is defined as

(3.8) NMI =
I(Ẑ; Z)

(H(Ẑ) + H(Z))/2

where I(Z; Ẑ) = H(Z) − H(Z|Ẑ) is the mutual information between the random variables Z and Ẑ,
H(Z) is the Shannon entropy of Z and H(Z|Ẑ) is the conditional entropy of Z given Ẑ [4].

In order to avoid bias caused by the different number of reduced dimensionality, we varied its value
from 10 to 50 with a increment step of 10. The experimental result are similar for the different number
of dimensionality, hence we choose k = 20 to present the result. To initialize the seeds for clustering,
we adopted the strategy in [10], which can accelerate the convergence of clustering and lead to a better
local clustering solution.

We repeated the experiment for each dataset with 5 runs of 2-fold cross-validation. In order to
demonstrate the effect of constraints in clustering, at each fold, 50% of dataset is set aside as the test
set while the remaining is used as the training set. All constraints are generated and pre-processed used
the methods mentioned in Section 3.2 from the training set. The clustering algorithms were run on the
training set and NMI was calculated only on the test set. The results were averaged over 5 runs.

3.4 Results and Analysis. For each of our 3 datasets we tested the following clustering algorithms:

• sp-kmeans: the original spherical kmeans algorithm [8];

• sp-kmeans+fp: the unsupervised spherical kmeans algorithm applied after constraints-guided
feature projection;
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• sp-kmeans+pc: the original semi-supervised spherical kmeans algorithm with pairwise constraints,
without dimensionality reduction [14];

• sp-kmeans+pc+fp: the semi-supervised spherical kmeans with pairwise constraints, on projected
data;

• co-clustering: the original information theoretic co-clustering algorithm proposed by Dhillon
et al [7];

• co-clustering+pc: the constrained co-clustering described in Section 2.2.

In our first experiment, we compare the performance of sp-kmeans+pc, sp-kmeans+fp,
sp-kmeans+pc+fp and the unsupervised sp-kmeans algorithm. The results are shown in figure 1(a), 1(c)
and 1(e). As the results demonstrated, the sp-kmeans+pc+fp algorithm outperform the sp-kmeans+pc
algorithm with certain portions of pairwise constraints, but with the further increment of pairwise con-
straints the benefit gained from feature projection is not as significant as that from directly applying
constraints instancewise. It reveals that dimensionality reduction via pairwise constraints-guided feature
projection can extract meaningful relevant features and improve the quality of clustering. It should be
cautioned, however, reducing the dimensionality also causes possible information loss. Thus we do not
want to reduce the dimensionality too low to destroy the purpose of capturing discriminative power of
features. Furthermore, although the performance of algorithm sp-kmeans+fp is almost as good as the
other two semi-supervised methods. It is definitely better than the original spherical k-means algorithm,
and seems to have captured most of the information in pairwise constraints for extracting discriminative
features.

In our second experiment, we compared the performance of co-clustering+pc with the unsuper-
vised co-clustering algorithm. The results are shown in figure 1(b), 1(d) and 1(f), from which we can
see that when increasing the number of pairwise constraints the performance of constrained co-clustering
algorithm improves significantly compared to the unguided version. As we discussed in Section 2.2, the
co-clustering interweaves instance (row) clustering and feature (column) clustering at the same time.
Imposing the pairwise constraints on instances can also affect the parameters for the feature clustering,
hence indirectly contributes to the feature clustering part as well.

4 Conclusions and Future Work

In this paper, we have introduced the pairwise constraints guided dimensionality reduction, and proposed
two clustering algorithm to utilize this idea to improve the quality. Pairwise constraints guided
dimensionality reduction is a new way of imposing supervision to improve the quality of clustering. The
experimental results on the selected text datasets demonstrate the efficacy of our proposed algorithms.

The performance compare to the other use of pairwise constraints, such as distance learning,
remains unknown. In our future work, experimental comparison to distance learning techniques will
be performed. Although the feature projection via pairwise constraints can make certain achievements,
the number of projected features is chosen ad hoc in our experiments. How to find out the appropriate
number for the feature projection is another interesting research topic.
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(a) Feature projection on News-Similar-3
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(b) Feature clustering on News-Similar-3
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(c) Feature projection on News-Related-3
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(d) Feature clustering on News-Related-3
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(e) Feature projection on News-Different-3
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Figure 1: Results on the text data sets
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Abstract: 
In this paper, a simple and efficient unsupervised novel feature selection scheme for clustering of 
symbolic patterns is proposed. The proposed technique makes use of the mutlivalued type similarity 
measure proposed in (Guru et.al, 2004) for estimating the degree of similarity between two symbolic 
patterns.  
Experiments on three standard data sets have been conducted in order to study the efficacy of the 
proposed methodology. 
Keywords: Symbolic patterns, Similarity measure, Multivalued data type, feature selection, 

Unsupervised learning of symbolic patterns. 

1. Introduction 

Cluster analysis plays an important role in the field of pattern recognition, image processing, remote 
sensing, medicine etc. In general, cluster analysis is of great importance in classifying a heap of 
information, which is in the form of data patterns, into manageable and meaningful structures. An 
excellent study of many published works on conventional cluster analysis can be found in (Hartigan, 
1975; Jain et.al 1999). The concept of clustering has also been extended to the patterns described by 
realistic/unconventional data types called symbolic data types (Gowda & Diday, 1992). Unlike 
conventional data sets, symbolic data sets are more unified by means of relationships and they appear in 
the form of continuous ratio, discrete absolute, interval, modal, multivalued and also multivalued data 
with weights (Bock and Diday, 2000), which are very much generic than the conventional ones. It is 
mentioned that these types of data play a major role in extending data mining to knowledge mining (Bock 
and Diday, 2000). Symbolic data analysis finds its applications in shape representation, character 
recognition etc. 

Since a decade, many proximity measures were proposed for different types of data sets (Gowda and 
Diday, (1992); Gowda and Ravi, 1995(a, b); Prakash, 1998; Denoeux and Masson, 2000; Ichino and 
Yaguchi (1994)). Though the methods work on symbolic patterns, the degree of proximity between two 
symbolic patterns is assumed to be crisp and symmetric. Indeed, it is quite natural that the proximity 
values are themselves symbolic and are not necessarily symmetric. In this direction Guru et. al, (2004) 
have proposed a new similarity measure. This newly defined multivalued type similarity measure forms 
the basis for the feature selection scheme and the clustering algorithm proposed in this paper. 

Nevertheless, all the methods will be cumbersome if the number of features describing patterns is very 
large. The length of such vectors representing the patterns depends upon the number of features recorded, 
leading to the creation of multidimensional features space. Apart from the analysis, the storage of the 
patterns will also be a problem. Hence, reducing the number of features or feature selection becomes 
necessary. However, many techniques or algorithms for conventional data have been proposed. The 
readers are directed to the paper (Liu and Yu, 2005) which has given an exhaustive survey on feature 
selection scheme for clustering conventional data. But, for symbolic data a very few techniques have been 
suggested (Chouakria et. al., 1995; Nagabhushan, 1995). Chouakria et. al., (1995), have applied PCA only 
for symbolic interval data. Similarly, Nagbhushan et. al., (1995) have devised a mathematical model 
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enabling the dimensionality reduction of n-dimensional symbolic data, particularly of interval type, to a 
lower-dimensional k-dimensional symbolic interval version. But it is a known fact that the PCA and other 
feature extraction algorithms tend to fail in identifying informative features if the features are of 
unlabeled data (Wolf and Bileschi, 2005). Except for these two methods, no concrete work can be found 
in dimensionality reduction/ feature selection of symbolic patterns. Further, it is well known that the 
feature selection methods help in retaining original features inorder to maintain the features physical 
interpretation (Liu et. al., 2005). 

In view of this we present, an unsupervised feature selection scheme for symbolic data by the usage of the 
non symmetric similarity matrix obtained through the novel similarity measure to estimate the degree of 
similarity between two symbolic patterns proposed in (Guru et. al., 2004). The similarity measure unlike 
other available methods approximates the degree of similarity by multivalued type data and in addition it 
is non-symmetric. Furthermore, an unsupervised classification scheme is also explored by introducing the 
concept of Mutual Similarity Value (MSV). Experiments on three standard data sets have been conducted 
inorder to study the validity of the proposed methodology.  

The rest of the paper is organized as follows. In section 2, a brief review of the similarity measure (Guru 
et. al., 2004) for estimating the degree of similarity between two symbolic patterns is given. An 
unsupervised feature selection scheme for symbolic data is proposed in section 3. Section 4, discusses an 
clustering method for symbolic patterns based on the concept of Mutual Similarity Value. The 
experimental results are presented in section 5 and finally, conclusion is given in section 6. 

2. Review of the Similarity Measure  

Let Fi and Fj be two symbolic patterns described by n interval valued features as follows (Guru et. al., 
2004) 

Fi = {Fi1, Fi2, …, Fin} 

}),(,...),,(),,({. 2211
+−+−+−= ininiiiii ffffffFei  

Fj = {Fj1, Fj2, …, Fjn} 

}),(,...),,(),,({. 2211
+−+−+−= jnjnjjjjj ffffffFei  

The degree of similarity between patterns Fi and Fj is estimated based on degrees of overlapping in each 
feature of the patterns. The degree of similarity of the kth feature of the pattern Fi with respect to the 
corresponding (kth) feature of the pattern Fj, is given by the relative overlapping between them. The 

feature intervals Fik = ],[ +−
ikik ff  and Fjk= ],[ +−

jkjk ff may or may not overlap. In case of no overlapping, 

the degree of similarity of the pattern Fi to Fj with respect to the kth feature is said to be zero. In the case 
of overlapping, there are three possibilities. In the first possibility where the interval Fik contains 
completely the interval Fjk, the similarity of Fi to Fj with respect to kth feature is maximum (value 1), 
while in the second possibility where the interval Fik is fully contained in the interval Fjk, the similarity of 
Fi to Fj is the ratio of |Fik| to |Fjk |. In the third possibility the intervals Fik and Fjk partially overlap. In this 
situation, the degree of similarity of Fi to Fj with respect to kth feature is defined to be the ratio of part of 
Fik overlapping with Fjk to |Fjk|.  

Hence, the degree of similarity of pattern Fi to Fj, with respect to the kth feature is given by 
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Thus, the similarity of the pattern Fi to Fj with respect to all n features turned out to be mutlivalued, and is 
given by 

             ],...,,,[ 321 n
jijijijiji ssssS →→→→→ = …………………………………………(2) 

This gives the multivalued type representation to the degree of similarity of Fi with respect to Fj. 

Similarly, the degree of similarity of the pattern Fj to Fi with respect to the kth feature is estimated as 
follows: 

               )3........(.......................................................................
||

||
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Thus, the similarity of the pattern Fj to Fi with respect to all n features is 

                        ]...,,,,[ 321 n
ijijijijij ssssS →→→→→ = ………………………….(4)  

It can be perceived from the above that the similarity matrix apart from being multivalued, is not 
necessarily symmetric. Some more details on this similarity measure can be found in (Guru et. al., 2004) 

3. The Proposed Feature Selection Scheme  

In this section a simple and robust unsupervised feature selection scheme is proposed. The proposed 
feature selection scheme, in addition to being suitable for symbolic data, does not use the class labels. 

The scheme makes use of the multivalued similarity matrix obtained through the similarity measure 
(section 2) on symbolic patterns. The similarity matrix gives the information of the feature closeness 
among the patterns. Since each entry in the obtained similarity matrix is multivalued with n components, 
a single matrix M of size m2 × n can be constructed, m being the number of patterns in the data set. The 
standard deviation in each component in the matrix M is computed and its average is found out by taking 
the ratio of the sum of the standard deviations to the number of features. Now, the features in the original 
pattern matrix whose components in the M possess standard deviation less than the average standard 
deviations are identified and marked as insignificant. It is considered that these components in the 
similarity matrix are less significant in discriminating the samples and hence the corresponding features in 
the pattern matrix are marked as the insignificant features. Further, the credence of insignificancy of the 
marked features is calculated by computing the sum of the correlation possessed by the marked 
insignificant feature’s components in M with other components. The marked features are labeled as 
insignificant in pattern matrix, if the feature’s components in M posses less total correlation than the 
components of the other features which are not marked as insignificant features. Hence, if all the features 
marked as insignificant are eliminated then the resulting clusters will be less cohesive. Therefore, the 
marked insignificant features whose corresponding components posses high total correlation than those of 
the features which are not marked as insignificant are not labeled as insignificant features. This phase, in 
addition to being important in identifying the significant features, helps in increasing the intra cluster 
cohesion. Consequently a dimensionally reduced pattern matrix and correspondingly a recomputed 
proximity matrix M by applying the similarity measure on the dimensionally reduced pattern matrix are 
obtained. Algorithmically it can be represented as follows: 
Algorithm: Proposed Feature selection scheme  

Input: Pattern Matrix M×n where M is the number of samples and n is the dimension of each pattern. 

Output: Dimensionally reduced pattern matrix. 

)1....(.................................................................................
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Method: 

        Step1: Apply symbolic similarity measure (Guru et. al., 2004) on the input pattern matrix to obtain 
the similarity matrix (M), ],...,,,[ 321 n

jijijijiji ssssS →→→→→ = ∀ i, j =1,2,…, m of size m × m. 
where m is the total number of symbolic patterns. 

       Step2: Identify components in M whose standard deviation is less than the average standard 
deviation and mark them as insignificant. The average standard deviation is computed by 
taking the ratio of sum of standard deviations of each component in the matrix M to the 
number of features.  

      Step3: Label the marked features as insignificant, if the sum of the correlation possessed by the 
marked insignificant feature components in M with other components is less than the sum of 
the correlation possessed by the unmarked feature components in M with other feature 
components. 

      Step4: Remove the labeled insignificant features from the pattern matrix to obtain the dimensionally 
reduced pattern matrix.  

Algorithm ends 

4. Clustering of Symbolic Data  

As the similarity measure (Guru et. al, 2004) is non symmetric and mutlivalued type, the conventional 
clustering algorithms cannot be applied on the obtained proximity matrix. In view of this, in this section 
we propose a modified agglomerative clustering technique by using the concept of MSV (Guru et. al, 
2004). The MSV between two patterns is defined to be the magnitude of the vector, which is the sum of 
the scalar times of the vectors representing the degree of similarity between the patterns. Fig.1 gives a 
pictorial representation of this concept in two-dimensional space 

 
Fig. 1 Computation of MSV 

i.e. MSV= ijji SS →→ + .βα. , where α and β are scalars  

Since it is an agglomerative clustering, initially m clusters, each consisting an individual pattern, are 
created, where m is the total number of patterns. Two patterns belonging to two different clusters 
possessing the maximum MSV are chosen and subsequently the corresponding clusters are merged 
together into a single cluster. If there are many such pairs of clusters, then they are merged together at the 
same stage and a composite symbolic pattern which represents the merged patterns is created. A 
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composite interval for a particular feature is created by representing its minimum value with the least 
value among that particular feature of the merged components and the maximum value by the maximum 
among the same feature of the merged patterns. Hence, a composite object is a collection of such features 
of the merged patterns.  

This process of merging is continued until a composite pattern is created by aggregating all symbolic 
patterns after feature reduction. At each and every stage of merging, say pth stage, with Ctp number of 
symbolic patterns, each representing a cluster, it is recommended to compute the similarity matrix, of size 
Ctp × Ctp, of those Ctp composite symbolic patterns by the use of the similarity measure (section 2). Since 
each entry in the similarity matrix is multivalued with r components, a single matrix M of size Ctp

2 × r can 
be constructed. The cluster separability factor, sfp among the Ctp clusters at the pth stage is computed to be 
the ratio of the sum of the standard deviations of the values in each component of M to Ctp. A novel 
cluster indicator function CI is introduced to identify the actual number of clusters present in the data set 

as CI(p) =
||
||

1

1

−

+

−

−

pp

pp

sfsf
sfsf

. The number of clusters Ctp obtained at the stage p for which the CI(p) is local 

maximum and relatively larger than its neighbors (CI(p-1) and CI(p+1)) is taken as the actual number of 
clusters. 

Thus, the proposed clustering methodology is as trivial as follows. 

Algorithm: Clustering of symbolic patterns 

Input: The dimensionally reduced similarity matrix ],...,,,[ 321 r
jijijijiji ssssS →→→→→ =  ∀ i, j =1,2,…, m 

of size m × m where m is the total number of patterns. 
Output: Clusters.  
Method:  

Step1. Let C = {C1, C2,…,Cm}, initially contain m number of clusters each with an individual sample. 
Step2. Initialize C = {C1}; p=0; Ctp =1; // here p refers stage number and  
                                                            Ctp refers the number of clusters at pth stage. 

Repeat 
• Merge two clusters Cp and Cq if there exist two patterns Fi and Fj respectively in Cp and Cq 

possessing maximum MSV. 
• replace the respective composite symbolic pattern by its merged composite symbolic patterns 

in C 
• p = p+1, Ctp = Ctp-1+L 
• compute cluster seperability factor sfp 

Until (Single cluster containing all the patterns is obtained).  
 Step 3. Compute CI (q), ∀ q = 1 … p.   
 Step6. The number of clusters Ctq obtained at the stage q where CI(q) is local maximum and 

relatively larger than its neighbors is taken as the actual number of clusters.   
 Step7. Then the composite objects formed at the stage where CI(q) is local maximum are represented 

using unique representation scheme. 
Algorithm ends 

5. Experimental Results 
For the purpose of validating the proposed methodologies for their efficacy, we have conducted several 
experiments on different data sets of type interval and qualitative. The results of only three experiments 
one on fat oil patterns (Gowda and Diday, (1992); Gowda and Ravi, (1995 (a,b)); Ichino and Yaguchi, 
(1995)),second on Microcomputer patterns (Gowda and Diday, (1992); Gowda and Ravi, (1995 (a,b)); 
Ichino and Yaguchi, (1995)) and the third on Microprocessor (Gowda and Ravi, (1995 (a,b)); Ichino and 
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Yaguchi, (1995)) are presented. Throughout the experimentation, for sake of simplicity the weight factors 
α and β are set to 1. 

The proposed feature selection scheme when applied on the Fatoil data (Table 1), identified the fourth 
feature (i.e. Saponification value) as insignificant and in Microcomputer data (Table 2) the fifth feature 
(key value) as insignificant if the clustering is to be done based on the similarity among the patterns. 
While on Microprocessor data (Table 3) no feature was labeled as insignificant. This means that all the 
features of microprocessor data have major role to play to increase the intra cluster cohesion of the 
patterns. 

On these pattern matrices which have only significant features, the unsupervised clustering algorithm has 
been applied. When applied on Fatoil data the algorithm resulted with 2 clusters: {0,1,2,3,4,5}{6,7}, on 
Microcomputer data the algorithm resulted with 2 clusters: {0,1,2,3,4,5,7,8,9,10,11}{6} and on 
Microprocessor data resulted with three clusters: {0,1,7} {2,3,6,5,4} {8}. 
The superiority of the proposed method can be better understood when it is compared with other 
methodologies. It can be noticed in Table 4 that the methods (Gowda and Diday, (1992); Ichino and 
Yaguchi, (1995); Gowda and Ravi, (1995 (b)) group the fat oil patterns into 2 clusters and the method 
(Gowda and Ravi, (1995 (a))) groups the patterns into 3 clusters based on their own cluster indicator 
function which acts as a stopping criterion. The proposed clustering technique when applied on the 
dimensionally reduced fat oil data, through the proposed reduction technique resulted with 2 clusters 
which are same as that of the methods (Gowda and Diday, (1992); Ichino and Yaguchi, (1995); Gowda 
and Ravi, (1995 (b))). But on dimensionally reduced microcomputer, the proposed methodology, resulted 
with 2 clusters which is same as the results obtained by applying Ichino and Yaguchi, (1995), Gowda and 
Ravi (1995(b)) measures on the microcomputer pattern matrix without dimensionally reduction. However 
on microprocessor data all the methods, though not exact, result with similar clusters. It should be noted 
that the results considered of other clustering methodologies are those obtained by their application on 
non reduced complete pattern matrix. Further, the clusters obtained through the proposed methodology 
are compared with dendrograms of the cluster formation of the patterns illustrated in Guru et. al.,(2004). 
It can be noticed in the work (Guru et.al, 2004) that the dendrogram representing the cluster formation of 
fat oil data is cut at the stage where three clusters are formed, results with clusters (0,1) (2,3,4,5) (6,7) and 
when the agglomeration is continued to the next stage then the resulting clusters are same as the clusters 
obtained through the proposed clustering methodology that too with reduced features. Like wise on 
microcomputer data, the clusters formed in Guru et.al., (2004) are exactly same as the clusters obtained 
through the proposed methodology. On microprocessor data, in Guru et.al., (2004), if the dendrgoram  is 
cut at the stage where three clusters are formed then the resulting clusters: (0,1,4,7) (2,3,5,6) (8), are 
similar to the one obtained by the proposed clustering methodology. 
Hence, it is obvious that the proposed feature selection scheme and the unsupervised classification, along 
with the similarity measure are more superior, robust and efficient than the other available methods.  
 6. Conclusion  
In this paper, a simple, robust and an unsupervised feature selection scheme for clustering of symbolic 
data is proposed. In addition, a modified agglomerative method by introducing the concept of Mutual 
Similarity Value (MSV) for clustering of symbolic patterns is also presented. The validness of the 
proposed selection scheme is shown through experimentation.  
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Table1. Fat oil data 

 

 

 

Patter
n No. 

Sample Specific 
gravity 

freezing pt Iodine value Saponification 
value 

Major fatty acids 

0 Linseed oil [0.930,0.935] [-27.0, -18.0] [170.0,204.0] [118.0,196.0] L, Ln, O, P, M 
1 Perilla oil [0.930,0.937] [-5.0, -4.0] [192.0,208.0] [188.0,197.0] L, Ln, O, P, S 
2 Cottonseed oil [0.916,0.918] [-6.0 , -1.0] [99.0,113.0] [189.0,198.0] L, O,  P, M, S 
3 Sesame oil [0.920,0.926] [-6.0, -4.0] [104.0,116.0] [187.0,193.0] L, O, P, S, A 
4 Camellia oil [0.916,0.917] [-21.0, -15.0] [80.0,  82.0] [189.0,193.0] L, O 
5 Olive oil [0.914,0.919] [0.0, 6.0] [79.0,  90.0] [187.0,196.0] L, O, P, S 
6 Beef tallow [0.860,0.870] [30.0,38.0] [40.0,  48.0] [190.0,199.0] O, P, M, S, C 
7 Hog fat [0.858,0.864] [22.0,32.0] [53.0,  77.0] [190.0,202.0] L, O, P, M, S, LU 
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Table 2. Microcomputer data 

 

 

 

 

 

 

 

 

Table3. Microprocessor data 

Pattern 
No 

MPU 
Clock (MHz) 

General 
Registers 

Instructions 
(bytes) Cache Size Cache Type 

0 i386DX [16.0, 33.0] 8.0   123.0  - NULL 
1 i386SX [12.0, 20.0] 8.0   123.0   - NULL 
2 i486SX [25.0, 50.0] 8.0   214.0  8192.0 Common 
3 I48SX [20.0, 20.0] 8.0   129.0  8192.0 Common 
4 68020 [12.0, 33.0] 8.0   99.0   256.0 Instruction 
5 68030 [16.0, 50.0] 8.0   105.0 512.0 Independent 
6 6840 [25.0, 25.0] 8.0   140.0 8192.0 Independent 
7 MB86901 [20.0, 25.0] 120.0 64.0   - Null 
8 MB86930 [20.0, 40.0] 136.0 68.0   4096.0 Independent 

 
Table 4.Results based comparison 

 

 

Pattern 
No. 

Sample Display RAM  ROM Microprocessor Keys 

0  Apple II Color 48 10 6502 52 
1  Atari 800 Color 48 10 6502 57-63 
2  Vic 20 Color 32 11-16 6502A 64-73 
3 Sorcerer B/W 48 4 Z80 57-63 
4 Zenith H8 Built in  64 1 8080A 64-73 
5 Zenith H 89 Built in 64 8 Z80 64-73 
6  HP 85 Built in 32 80 HP 92 
7  Horizon Terminal 64 8 Z80 57-63 
8 Challenger B/W 32 10 6502 53-56 
9 OhioSci.11 B/W 48 10 6502C 53-56 

10 TRS-80I B/W 48 12 Z80 53-56 
11 TRS-80 III Built in 48 14 Z80 64-73 

Fat oil Microcomputer microprocessor Methodology 
Description of the clusters Description of the clusters Description of the clusters 

Ichino and 
Yaguchi (1994) 

{0,1,2,3,4,5}{6,7} {0,1,2,3,4,5,7,8,910,11}{6} (0,1,4,5)(2,3,6)(7,8) 

Gowda and 
Diday (1992) 

{0,1,2,3,4,5}{6,7} {0,1,9,10}{6}{2,8}{3,4,5,117} Not available  

Gowda and Ravi 
(1995(a)) 

{0,1}{ 2,3,4,5}{6,7} {0,1,3,5,7,8,9,10,11}{2}{6}{4} (0,1,4,5,7) (2,3,6) (8) 

Gowda and Ravi 
(1995(b)) 

{0,1,2,3,4,5}{6,7} {0,1,2,3,4,5,7,8,910,11}{6} (0,1, 2,3,4,5,6) (7,8) 

Guru et.al 
(2004) 

{0,1}{ 2,3,4,5}{6,7} {0,1,2,3,4,5,7,8,910,11}{6} (0,1,4,7) (2,3,5,6) (8) 

Proposed 
methodology  

{0,1,2,3,4,5} {6,7} {0,1,2,3,4,5,7,8,910,11} {6} (0,1,7) (2,3,6,5,4) (8) 
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Abstract 
 
This paper aims at a better understanding in the impact of simplification in a sequential analysis of activity-
diary data using a feature selection method. To this effect, the predictive performance of the Albatross model, 
which incorporates nine different facets of activity-travel behaviour, based on the original full decision trees is 
compared with the performance of the model based on trimmed decision trees. The more parsimonious 
models are derived by first using a feature selection method to determine the irrelevant variables which are 
then left out of the further model building process. The results indicate that significantly smaller decision 
trees can be used for modelling the different choice facets of the sequential system without loosing much too 
much in predictive power. The performance of the models is compared at two levels: the choice facet level, at 
which we compare the performance of each facet separately and the trip level, comparing the correlation 
coefficients that determine the strength of the associations between the observed and the predicted origin-
destination matrices. The results indicate that the model based on the trimmed decision trees predicts activity 
diary schedules with a minimum loss of accuracy at the choice facet level. Moreover, the results show a 
slightly better performance at the trip matrix level. 
 
 
Keywords: activity-travel behaviour, parsimony, sequential analysis, feature selection, decision trees 
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1. Introduction 
In the past few years, activity-based forecasting of travel demand has become a major field of interest in 
transportation research. The aim of activity-based models is to predict which activities will be conducted 
where, when, for how long, with whom and with which transport mode. Rule-based models have  proven to 
be very flexible when compared to utility-maximising models (Arentze et al., 2001) and they also perform well 
in predicting transport choice behaviour if an induction technique is used (Wets et al., 2000). Although these 
rule-based models perform very well, they also show some limitations. Most of them are based on quite 
complex rule sets. However, already in the Middle Ages, there was a call for simplicity: William of Occam's 
razor states that `Nunquam ponenda est pluralitas sin necesitate', meaning `Entities should not be multiplied 
beyond necessity' (Tornay, 1938). It was born in the Middle Ages as a criticism of scholastic philosophy, 
whose theories grew ever more elaborate without any corresponding improvement in predictive power. In the 
intervening centuries it has come to be seen as one of the fundamental tenets of modern science and today it 
is often invoked by learning theorists as a justification for preferring simpler models over more complex ones. 
However, Domingos (1998) learned us that it is tricky to interpret Occam's razor in the right way. The 
interpretation "Simplicity is a goal in itself" is essentially correct, while "Simplicity leads to greater accuracy" is 
not. 
 
While a larger number of rules may be valuable when one wishes to better understand the data, from a 
predictive perspective a large number of rules may imply that the decision tree induction algorithm has over-
fitted the data. The obtained decision tree structure may then be very unstable and sensitive to highly 
correlated covariates. 
Feature selection offers a solution to reduce the number of irrelevant attributes and as a consequence often 
the size of the decision tree will also be reduced. The key notion underlying feature selection is that the 
number of decision rules is reduced by selecting and deleting irrelevant features, based on some statistical 
measure. The impact of feature selection on the predictive performance of rule-based models is however not 
a priori clear. On the one hand, because the irrelevant variables are deleted, feature selection may not have a 
substantial negative effect on predictive performance. However, a smaller decision tree may also result in a 
higher probability of misclassification, leading to worse predictive performance. It is against this background 
that this paper reports the findings of a methodological study that was conducted to gain a better 
understanding of the influence of a smaller set of decision rules on the predictive performance of a sequential 
models of activity scheduling behaviour, the Albatross model. Moons et al. (2002) investigated the influence 
of irrelevant attributes on the performance of the decision tree for the transport mode, the travel party, the 
activity duration and the location agent of the Albatross model system. We found that the use of considerable 
less decision rules did not result in a significant drop in predictive performance compared to the original 
larger set of rules that was derived from the activity-travel diaries. In this paper, the question `To what extent 
can this result be generalised to the complete Albatross model system (represented by nine different choice 
facets)?' is inspected. 
 
In order to be able to look at the results in the right context, we will first shortly describe the Albatross 
system in the next section, followed by a brief introduction to the different methods used to perform the 
analysis. Then, feature selection is applied to decision rule induction and the results will be discussed in 
Section 3. The predictive performance will be evaluated on each facet separately (by means of the accuracy) 
and at trip matrix level where the correlation coefficients that determine the strength of the associations 
between the observed and predicted origin-destination matrices are judged against each other. Conclusions 
are drawn in the final section. 
 
2. Methods 
 

2.1 The Albatross system 
The Albatross model was developed for the Dutch Ministry of Transportation (Arentze and Timmermans, 
2000). In this study, we used the data that were used to find the set of rules for the original model. 
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This rule-based model relies on a set of Boolean decision rules that are used to predict activity-travel patterns. 
These rules were extracted from activity-diary data. The activity scheduling process is sequential in nature. 
Figure 1 provides a schematic representation of the Albatross scheduling model. 

 
Figure 1: Albatross scheduling engine 

 
The activity scheduling agent of Albatross is based on an assumed sequential execution of decision trees to 
predict activity-travel patterns. Before the sequential execution starts, the main transport mode (i.e. mode for 
work, referred to as mode 1) will be predicted. The model next executes a set of decision rules to predict 
which activity will be inserted in the schedule. It then determines, based on another sets of rules, with whom 
the activity is conducted and the duration of the activity. The order in which activities are evaluated is pre-
defined as: daily shopping, services, non-daily shopping, social and leisure activities. The assignment of a 
scheduling position to each selected activity is the result of the next two steps. After a start time interval is 
selected for an activity, trip-chaining decisions determine for each activity whether the activity is to be 
connected with a previous and/or next activity. Those trip chaining decisions are not only important for 
timing activities but also for organizing trips into tours. The next step involves the choice of transport mode 
for other purposes (referred to as mode2) and the choice of location. Possible interactions between mode and 
location choices are taken into account by using location information as conditions of mode selection rules. 
 
2.2 Decision Tree Induction: C4.5 
Decision tree induction can be best understood as being similar to parameter estimation methods in 
econometric models. The goal of tree induction is to find the set of Boolean rules that best represents the 
empirical data. The original Albatross system was derived using a Chi-square based approach (Moons, 2005). 
In this paper, however, the trees were re-induced using the C4.5 method (Quinlan, 1993) because this method 
can be easily combined with the Relief-F feature selection. Arentze et al. (2000) found approximately equal 
performance in terms of goodness-of-fit of the two methods in a representative case study. The C4.5 
algorithm works as follows. Given a set of I observations taken from activity-travel diary data, consider their 
values on n different explanatory variables or attributes xi1, xi2, …, xin and on the response variable yi ∈ 
{1,2,…,p} for i = 1,…, I. Starting from the root node, each node will be split subsequently into internal or 
terminal nodes. A leaf node is terminal when it has no offspring nodes. An internal node is split by 
considering all allowable splits for all variables and the best split is the one with the most homogeneous 
daughter nodes. The C4.5 algorithm recursively splits the sample space on X into increasingly homogeneous 
partitions in terms of the response variable Y, until the leaf nodes contain only cases from a single response 
class. Increase in homogeneity achieved by a candidate split is measured in terms of an information gain ratio. 
After building the tree, pruning strategies are adopted. This means that the decision tree is simplified by 
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discarding one or more sub-branches and replacing them with leaves. For a detailed description, we refer to 
Wets et al., 2000. 
 
2.3 Feature Selection: Relief-F 
Feature or variable selection strategies are often implied to explore the effect of irrelevant attributes on the 
performance of classifier systems. One can distinguish between two types of feature selection approaches: the 
filter and the wrapper approach. Both methods have been compared extensively (Hall, 1999a, 1999b; Koller 
and Sahami, 1996). In this analysis, the filter approach, more specifically the Relief-F feature selection 
method, is opted for since it can handle multiple classes of the dependent variable (the nine different choice 
facets that we are predicting range from two to seven classes) and above that it is easily combined with the 
C4.5 induction algorithm. 
 
Feature selection strategies can be regarded as one way of coping with the correlation between the attributes. 
This is relevant because the structure of trees is sensitive to the problem of multi-collinearity, which implies 
that some variables would be redundant (given the presence of other variables). Redundant variables do not 
affect the impacts of the remaining variables in the tree model, but it would simply be better if they were not 
used for splitting. Therefore, a good feature selection method for this analysis would search for a subset of 
relevant features that are highly correlated with the class variable that the tree-induction algorithm is trying to 
predict, while mutually having the lowest possible correlations. 
 
Relief (Kira and Rendall, 1992), the predecessor of Relief-F, is a distance-based feature weighting algorithm. 
It imposes a ranking on features by assigning each a weight. Features with the highest weights are considered 
to be the most relevant, while those with values close to zero or with negative values are judged irrelevant. 
The weight for a particular feature reflects its relevance in distinguishing the classes. In determining the 
weights, the concepts of  near-hit and near-miss are central. A near-hit of instance i is defined as the instance that 
is closest to i (based on Euclidean distance between two instances in the n-dimensional variable space) and 
which is of the same class (concerning the output variable), while a near-miss of i is defined as the instance that 
is closest to i  and which is of a different class. The algorithm initially assigns the value zero to each attribute, 
and this will be adapted with each run through the instances of the data set. It attempts to approximate the 
following difference of probabilities for the weight of a feature X:  
 

WX   =P(different value of X | nearest instance of different class) 
-    P(different value of X | nearest instance of same class). 

 
So, Relief works by random sampling an instance and locating its nearest neighbour from the same and 
opposite response class. By removing the context sensitivity provided by the "nearest instance" condition, 
attributes are treated as mutually independent, and the previous equation becomes:  
 

ReliefX = P(different value of X | different class) 
- P(different value of X | same class). 

 
Relief-F (Kononenko, 1994) is an extension of Relief that can handle multiple classes and noise caused by 
missing values, outliers, etc. To increase the reliability of Relief's weight estimation, Relief-F finds the k 
nearest hits and misses for a given instance, where k is a parameter that can be specified by the user. For 
multiple class problems, Relief-F searches for nearest misses from each different class (with respect to the 
given instance) and averages their contribution. The average is weighted by the prior probability of each class. 
 
3. Analysis and Results 
The overall aim of this study is to investigate whether a simplification of the rule sets underlying the Albatross 
model leads to a significant loss in predictive power. This simplification will be obtained by reducing the set 
of decision rules through the application of a feature selection method. The original Albatross model consists 
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of nine choice facets. For each of these choice facets, a set of decision rules was extracted from activity-travel 
diaries. To predict activity-travel patterns, these decision trees are executed sequentially in the Albatross 
system according to some scheduling process model (Arentze and Timmermans, 2000). We will investigate 
the effect of simpler rules for each choice facet. 
 
3.1 The Data 
The analyses are based on the activity diary data used to derive the original Albatross system. The data were 
collected in February 1997 for a random sample of 1649 respondents in the municipalities of Hendrik-Ido-
Ambacht and Zwijndrecht (South Rotterdam region) in the Netherlands. 
The activity diary asked respondents, for each successive activity, to provide information about the nature of 
the activity, the day, start and end time, the location where the activity took place, the transport mode (chain) 
and the travel time per mode, if relevant, accompanying individuals, and whether the activity was planned. 
Open time intervals were used to report the start and end times of activities. A pre-coded scheme was used 
for activity reporting. More details can be found in Arentze and Timmermans (2000). 
 
3.2 Study Design 
The original data set is split into two subsets. A training set, containing the first 75% of the cases, on which 
the different models will be built and optimised. The remaining 25% of the cases make up the validation or 
test set that can be used to compute the accuracies (percentage of correctly classified instances), etc. These 
percentages are arbitrary but are common practice in validation studies (see e.g. Wets et al., 2000). 
 
We will first build decision trees for each of the nine choice facets, using the C4.5 algorithm (Quinlan, 1993). 
This approach will be called the full approach. The C4.5 trees were induced based on one simple restriction: 
the final number of cases in a leaf node must meet a minimum. For eight out of the nine choice facets, this 
minimum was set to 15 (except for the very large data set of the `select'-dimension, where this number was 
set to 30). In a second approach, the feature selection approach, we will first identify the relevant attributes 
for each of the nine choice facets separately, based on the Relief-F feature selection method with the k 
parameter set equal to 10. Next, the C4.5 trees were built based on the same restriction as in the full 
approach, though only the remaining relevant attributes were used. To determine the selection of variables, 
the following procedure was adopted. Several decision trees were built, each time removing one more 
irrelevant attribute, as they appeared lowest in the ranking that has been provided by the FS method. For each 
of these decision trees, the accuracy was calculated and compared to the accuracy of the decision tree of the 
full approach. The smallest decision tree, which resulted in a maximum decrease of 2% in accuracy compared 
to the decision tree including all features, was chosen as the final model for a single choice facet in the feature 
selection approach. This strategy was applied to all nine dimensions of the Albatross model. 
 
3.3 Results 
At first, we will take a closer look at the average length of the observed and predicted sequences of activities. 
In the observed patterns, the average number of activities equals 5.160 for the training set and 5.155 for the 
test set. This average length offers room for 1-3 flexible activities complemented with 2-4 in-home activities. 
Considerable variation occurs, however, as indicated by the standard deviation of approximately 3 activities. 
 

Method Training set Test set 
Full approach 5.286 

(2.953) 
5.286 

(2.937) 
FS approach 5.014 

(3.033) 
4.907 

(2.921) 
Table 1: Average number of predicted activities in sequences (standard deviation between brackets) 

 
We observe in Table 1 that in general the full approach predicts activity sequences that are somewhat too 
long, while those of the feature selection approach are rather a little bit too short. 
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The results of these different methods will now be compared at two levels of aggregation: the choice facet 
level and the trip matrix level. At the choice facet level, we will discuss the number of attributes that remained 
in the final decision tree model for each of the two approaches and the probability of a correct prediction for 
each decision tree. At the trip matrix level, correlation coefficients are calculated to measure the degree of 
correspondence between the observed and the predicted Origin-Destination matrices. 
 
3.3.1 Choice Facet Level 
Tables 2 and 3 provide the results of the analyses conducted to assess model performance at the choice facet 
level. The first column of these tables presents the nine choice facets of Albatross. The second column lists 
the levels of the Y-variable, while the third column gives the total number of attributes that were considered 
to build the final decision tree. The fourth column depicts the size of the decision tree. Column five reports 
the probability of a correct prediction and in the last column a measure of relative performance, where the 
probability of a correct prediction is compared to the probability of a correct prediction under a null model. 
This null model assigns a new case to a category of the Y-variable with a probability, equal to the number of 
observed cases in the category divided by the total number of cases in the data set. 
 
Decision tree # alts # attrs # leafs E eratio

Mode for work 4 32 8 0.598 0.155 
Selection 2 40 35 0.686 0.052 
With-whom 3 39 72 0.499 0.223 
Duration 3 41 148 0.431 0.145 
Start time 6 63 121 0.408 0.285 
Trip chain 4 53 8 0.802 0.576 
Mode other 4 35 63 0.524 0.222 
Location 1 7 28 30 0.540 0.264 
Location 2 6 28 47 0.372 0.214 

Table 2: Model performance: choice facet level (full approach) 
 
Decision tree # alts # attrs # leafs E eratio

Mode for work 4 2 6 0.595 0.147 
Selection 2 1 1 0.669 0.000 
With-whom 3 4 51 0.467 0.173 
Duration 3 4 38 0.368 0.051 
Start time 6 8 1 0.172 0.000 
Trip chain 4 10 13 0.811 0.596 
Mode other 4 11 60 0.508 0.196 
Location 1 7 6 15 0.513 0.222 
Location 2 6 8 14 0.312 0.141 

Table 3: Model performance: choice facet level (FS approach) 
 
The results of the previous analyses show that, in general, the full approach outperforms the FS approach on 
the dimensions separately. On the other hand, feature selection generally generates considerably less complex 
decision trees than the full approach. One exception is the 'trip chaining' choice facet, which more leafs in the 
final tree with FS than in the tree without feature selection. A logical consequence of this result is that the 
measure of relative performance of the models with FS is somewhat smaller. 
The most important variables for both approaches do not differ that much, but if differences can be 
discerned, they can then often be explained by high correlations between variables. 
 
3.3.2 Trip Matrix Level 
At trip matrix level, we compare the number of trips made from a certain origin to a certain destination. 
Correlations were calculated between observed and predicted matrix entries in general and for trip matrices 
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that are disaggregated on transport mode. The variation of the correlation coefficient can be largely explained 
by the variation in the number of cells between matrices. The general OD matrix has 400 cells (20 origins and 
20 destinations) and the OD matrix by mode 2000. As could be expected, the fit decreases with an increasing 
number of cells. 
 
Matrix ρ (o, p) (Full approach) ρ (o, p) (FS approach) 
None (train) 0.962 0.957 
Mode (train) 0.885 0.887 
None (test) 0.942 0.947 
Mode (test) 0.856 0.849 

Table 4: Model performance: trip matrix level 
 
In Table 4 the performance of the different models on the training and the test data set is given. The results 
indicate that all correlation coefficients are similar. Both approaches perform equally well and if there is a 
difference it does not exceed the 1% level. 
 
4. Conclusion 
In the last decade, rule-based models that predict travel behaviour based on activity diary data have been 
suggested in the literature. These models usually perform very well, though, very often, they are based on a 
very complex set of rules. Moreover, research in the field of psychology (Gigerenzer et al. 1999) has learned 
us that simple models often predict human behaviour very well. In fact, the call for simplicity is a question of 
all ages. Occam's razor, that has to be situated already in the Middle Ages, being an important example. It is 
in this light that this paper should be regarded. We tried to simplify the complex set of rules used to 
determine the Albatross system by performing two similar analyses: one with and one without irrelevant 
variables, while in the second analyses, at same time we cut back in the number of variables. The results of 
the tree-induction algorithms can namely be heavily influenced by the inclusion of irrelevant attributes. On 
the one hand, this may lead to over-fitting, while one the other hand, it is not evident whether the inclusion 
of irrelevant attributes would lead to a substantial loss in accuracy and/or predictive performance. The aim of 
this study reported therefore was to further explore this issue in the context of the Albatross model system. 
 
The results show that the models that make up their decisions based on one or a few variables are not in any 
case second to the complex analysis. This comes as a welcome bonus. In fact, more or less the same results 
were obtained at the trip matrix level. At the choice facet level, one can observe that a strong reduction in the 
size of the trees as well as in the number of predictors is possible without adversely affecting predictive 
performance too much. Thus, at least in this study, there is no evidence of substantial loss in predictive power 
in the sequential use of decision trees to predict activity-travel patterns.  
The results indicate that using feature selection in a step prior to tree induction can improve the performance 
of the resulting model. It should be noted, however, that predictive performance and simplicity are not the 
only criteria. The most important criterion is that the model needs to be responsive to policy sensitive 
attributes and for that reason policy sensitive attributes, such as for example service level of the transport 
system, should have a high priority in the selection of attributes if the model is to be used for predicting the 
impact of policies. The feature selection method allows one to identify and next eliminate correlated factors 
that prevent the selection of the attributes of interest during the construction of the tree, so that the resulting 
model will be more robust to policy measures.  
 
These findings endorse the primary belief that people, because of their limitations in knowledge and time, rely 
for their choices on some simple heuristics. Since, in the Albatross system, we are trying to predict nine 
different choices on travel behaviour made by human beings, this might give an idea on why these simple 
models do not necessarily perform worse than the complex models. However, if simple models are able to 
predict the choices of a human being, this can mean two things: either the environment itself is perceived as 
simple, or the complex choice process can be described by simple models. Since activity-based transport 
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modellers keep developing systems with an increasing complexity in order to try to understand the travel 
behaviour undertaken by humans, we acknowledge that the environment is not simple. However, whether it 
is perceived as simple by human beings, remains an open question. 
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An Ensemble of Anomaly Classifiers for Identifying Cyber Attacks∗

Carlos Kelly† Diana Spears‡ Christer Karlsson§ Peter Polyakov¶

Abstract

A novel approach is presented that bridges the gap between anomaly and misuse detection for identifying
cyber attacks. The approach consists of an ensemble of classifiers that, together, produce a more informative
output regarding the class of attack than any of the classifiers alone. Each classifier classifies based on a limited
subset of possible features of network packets. The ensemble classifies based on the union of the subsets of
features. Thus it can detect a wider range of attacks. In addition, the ensemble can determine the probability
of the type of attack based on the results of the classifiers. Experimental results demonstrate an increase in
the rate of detecting attacks as well as accurately determining their type.

Keywords: intrusion detection, classifier ensemble

1 Problem Description.

In our current information age, and with the timely issue of national security, network security is an especially
pertinent topic. One important aspect of computer network security is network intrusion detection, i.e., the
detection of malicious traffic on a computer network.

There are two main approaches to designing Network Intrusion Detection Systems (NIDS): anomaly detection
and misuse detection. Both are essentially classifiers, i.e., they label incoming network packets as “attack,” “non-
attack,” and if an attack perhaps what type of attack. Anomaly and misuse detection are complementary
approaches to intrusion detection. Anomaly detection consists of building a model of normal computer usage,
and tagging outliers as “anomalies.” Such systems are typically computationally efficient, but only yield a binary
classification – “attack” or “non-attack” [5, 12]. Misuse detection systems match potential attacks (e.g., network
packets) against a database of known attacks (called signatures). If there is a match, then the data (packet)
is labeled an “attack,” and the class of attack is considered to be the same as that of the matching signature.
Unfortunately, misuse detection systems tend to be slow, especially if their database of signatures is large [10].

The main thrust of our research is to bridge the gap between anomaly and misuse detection. Anomaly NIDS
classify packets quickly in comparison to misuse based NIDS, but without as much information about the attack.
We have created an ensemble of anomaly-based NIDS that refines the binary classification of each ensemble
member and yields more detailed classification information than each member alone. Therefore, if anomaly
detection precedes misuse detection, then our system will partially refine the output of anomaly detection,
thereby accelerating the processing of the misuse detection system. The pipeline can be summarized as: (1)
anomaly detection, (2) refinement by ensemble, and (3) misuse detection. If the computational cost of the second
step, refinement by ensemble, is lower than the computational benefit that it yields by shortening the run-time
of the misuse detection system, then our approach will be beneficial overall. Whether this is the case, depends
on the size of the database of signatures that one maintains. Over time, as people (and systems) increase their
knowledge base of attacks, we expect our approach to become increasingly more useful.

This paper describes only steps (1) and (2) of the pipeline above. Step (3) will be addressed as part of future
work. In the remainder of this paper, we describe our ensemble approach, as well as experimental evaluation
results that show its effectiveness for intrusion detection. Here, it is assumed that the data consists of Transmission
Control Protocol (TCP) packets, sent over the network. The data we used is from the DARPA/MIT Lincoln
Laboratory database (see http://www.ll.mit.edu/IST/ideval/index.html).

∗Supported by the ONR URI grant “Anomaly and misuse detection in network traffic streams,” subcontract PENUNV48725.
†Mathematics Department, University of Wyoming.
‡Computer Science Department, University of Wyoming.
§Computer Science Department, University of Wyoming.
¶Mathematics Department, University of Wyoming.
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2 A Novel Ensemble Approach.

An ensemble of classifiers is a collection of classifiers that are combined into a single classifier. Most of the
research conducted on classifier ensembles assumes homogeneous ensembles of binary classifiers, and assumes
that the ensemble also outputs a binary classification. The purpose of such ensembles is to increase classification
accuracy, e.g., with voting, bagging, or boosting [1]. One notable exception is the stacked generalization approach
of Wolpert [13]. Stacked generalization assumes a heterogeneous ensemble of different classifiers, each with its own
“area of expertise.” Nevertheless, the purpose of stacked generalization is also to increase classification accuracy,
without changing the set of classes.

To the best of our knowledge, our approach to ensembles is the first to utilize a heterogeneous set of classifiers
for the purpose of increasing information (refined classification), rather than classification accuracy. Specifically,
our approach takes a suite of classifiers (currently two), each of which outputs a binary classification, and combines
them to output a probability distribution over seven classes. We expect the ensemble output to be increasingly
more informative as the number of classifier components is increased beyond two. Furthermore, if the classifiers
run on the data in parallel, adding more classifiers to the ensemble would not increase the overall time to apply
the method, i.e., it is highly scalable. However, this is our first investigation into such an ensemble, so we begin
with two classifiers.

The essence of our approach is to empirically build an ensemble probability classification matrix, abbreviated
as EPCM, based on system performance on test data. In other words, in machine learning one typically trains
the system on training data, and then tests its performance on test data. We instead partition the data into three
sets: the training data, the testing data, and the validation data. Each individual classifier is trained separately
on the training data. Note that the training data is attack-free – because anomaly detection systems learn models
of normal (friendly) user data, and then use these models to detect anomalies, which are labeled “attacks.” After
training, each system has a hypothesis regarding the nature of “non-attack” data. These hypotheses are applied
to the testing data, to make predictions regarding whether each system thinks each packet is an “attack” or a
“non-attack.” We also use the known information (from the DARPA website) on the test data regarding whether
each packet is an attack or not, and if it is an attack then what class of attack (from the seven known classes).
All of this information is automatically combined into an EPCM, which predicts a probability distribution over
the seven classes, based on the outputs of the systems in the ensemble and the true classes of the packets (as
defined by DARPA/MIT). The last step is to test the performance of the ensemble on a set of validation data,
for which there is no advance knowledge given to the system regarding the (true) data classification.

Why do we expect our novel approach to work? The key to our success is the notion of inductive bias, or
simply bias. Mitchell defines bias as “any basis for choosing one generalization over another, other than strict
consistency with the observed training instances” [9]. The hypotheses output by our classifiers are special instances
of what Mitchell calls “generalizations.” An example of a bias is the choice of what attributes the classifier system
considers. For instance, one system might only look at the header information in a packet when classifying the
packet as a type of attack, whereas another system might only look at the packet payload. Certainly the choice
of attributes will affect the types of attacks that the system is able to identify. One system might be able to
detect some classes of attacks; another system might be able to detect other classes. In general, the classes of
attacks detectable by two systems could be disjoint or overlap. By combining two systems with very different
biases, we increase the set of detectable attacks. Furthermore, by exploiting known differences in system biases,
we can further refine our classification knowledge. For example, if one system says “attack” and the other says
“non-attack,” then this combined information can tell us (with high probability) what kind of attack it is most
likely to be. To better understand the synergistic effects of combining the information, we formalized the biases
of each of the two systems. From this formalization, one can understand the classes of attacks for which each
system is best suited to identify. This is the essential rationale behind our ensemble approach.

3 Ensemble Components.

Our ensemble is composed of two anomaly NIDS, LERAD [5] and PAYL [12]. LERAD’s hypotheses are rule sets
of expected (normal) user behavior, and PAYL’s hypotheses are byte distributions derived from normal packets.
Each of these systems is described in greater detail, below.

Some preprocessing of the raw network dump data was necessary for LERAD and PAYL to be able to process
packets. A tool (te.cpp) provided on Mahoney’s web site http://www.cs.fit.edu/mmahoney/dist preprocessed
the raw network data into streams for LERAD. A Perl script (a21.p1), also provided by Mahoney, transformed
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the streams into a LERAD-readable database format. The preprocessing tool te.cpp was altered so that it also
produced a file of packets readable by PAYL.

Also, some postprocessing was required. LERAD and PAYL produce a list of packets that the systems
consider to be “attacks” (anomalies). We created a tool that produces alarm statistics by comparing the output
of LERAD and PAYL to the DARPA/MIT labeled attacks. For further details on this postprocessing stage, see
Section 5 below.

Finally, before we describe each system, note that we used LERAD unmodified as found on Mahoney’s web
site, listed above. However, the source code for PAYL is not currently available, and therefore we re-implemented
the algorithms based on [12].

3.1 LERAD and Its Biases. As mentioned above, LERAD learns a set of classification rules. Rules take the
following general form: (ai = vj ∧ · · · ∧ an = vm) → (ak = vp ∨ · · · ∨ aq = vs) where the a’s are attributes and
the v’s are values of these attributes. Only conjunction is allowed in the rule antecedent and only disjunction is
allowed in the rule consequent. An example rule might be:
If the destination port number is 80 and the source port number is 80, then the first word in the payload is GET
or the first word in the payload is SET or the number of bytes in the payload is greater than 60.
Recall that each of these rules describes normal (benign) system use.

LERAD’s classification algorithm is the following. Each new example (packet) receives a score, which is the
sum of rule violations. If the score exceeds a threshold, TL, defined below, then the packet is classified as an
“attack.”

LERAD’s training algorithm inputs a set of attack-free training examples, and outputs a rule set, R. The
algorithm begins with rule creation, then does rule sorting and, finally, rule pruning.

LERAD has many implicit inductive biases embedded within the system. We selected those that are most
relevant to the construction of our ensemble and formalized them. By doing this, we were better able to understand
and predict the types of attacks for which LERAD is best suited to detect.

What are these relevant biases of LERAD? One is the set of attributes considered by LERAD, called SL. We
know that |SL| = 23, and the specific attributes are the packet date, time, last two bytes of the destination IP
address, last four bytes of the source IP address, the source and destination port numbers, the TCP flags for the
first, next to last and last TCP packets, the duration in seconds, the number of payload bytes, and the first eight
words in the payload.

A second bias is the threshold, TL, used by LERAD during classification. Before formalizing this threshold,
we first repeat the formula for the anomaly score for each new example (packet), which we consider a bias. From
[5] this is: scoreanomaly =

∑m
i=1

ni·ti

ei
Fri where Fri is 0 if rule ri is satisfied and 1 if it is not satisfied, m is |R|

(i.e., the number of rules), ni is the rule support for rule ri (defined above), ei is the number of expressions in the
antecedent of rule ri, and ti is the time that has elapsed since the rule was last violated. Then the threshold, TL,
is: ln(scoreanomaly)/ln(10) > 4.5. Finally, the last bias that we considered relevant in LERAD is the fact that
its hypotheses take the form of rules, which we already formalized syntactically above.

3.2 PAYL and Its Biases. The classification hypotheses of PAYL are byte distributions, derived from the
training data (see Figure 1).distribution is an empirically-derived approximation of a probability distribution
P (b0, b2, . . . , b255), i.e., the probability of seeing each ASCII byte in a packet of a certain type. The types of
packets are those that have a particular destination port number or a particular payload length. In other words,
for each unique port number and payload length, PAYL associates (and learns) a probability distribution over
the individual bytes in the payload. In fact, the full hypothesis of PAYL consists of a set of profiles. Each profile
consists of a pair of 256-valued vectors (one for each byte). The first element of the pair is an average byte
distribution, P (b0, b1, . . . b255), and the second element of the pair is a vector of standard deviations from the
means, i.e., (σ0, σ1, . . . , σ255). Classification involves both a distance function and a threshold. If the distance
between the byte distribution of a new example and the byte distribution of the hypothesis (which represents a
profile of normal behavior) exceeds the threshold, then the new example is labeled an “attack.”

PAYL’s training algorithm consists of first classifying the training examples (packets) according to their
destination port number and payload length. Then, the mean and standard deviation are calculated for each
byte.

PAYL also has implicit inductive biases embedded within the system, and we selected those that are most
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Figure 1: Sample byte distributions for different payload lengths of port 80 on the same host server.

relevant to the construction of our ensemble. The first bias is the set of attributes considered by PAYL, called
SP . Note that |SP | = 3. These attributes are the destination port number, the number of bytes in the payload,
and the distribution of bytes in the payload.

The second aspect of PAYL that we consider to be a bias is its distance function for computing the distance
between two distributions. The function used by PAYL is (from [12]): d(e, y) =

∑255
i=0

|ei−yi|
σi+α where y and σ

are the average and standard deviation, i.e., elements of the profile that constitutes PAYL’s hypothesis, e is an
example, and α is a conditioning variable needed to prevent divide-by-zero errors.

The threshold, TP , was not formalized. It was derived empirically, as described in Section 5, below.

3.3 Example Application of the System Biases. By making LERAD and PAYL’s biases explicit, we have
been able to analyze and understand them better. From this process, we have drawn the following conclusions
about the suitability of these two systems to detecting different attack characteristics:

• LERAD is sensitive to only a subset of the information in a packet, namely, the packet header and the first
eight words.

• Two packets that differ by even a single byte (among the attribute fields that LERAD examines) are likely
to be classified differently by LERAD. A packet that satisfies both the antecedent and consequent of a rule
can be made to violate the rule by changing a single byte in one of the fields (attributes) of the consequent.

• PAYL is sensitive to only a subset of the information in a packet, namely, the packet payload and the
destination port number.

• Two packets that differ by a single byte are unlikely to be classified by PAYL as being different – because
the byte distributions of the two packets will probably be very similar.

The following example illustrates how these biases of LERAD and PAYL translate into specialized detection
capabilities:

EXAMPLE 1. Consider the Denial of Service attack called “Back.” This attack is a malformed web request
to an HTTP port with the payload, “Get //// ...” followed by 6000-7000 slashes. One of the biases of PAYL is
that it examines the byte distributions. For this particular attack, the byte distribution of the payload is almost
exclusively centered on the “/” character in the ASCII table. This implies that PAYL will almost surely detect the
attack. One of the biases of LERAD is that it examines the relationships of the first eight words in the payload of
a message. Since “GET” followed by 6000-7000 slashes is an unusual relationship, we would also expect LERAD
to detect this attack. Therefore, the “Back” attack is a specific type of attack that would be detected by both
systems.

4 The Network Data.

As mentioned above, we are working with the DARPA/MIT Lincoln Laboratory database of packets. We decided
to only work with the 1999 data, since the 1998 data does not include a key to differentiate normal packets from
attack packets. The data from 1999 is five weeks long. The first and third weeks are attack free, whereas the
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second, fourth and fifth weeks contain attacks. Each TCP packet is a binary sequence not exceeding 64,000 bytes
in length. The DARPA web site classifies attacks into five categories: 1.Denial of Service (DoS), 2.User to
Root (U2R), 3.Remote to User (R2U), 4.Probes., and 5. Data.

This classification is standard, comprehensive, and still modern [11]. Nevertheless, this DARPA classification
does not result in mutually exclusive classes. Therefore, we have expanded the classification to include overlaps
as two additional classes, thus resulting in a total of seven attack classes. The two additional attack classes are:
6. Data and User to Root and 7. Data and Root to Local. The 1999 DARPA data was divided into three
sets. The training set consisted of all the data that was attack free. Training data: 03/08-03/12 (week one) and
03/22-03/26 (week three). Of the remaining data, the test and validation data sets were divided as follows: test
data: 03/29-03/31, 04/02, 04/05 and 04/09; validation data: 04/01, 04/06-04/08. Both the test and validation
data sets contain many attacks, though some attacks occur only in the test set and other attacks occur only in
the validation set. There are slightly more attacks in the test set than in the validation set.

5 Ensemble Implementation.

In this section we describe in detail step (2) of the pipeline, introduced in Section 1, and called the “refinement
by ensemble” step. The purpose of the ensemble is to produce a classification vector associated with a new
packet, which could be an attack. For the ensemble, we concentrate only on test data that consists of attacks,
i.e., non-attack packets are ignored.1 There are a couple of reasons that we did this. For one, these are the
only packets whose classification needs to be refined. Second, segmenting the data to determine the temporal
boundaries of non-attacks proved to be very difficult – it proved challenging to determine the exact duration of
non-attack packets. Therefore, our test data and validation data focused on attack packets only, and how to refine
their classification.

When combining LERAD and PAYL, there are four possibilities for the combined outputs of the two systems:
L-yes and P-yes, L-yes and P-no, L-no and P-yes, and L-no and P-no, where “yes” means the packet is labeled
an “attack” and “no” means the packet is labeled a “non-attack.” One of these pairs becomes the input to
the ensemble system, for each new example/packet. The output of the ensemble for one pair is a probability
distribution, called the probability classification vector, which gives the probabilities that the new example falls
into each of the seven possible attack classes, described in Section 4 above. In summary, given a new packet, which
we also call a sample to be consistent with statistical definitions, there are four possible events corresponding to
the four possible class labels given by the pair of classifier systems. These input events need to be converted to
an output probability distribution over the seven attack classes. Recall that this process is performed on the test
data set. In other words, the training data is used for LERAD and PAYL to learn their hypotheses, and then these
hypotheses make predictions over the test data to discover anomalies that are different from the hypotheses about
normal user behavior. We combine LERAD and PAYL’s predictions on the test data with the true (based on the
DARPA web site) classifications of the test data packets. Then, we convert this information into a probability
classification vector for each pair of outcomes from LERAD and PAYL. These vectors are joined together in an
ensemble probability classification matrix (EPCM), and output by the ensemble (see Table 2).

To accomplish this, the first step is to formalize, in probability terminology, what precisely we are trying
to find during step (2), i.e., what is the formal representation of an ensemble probability classification matrix
(EPCM)? The answer is that we want to find P (C|E), where C is a classification vector, i.e., a probability
distribution over the seven classes, and E is an input event, i.e., the pair of labels given by LERAD and PAYL,
such as L-yes and P-no. This probability value cannot be approximated directly from the results of the test data.
We need to use a conditional probability rule to calculate this conditional probability. The conditional probability
rule that we use is: P (Y |X) = (P (Y, X)/P (X)).

For example, suppose we have the results from the test data in Table 1. Each table entry that is not listed
under “Sum” represents P (Y, X), i.e., the frequency (which is an estimate of the probability based on the test
data) of a packet giving a certain pair of binary outputs by LERAD and PAYL and being in a particular attack
class (based on the DARPA/MIT web site classification of the test data). Furthermore, the “Sum” entry at
the bottom of each column represents P (X), i.e., the frequency of a certain pair of binary outputs by LERAD
and PAYL. Using the conditional probability rule, given above, we calculate P (Y |X), which is the output of the
ensemble. Continuing our example from Table 1, by applying the conditional probability rule we get Table 2.

1We use the same criteria as DARPA did to label packets as “attacks.”
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Attack y/y y/n n/y n/n Sum
Class 1 4 8 5 6 23
Class 2 6 4 2 1 13
Class 3 1 16 1 10 28
Class 4 0 0 2 1 3
Class 5 0 6 0 7 13
Class 6 2 1 1 0 4
Class 7 0 0 1 0 1
Sum 13 35 12 25 85

Table 1: Matrix of frequencies of attack events and classifier labels for LERAD/PAYL.

Attack y/y y/n n/y n/n
Class 1 0.3077 0.2286 0.4167 0.2400
Class 2 0.4615 0.1143 0.1667 0.0400
Class 3 0.0770 0.4571 0.0833 0.4000
Class 4 0 0 0.1667 0.0400
Class 5 0 0.1714 0 0.2800
Class 6 0.1538 0.0286 0.0833 0
Class 7 0 0 0.0833 0

Table 2: An ensemble probability classification matrix (EPCM), which is output by the ensemble. Each column
is a probability classification vector.

Note that this is a matrix consisting of vectors (the columns) – one for each input event/sample, giving the vector
output that is a probability distribution over the seven possible attack classes. This is what we call the “ensemble
probabilistic classification vector.”

For each new packet in the final validation data we can now use these vectors for classification. In particular,
we run LERAD and PAYL on this new packet. If we get L-yes and P-no, then the ensemble predicts (using
Table 2) the probability that the attack is of type Denial of Service is approximately 0.2268. The probability that
the attack is of type User to Root is approximately 0.1143, and similarly for the remaining classes of attacks.

Given this ensemble output information, a misuse detection system could restrict its search and computations
to a small subset of possible attack signatures when trying to find the most similar previous attack. The reasons
for continuing with a misuse detection system are that our ensemble outputs probabilities – however a match
with a signature could give further confirmation of the attack class, and also a stored signature could be used for
predicting the attacker’s next move.

We conclude this section by noting the role that the system inductive biases played in determining the
probability classification vectors. Note that if the ensemble input is L-yes and P-yes, then the ensemble will
conclude that the highest probability is that we either have an attack of Class 1 (Denial of Service) or an attack
of Class 2 (User to Root). Having a high probability of being an attack of Class 1 can be explained in terms
of the system biases. Recall Example 1 from Section 3.3, which was an example of a Denial of Service attack.
In that case, the large number of slashes indicated that such an attack would be manifested as an unusual byte
distribution and would therefore be likely to be detected by PAYL. Furthermore, the usual relationship between
the slashes and one of the keywords indicated that such an attack would also probably be detected by LERAD.
Based on the system biases, we therefore predicted that Denial of Service attacks would frequently result in L-yes
and P-yes. Table 2 indeed confirms our prediction.

In summary, our analysis of system biases was quite helpful for both predicting and understanding the output
of our ensemble. Future versions of our ensemble approach will investigate building an ensemble from first
principles, based on bias analyses, rather than using a purely empirical approach.

5.1 Parameter Tuning. LERAD’s process of learning a rule set involves a random element (see Section 3.1).
Nevertheless, our experimental investigations revealed that there are not significant differences in performance
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Attack y/y y/n n/y n/n Sum
Class 1 5 9 8 1 23
Class 2 6 4 2 1 13
Class 3 1 13 9 5 28
Class 4 1 1 0 1 3
Class 5 2 8 2 1 13
Class 6 1 2 1 0 4
Class 7 0 0 1 0 1
Sum 16 37 23 9 85

Table 3: A random frequency matrix with the same row sums as in Table 1.

arising as a result of alternating the random seed. Therefore, we fixed LERAD’s random seed to be 0, and all
results described in this paper assume this same seed.

We ran extensive empirical experiments to find optimal settings for the parameters of PAYL: TP = 256 and
α = 0.1. These are the values that are used in all of the empirical experiments, described below.

6 A Matrix-Matrix Comparison.

6.1 Another Matrix for Comparison. To evaluate the quality of our ensemble output, we require a
comparison against a reasonable standard. For this purpose, we decided to use a random frequency matrix.
Such a matrix is created using randomly-chosen matrix entries that are weighted based on the relative frequency
of each class of attack in the test data. In other words, it is not purely random, but contains useful information
about attack frequencies, and it is constructed from the test data – just like our ensemble is.

The particular methodology for creating the random frequency matrix was to use the test data to determine
both the attack frequencies and to ensure that the random frequency matrix has the same row sums as the actual
frequency matrix created from the test data (which was shown in Table 1 and was used directly for building the
ensemble). In other words, both the ensemble probability classification matrix (EPCM) and the random frequency
matrix are constructed based on information from the actual frequency matrix derived from the test data set. The
difference between them is that the EPCM has probability entries that directly reflect the test data, whereas the
random frequency matrix has characteristics that reflect those of the test data, but includes some randomness.
An example of a transformation of an actual frequency matrix to a random frequency matrix is shown in Table 3.
Then, we convert the random frequency matrix into entries that are probabilities, just like we did for the EPCM
in Section 5. We call this final matrix a weighted random probability classification matrix, abbreviated WRPCM.

Finally, observe that the WRPCM is randomly created. Therefore comparing the EPCM with one WRPCM
is statistically meaningless. To resolve this issue, we created 10,000 WRPCMs to compare with one EPCM, and
took the mean and standard deviation of the differences as our evaluation.

6.2 Evaluation Metric. We created a validation probability matrix (VPM) over the validation data set – for
the validation data set this is “ground truth” and is used as the performance standard. To measure the distance
between the EPCM or a WRPCM and the VPM, we used the standard Euclidean metric, which sums distances
between pairs of matrix entries.

We applied the Euclidean evaluation metric to compare the EPCM-VPM distance versus WRPCM-VPM
distance, on the validation data set. The following section describes the results of these comparisons.

6.3 Experimental Results. The average distance from the EPCM-VPM distance value to the 10,000
WRPCM-VPM distance values is 0.7264, and the standard deviation is 0.1516. Using the Euclidean metric,
we find that the distance between the EPCM-VPM value and the mean of the WRPCM-VPM values is 0.3463,
and the EPCM-VPM value is 2.507 standard deviations from the mean of the WRPCM-VPM values.

6.4 Interpretation of Results. The EPCM is more than 2.5 standard deviations closer (which is better) to
the VPM (considered “ground truth”) on the validation set than the average of the 10,000 WRPCMs. In other
words, a weighted random guess has a very low chance of being more accurate than the EPCM. In particular,
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the probability that a random accuracy variable X is less than the ensemble accuracy is P (X ≤ 0.3463) =
P (((X − µ)/σ) ≤ ((0.3463− µ)/σ) = P (z ≤ −2.5075) = F (−2.5073) = 0.0062, assuming distances are normally
distributed. From the experimental results, we found that only 24 of the 10,000 WRPCM accuracies were better
than those of the ensemble, which is quite low.

7 Summary and Future Work.

In summary, we have introduced a novel approach to an ensemble of classifiers that is designed for classification
refinement, rather than for improving classification accuracy. Our experimental results indicate that our approach
is very promising, and applicable to intrusion detection. In particular, our ensemble increased the number of attack
classes from one to seven. Furthermorecloser (which is better) to the correct VPM on the validation data than
the average of its competitors (the WRPCMs).

Our ensemble has an important role to play in refining the binary classifications output by the anomaly
detection systems, prior to running a misuse detection system. The final step of the pipeline process described in
Section 1, that of feeding the ensemble output into a misuse detection system, needs to be accomplished as part
of future work. For example, we might use SNORT [10], which is the most widely available commercial misuse
detection system. SNORT has a rule associated with each attack, so we might consider using our ensemble to
partition the rule set according to attack class, and then check a potential attack packet with the rules from the
class to which there is the greatest probability (according to the ensemble) that the attack belongs. This would
increase SNORT’s classification speed. It is interesting to note that for this paradigm, valuable information would
be produced by the ensemble even if all classifiers (members) of the ensemble individually classified the candidate
packet as a “non-attack.” This is because even if its component classifiers label a packet as a “non-attack,” the
ensemble still predicts a class of attack for the packet. Therefore, if the packet does indeed turn out to be an
attack, the ensemble will be especially helpful.

Finally, recall that we mentioned earlier that this ensemble approach is not only scalable, but is likely to
benefit in performance from the incorporation of additional classifiers. We intend to explore this fruitful future
direction for our research.
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Abstract 
Unsupervised feature selection techniques for text data are gaining more and more attention over the last 
few years. Text data is different from structured data, both in origin and content, and they have some 
special differentiating properties from other types of data. In this work we analyze some such features and 
exploit them to propose a new unsupervised feature selection technique called Scaled Entropy. Our 
experiments on standard corpora show that Scaled Entropy is different from other existing techniques and 
outperforms them more often than not. We have proposed a technique, inspired by Spearman Rank 
Correlation Co-efficient [1], for comparing different feature selection methods in terms of selected 
features. We have shown that the feature selection techniques which are significantly uncorrelated 
according to this measure, can be combined to produce better hybrid methods. As another contribution of 
this work, we propose two such hybrid unsupervised feature selection techniques. One of them, 
combination of Scaled Entropy and Document Frequency, works significantly better than the state-of-the-
art techniques on standard text clustering corpora.  
 
Keywords: Feature Selection, Text Clustering, Entropy, Scaled Entropy, Correlation Analysis 

1. Introduction 
Data mining techniques have gained a lot of attention of late. Two principal techniques in the aforesaid 
arena are clustering and classification. The fundamental difference between these two techniques comes 
from the fact that clustering does not require any class label information for every object, like 
classification. Clustering is the technique of grouping similar objects together to divide a collection into 
groups or clusters. Data in each group should share a common property � often proximity according to 
some defined distance measure. Two extensive survey papers [2,3] on clustering contain overview of 
commonly used clustering techniques. Text clustering [4] is the technique of grouping a collection of text 
documents, articles, Web pages etc. based on some similarity measure. Conventionally, documents to be 
clustered are represented as vectors of (normalized and/or idf-scaled) term frequencies. The number of 
elements in the vector would correspond to the size of the vocabulary (collection of all distinct terms) in 
the corpus. This representation has an inherent problem � Curse of Dimensionality [5] and associated 
sparseness of the data. As every document is represented as a vector of size equal to the vocabulary size, 
hence most of the entries (corresponding to the terms not present in that document) in the vector would be 
zero. Clustering vectors containing tens of thousands of entries causes performance bottleneck and hurts 
the accuracy of the clustering algorithm also. Hence to obtain meaningful clustering result, it is absolutely 
necessary to reduce the dimensionality of the feature space by reducing the size of the vocabulary. 
Feature selection is a technique for doing the same by selecting a subset of relevant and important 
features from the entire vocabulary and representing documents as vectors of selected features only. 
People have done lots of work in the area of feature selection for text classification. Some survey papers 
[6,7] review popular techniques in good detail. Supervised feature selection techniques for classification 
typically exploit the correlation between class labels and features to select the subset of features which are 
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most discriminating. Feature selection for clustering [8] or unsupervised feature selection is different from 
its supervised counterparts because of unavailability of class label information. 
 
Although unsupervised feature selection techniques are less matured than their supervised counterparts, 
there exist a few techniques worth mentioning. Notable among them are linear Feature Selection 
techniques such as Document Frequency (DF) [9], Entropy Based Ranking (EN) [10], Term Strength (TS) 
[11] and Term Frequency Variance (TF) [8,12]. According to DF, the more number of documents a term 
occurs in, the more important the term is. TS of a term is measured based on the conditional probability of 
occurrence in the second half of a pair given that it has occurred in the first half. EN projects the entire 
vector space of documents onto a single term, and calculates the entropy of the projection. The lesser the 
entropy of the projection, the more important the term is. TF considers the importance of a term as being 
proportional to the variance of its term frequency.  All these methods are linear in terms of number of 
documents in the corpus and we will refer to them as low-cost techniques. There are some other 
unsupervised techniques which are quadratic in number of documents such as the Entropy measure 
proposed in [13] and Term Contribution measure proposed in [9]. 
 
In this work, we propose a new low-cost technique for unsupervised feature selection called Scaled 
Entropy (SE). It exploits a property, which is very typical of text documents, for better feature selection: 
presence of an attribute is more important for clustering than absence. This technique compares well 
and quite frequently outperforms other state-of-the-art low-cost unsupervised feature selection techniques. 
We have proposed a technique, inspired by Spearman Rank Correlation Co-efficient [1], for comparing 
different feature selection methods. According to this measure, SE is considerably different, in terms of 
selected features, from other techniques. We have also shown that two different feature selection 
techniques can be combined to produce better feature selection techniques. We have observed that two 
feature selection techniques can be most effectively combined if they are both good in performance and 
�different� (according to our proposed measure). Finally, we proposed one such hybrid method which 
outperforms with significant margin, other state-of-the-art low-cost unsupervised feature selection 
techniques. We consistently use K-Means [14] clustering algorithm to compare feature selection 
techniques, throughout this paper.  
 
The rest of the paper is organized as follows. Section 2 describes the proposed Scaled Entropy technique 
and the intuition behind it. Section 3 describes the proposed measure to quantify agreement between 
different feature selection techniques based on the ranked list of selected features. Description of the 
experiments that evaluate various feature selection techniques on standard corpora and their results with 
an analysis of the results comprise Section 4. Section 5 concludes the paper by summarizing the 
contributions and listing out pointers for future work.  

2. Scaled Entropy 

2.1 Asymmetric Information Content Hypothesis 

One unique property of text documents is that the presence of a word in a document is more informative 
than the absence of a word. As an illustrative example, consider two documents d1 and d2. We only know 
that d1 contains terms loan, interest, ATM and credit along with other terms whereas d2 does not contain 
these terms. Based on only this much information we can say that d1 is likely to belong to a cluster of 
documents on financial organizations but nothing can be said about d2. We refer to this hypothesis as the 
Asymmetric Information Content (AIC) hypothesis.  Moreover, the information content regarding class 
membership of a document increases faster than linearly with the number of occurrences of a word in it. 
Euclidean distance, a metric which weighs presence and absence with the same weighting, is not 
considered as a good distance measure for text documents, as opposed to its widespread usage in other 
forms of data as image and bio-medical data [15].  
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A good feature should be able to distinguish between different classes of documents. In other words, 
when a set of documents is projected on a feature dimension, the projection of documents belonging to 
different classes should be well separated. Further it is observed in text data, the purity (uniformity of 
labels) increases away from the origin in a discriminating dimension. Figure 1 shows the projection of a 
2-class (a subset of the R6 dataset described later) text dataset on a discriminating feature dimension. The 
documents are colored according to their labels.  
 

 
Figure 1. Projection of a 2-class text dataset onto a discriminating feature 

2.2 Scaled Entropy Technique  

Based on the observations mentioned in the previous section, we lay down three claims that, we believe 
are among the desiderata for a text feature selection technique. All these are for selecting a feature when 
the set of documents are projected on the dimension corresponding to the feature.  
 
Claim 1. Skewed distributions are better than uniform distributions. 
Claim 2. Features with clusters away from the origin should be preferred to those which have 
clusters closer to the origin. 
Claim 3. Features with a sparse cluster away from the origin, should be preferred to 
features that have a dense cluster nearer to the origin. 
 
Claim 1 is the idea behind the EN technique and is applicable for non-text data also. The others are based 
on weighting presence and absence asymmetrically and also that the importance increases faster than 
linearly with presence. The remaining part of this section gives the formulation of Scaled Entropy 
motivated by these three claims.  
 
The projection of a document vector d on the dimension corresponding to the feature X is given by the dot 
product d.iX, where iX  is the unit vector along the same dimension.  Let fi(X) be the fraction of documents 
for which the projected value on X dimension be i. The Scaled Entropy(SE) value of feature X is 
calculated as per the following formula.  

∑ +
i
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Quality of feature X is inversely related to SE(X). The formulation similar to that of EN[10]. The division 
by i makes SE different from EN. This scales down the contribution of a set of documents by distance 
from the origin. Importance of a feature being inversely proportional to the contribution, it satisfies Claim 
2 explicitly and implicitly aids Claim 3. We will see how SE compares with other feature selection 
techniques in section 3 and 4. 

3. Comparing Feature Selection Techniques 
Before going to evaluate the goodness of the SE technique, we would like to show that SE is considerably 
different from other feature selection techniques in terms of the features it selects. Any feature selection 
technique gives a ranked list of features in descending order of importance. We wanted to use some of the 
well known techniques for comparing two ranked lists such as Spearman Rank Correlation Co-efficient 
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[1], Kendall-Tau Distance etc [16]. These techniques have an inherent assumption that the size of these 
two ranked lists are equal (say n) and each list contains same n distinct elements. However, top n features 
from two different feature selection techniques may not be (and most likely too) same. In the following 
subsection we propose a modification to Spearman Rank Correlation Co-efficient [1] technique to 
compare two lists which may contain different elements. Using the proposed measure, we compare state-
of-the-art feature selection techniques with SE and show that SE is a considerably different technique. 
This observation eventually led us to another significant contribution of this work. If two feature selection 
techniques are considerably different and give good results independently then an intelligent combination 
of them is expected to give better results. We do not attempt to testify this hypothesis as it is evidently not 
unintuitive and an empirical justification of this hypothesis isn�t essential for the problem that this paper 
tries to address. Carrying this hypothesis forward, the more different two good techniques are, the better it 
would be to combine them. We will introduce a couple of such hybrid methods in section 4.  

3.1 Modified Spearman Correlation Coefficient 

Spearman Rank Correlation Coefficient [1] (SCC) is a nonparametric (distribution-free) rank statistic 
proposed by Spearman1 in 1904 as a measure of the strength of the associations between two variables. 
Given two ranked lists of size n the following measure M gets a value in the range [-1, +1] where the 
absolute value indicates the extent of correlation and the sign indicates the type of correlation.  

∑ −
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nn
dM ; where d is the difference in rank of corresponding variables 

Two identical lists will have M value +1, two completely opposite lists will have M value -1. Now if the 
two lists may contain different elements then Spearman Rank Correlation Co-efficient cannot be used to 
compare them. To aid the comparison of such lists, we define the Modified Spearman Correlation 
Coefficient (MSCC) by the following formula. 
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Where d is the difference in rank for every element that occurs in the union of the top n features of the 
two lists. The rank of a feature not present in a list is considered as (n+1). It can be verified that MSCC 
satisfies all the above mentioned boundary conditions i.e. for identical lists it would be +1 and for 
completely disjoint lists it would be -1. We choose not to explain MSCC and its properties in greater 
detail due to space constraints.   

3.2 Analysis 

We present the MSCC values for every pair of feature selection techniques DF, EN, TF and SE. Further, 
we define a Composite Correlation Measure for each technique as the sum of the correlations of that 
technique with the others in the set. The MSCC values have been computed for different values of n. The 
results presented here are results on the Reuters 6-cluster dataset (1359 documents and 11019 words), a 
subset of Reuters-21578, details of which can be found in a later section. As can be seen from the graph, 
SE is maximally different from DF and maximally similar to EN. Further, SE has the lowest composite 
similarity measure and hence can be said to be maximally different from other techniques. Another 
striking observation is that DF and TF appear to have a strong correlation. It may be noted that the 
correlation measure would increase as n increases, as the number of common features would increase 
with n. On a related note, we did this same analysis for each of these four methods with the supervised 
�Information Gain� (IG) [9] feature selection technique on the same dataset. It was found that SE is again 
highly uncorrelated with IG, the MSCC (for n = 1000) value being -0.63. DF, EN and TF had MSCC 

                                                
1 http://en.wikipedia.org/wiki/Charles_Spearman  
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values (n=1000) of 0.29, -0.2 and 0.37 respectively with IG. Based on this analysis we can conclude that 
SE is significantly different from the state-of-the-art techniques.  
 

Table 1. Results of Correlation Analysis 

4. Experiments and Results 
In this section, we present detailed experimental results to compare SE with other low-cost feature 
selection techniques. For each feature selection technique, we perform K-Means clustering [14] using 
Weka2 on a test dataset and the quality of clustering results is considered as the metric to judge the 
goodness of the feature selection technique. We take the best of 5 runs with random initial seed value to 
reduce the effect of the bias of K-Means on the starting centers. Finally, based on our observation 
(mentioned in section 3) we propose two hybrid feature selection methods which are combination of two 
pairs of most dissimilar methods. We compare these new techniques with existing techniques similarly.  

4.1 Datasets 

We perform extensive experimentation with the Reuters 6 cluster dataset (R6) which is a subset of the 
Reuters-21578 dataset3 containing uniquely-labeled documents. Classes considered were crude, trade, 
grain, money-fx, ship, interest. R6 contains 1359 documents and the size of the vocabulary after stopword 
removal is 11019. Further, we present results on the Classic3 dataset. Classic34 data set contains 1400 
aerospace systems abstracts from the Cranfield collection, 1033 medical abstracts from the Medline 
collection and 1460 information retrieval abstracts from the Cisi collection, making up 3893 documents in 
all. After preprocessing, this data set had a vocabulary of 4303 words.  

4.2 Hybrid Feature Selection Techniques 

In section 3, we proposed that different and good feature selection techniques could be combined to create 
better hybrid feature selection techniques. We introduce two such measures in this section. The DF-SE 
technique is a combination of the DF and SE techniques. Top n features for the DF-SE technique would 
be the union of the top n/3 features from the DF technique and top 2n/3 features from SE technique. This 
asymmetric division is of importance and stems from our preliminary results which show that DF 
performance peaks at a very low value of n, whereas other techniques peak much later. The other hybrid 

                                                
2 Weka Toolkit : http://www.cs.waikato.ac.nz/ml/weka/  
3 http://www.daviddlewis.com/resources/testcollections/reuters21578/  
4 ftp://ftp.cs.cornell.edu/pub/smart  
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measure SE-TF is a symmetric combination of SE and TF techniques. Every feature is tagged by the sum 
of its ranks according to TF and SE (lesser the sum, the better). Top n features are selected from this 
ranked list.  

4.3 Clustering Quality Validation Measures 

We use purity [17] and entropy [9] to validate the clustering quality. The class labels of documents are 
used only for validation and not for feature selection or clustering. Purity is defined as weighted sum of 
the fraction of documents of maximally represented class for each cluster. Entropy is defined as the 
weighted sum of the entropies of the clusters, the entropy for a cluster calculated as the uniformity of the 
cluster based on label information. Note that best technique in the case of purity is the technique that 
gives the highest purity, as opposed to entropy where lesser implies better.  
 
As we perform a host of experiments for varying values of n and k (in K-Means), we have an array of 
performance measures for every feature selection technique. To aid visual comparison of performances, 
we propose a single quality measure called Sum of Deviations from Best (SDFB) which is a per-technique 
score, aggregating the performances of the technique across experiments. SDFB for a particular feature 
selection technique (F1) is computed as the sum of the absolute deviation of entropy (purity) of F1 from 
the best entropy (purity) obtained (among all feature selection techniques for that experiment) over all 
experiments (varying n and k). Lower the value of SDFB, the better and consistent (for both entropy and 
purity SDFBs) the technique.  

4.4 Results 

We present an extensive set of charts from the R6 dataset experiments (some charts such as that for K=18 
have been omitted due to space constraints) and a sample of the results for the Classic3 experiments.  

4.4.1 Results on the R6 Dataset 
Table 2. Results on the R6 dataset for varying K and n 
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5.4.2 Results on the Classic3 Dataset 
Table 3. Results on the Classic3 Dataset 
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4.5 Analysis 

Many useful conclusions could be arrived at by a detailed analysis of the above charts. Firstly, DF shows 
a sharp decrease in performance with increasing n as depicted by the decrease in purity and increase in 
entropy as we move towards higher n. Secondly, DF is clearly inferior to the other techniques as 
illustrated by a huge pillar in the SDFB charts. Thirdly, the performance of SE compares well with those 
of EN and TF. Fourthly, and most importantly, DF-SE performs better than any of the other techniques 
and is the best performer in the majority of experiments with R6 resulting in a close-to-zero value for both 
Purity and Entropy SDFB. The performance on the Classic3 dataset further reinforces that DF-SE is very 
superior to all the other techniques. Fifthly, SE-TF doesn�t seem to give too much of an improvement 
over its constituent feature selection techniques. The constituents of SE-TF weren�t as �different� as those 
of DF-SE (Ref: Section 3.2). This possibly, points to the fact that high-performing hybrid techniques 
could be obtained only by combining significantly different techniques.  

5. Contributions and Future Work 
In this work, we have laid down the AIC hypothesis that text data is very special in that occurrence of a 
term conveys more information than the absence of it. Based on this hypothesis we have proposed Scaled 
Entropy, a different feature selection technique which compares well in performance with existing 
techniques. We have proposed a measure to compare different feature selection techniques and based on 
our observation we have introduced the notion of combining different feature selection techniques to 
create better hybrid feature selection techniques.  
 
Future work in this direction would be centered on the variability analysis of feature selection techniques 
and intelligent usage of it to generate hybrid feature selection techniques. Feature selection techniques 
could be subjected to variability analysis so as to handpick uncorrelated and good pairs to combine. In 
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fact, it may be possible to group existing feature selection techniques into few groups based on their 
mutual correlation. We hope that techniques which have similar heuristics will have higher correlation 
and hence would cluster together. Then techniques from different groups could be combined to obtain a 
better hybrid feature selection technique. Another possible extension of this work would be to devise 
specialized techniques for text using AIC hypothesis.  
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Abstract 
We describe a nonparametric algorithm based on the empirical distribution function which can be 

used for classification and prediction. The EDFs of at least ordinally-scaled variables are used to classify 
or predict the value of a target variable. The algorithm uses a function of the quantiles of the EDFs of 
independent variables to determine the nearest value of a dependent variable. The algorithm may be ex-
tended to binary-valued variables by assuming that there is a superior class and an inferior class, and that 
they may be labeled ‘1’ and ‘0’, respectively. The algorithm is robust with respect to missing data. There 
is a provision to perform variable selection to determine the best-performing subset of independent vari-
ables. 
1. Introduction 

We describe a robust nonparametric algorithm for classification and prediction that is based on the 
empirical distribution function (EDF). The EDFs of independent random variables that are at least ordi-
nal in measurement scale are used to assign a class membership to an ordinal target variable or to predict 
the value of an interval-scaled target. The algorithm uses a weighted index of the quantiles of the EDFs 
of independent variables combined with a link function to determine the nearest value of a dependent 
variable. Binary-valued variables may be included by assuming that there is a superior class that may be 
labeled ‘1’, and an inferior  class that may be labeled ‘0’. 

The empirical distribution function classification and prediction algorithm (EDFCAP) assumes that 
the ranks of the target variable are related to the ranks of the independent variables in a systematic man-
ner that can be modeled by a functional relationship. The EDFCAP algorithm is robust in the presence of 
missing values since they do not impede the construction of the empirical distribution function. However, 
the EDFCAP algorithm assumes that the EDFs of the dependent and independent variables are “com-
plete” in the sense that all possible values of the variables are present in their EDFs. Were this not to be 
the case, the gap in an EDF would create inaccuracies due to the omission of a representative value. Also, 
since outliers present no difficulty in formulating the EDF since only the ordering property of real num-
bers is used and not the distance between them, the results produced by the EDFCAP algorithm are not 
distorted by extreme values in the data. 
2. Background 

The cumulative distribution function (CDF) of a continuous random variable x with probability den-
sity function )(xf is  
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Some of the properties of the CDF are: 
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)(xF is nondecreasing as x increases, i.e., if 21 xx <  then )()( 21 xFxF ≤  [1]. 

The EDF is the empirical analogue of the CDF. The EDF of a sample nixi ,...,2,1},{ = is defined to be 
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whereI is the indicator function. If x is a discrete ordinal random variable, the same definition holds with 
the probability mass function of x substituted for the probability density function of x. In the discrete 

case, )(ˆ xF is a step function with discontinuities at the interval boundaries of x. In the limiting case, 

FF →ˆ as the number of discrete values increases because the minimum jump discontinuity isn1 . We 
use the definition of EDF for which the discontinuity occurs at the right-hand value of the data interval. 

)(ˆ xF defines a mapping from the domain of x to the range of values in [0, 1] such that qxF =)(ˆ . The 

values q are the quantiles of the EDF, and represent the fraction of valuesix  that are less thanjx for i<j. 

When expressed as percentages, the q are called “percentiles.” We may interpret q as an estimate of the 

probability )()( xFxXP =≤ by observing that )( xXI ≤  is a Bernoulli random variable with parame-

ter )(xFp = . Note that pxXIE =≤ )]([ and that )1()](var[ ppxXI −=≤ . Then by the definition 

of )(ˆ xF in (3), )(
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 is the mean of n  i.i.d. Bernoulli(p ) random variables with mean 

pqE =][  and nppq /)1(]var[ −= . Thus, q is an unbiased estimator ofp . The interested reader is re-
ferred to [2] for a proof. 
3. EDFCAP Algorithm 

We may interpret the creation of the EDFs from non-missing pmmixi ≤= ,,...,1, , 

and ]1,0[)(ˆ aii xF as a mapping ]1,0[]1,0[ →m or as a projection of the EDFs of the iX onto the EDF 

of Y . In this formulation, the iF̂ represent a varying-dimensional basis for spanning the quantized space 

of the non-missing iX 1. 

Let ),,,( 1 pXXY K  be a multivariate observation describing the output of some process Y , and si-

multaneously-observed independent random variablesiX associated with Y . Let 

niXXY ipii ,,1),,,,( 1 KK =  be a random sample of observations drawn from this process. We wish to 

use the EDFs of Y and the iX to define a relationship between Y and iX . Let iF̂  be the EDF for iX . We 

can consider eachiF̂  to be a one-dimensional table mappingiX into iq . Similarly for the dependent vari-

ableY , YY qyF =)(ˆ . By judiciously combining the iq  into a single result Yq , we can approximately 

compute yqF YY =− )(ˆ 1
 by table lookup or interpolation. Since any EDF is a discontinuous step function, 

the standard definition of an inverse does not pertain. We can, however, find a y that is close 

to )(ˆ 1
YY qF −

by using a search technique. The estimandy then represents the value of Y most closely re-

lated to the associated variablesiX , as represented by the covariation of the quantiles Yq  and iq . 

3.1 EDFCAP Implementation 

1. Compute )(ˆ yFY and )(ˆ
ii xF for observed outcome Y and independent random variablesiX . 

2. Compute ),,(ˆ 1 pY qqgq K= to map the quantiles into a representative value. The functiong is a link 

function that converts the iq of the independent variables into an equivalent value Yq of the depend-

ent variable, Y . 

                                                                 

1 For example, if the observation is ),,,( 321 XXXY  and 3X contains a missing value, the observation 

),,( 21 XXY is used in subsequent processing. 

100



3. Compute yqF YY =− )(ˆ 1
 to determine the predicted class membership (binary or ordinal scale) or in-

terpolated value (interval scale) ofY . 
3.2 Link Function 

The link functiong which combines the iq  into a single representative value may have various formu-

lations. For example, an obvious link function isg  as a weighted average, or centroid, of the iq . Thus, 
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where the iw are the Pearson correlation coefficients ir  between Yq and iq 2. An alternative link function 

combines the iX  into the normalized weighted Euclidean distance from the origin ( )(ˆ −∞iF ) to )(ˆ
ii xF . 

Thus, 
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where the iw are the Pearson correlation coefficients as above. Any measure of association may be used, 

such as the asymmetric uncertainty coefficient, which was also used in computations3. Only iq for non-

missing iX are used. The choice of link function is singularly important because it represents the mapping 

from the domain of the iX to the range of Y . Link functions may be described as “direct” or “indirect.” 

3.2.1 Direct Link Functions 
Direct link functions compute Yq from the iq in one step. They are of the form specified in (4) or (5). 

We assume that the function of the iq  for non-missing values of iX represents the best relationship be-

tween iX andY . The weights iw are specified in Table 1. 

Table 1. Direct Link Function Weighting Factors 
Description Abbreviation Weighting Factor, iw  

Equally-weighted A 1 

Correlation C || ir  

Exponential E 1|| −ire  

Number of Discrete Steps N 1|| −ir
in  

Log of reciprocal LR |))|1/(1log( ir−  

Reciprocal R |)|1/(1 ir−  

                                                                 

2 The iq for each value of iX was paired with Yq for each corresponding value of Y so that there was a 1-1 pairing 

of ( iq , Yq ) for each ( iX ,Y ) in the data in the computation of Pearson’s r. Ideally, each pair of ( iX , jX ) would 

be orthogonal so that .0, =
ji XXr  However, since true orthogonality is rarely seen in practice, multicollinear pairs 

of independent variables must be eliminated from the analysis to eliminate the redundant influence of two variables 
that are almost collinear with each other. 

3 We could have used the2χ statistic, but it is biased in favor of variables with large numbers of categories. We 

could also have used Spearman’s rank correlation coefficient, but for large N, it is equivalent to Pearson’s r. The 
asymmetric uncertainty coefficient is based on entropy considerations and represents a different approach to meas-
uring strength of association. 
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The weights were chosen according to several heuristic “axes” of inquiry: 
o Powers of r: reciprocal, equally-weighted, correlation, corresponding to the powers -1, 0, 1 
o Exponential of || ir and log of reciprocal of || ir  

o Number of discrete steps of EDF of iX weighted by || ir , normalized by 1−n . 

Additional weighting schemes may be readily devised. This is a topic for further investigation. 
3.2.2 Indirect Link Function and Variable Selection 

The indirect link function computes Yq based on the most significant individual variables among 

the iX . Significance is measured by the magnitude of the measure of association. This is a two-stage 

process in which 1) the most significant independent variables are chosen, and 2) Yq is then computed 
based on the value of the link function. An example of the indirect link function used in this paper is 
“choose the three variables kji XXX ,, corresponding to the first three largestiw where the iw are as de-

scribed above, and then let ),,( kjiY xxxgq = for those selected variables.” We assume that the three 

variables kji XXX ,, most highly correlated withY represent the best relationship between the iX and 

Y . The number of variables considered was used as a parameter in the experimental design applied to 
evaluate EDFCAP’s performance. We considered up to five variables per performance run. 
3.2.3 Refining the Estimated Quantile Yq  

After the iq  has been estimated, the estimate may be further refined by using the information con-

tained in the quantiles of the original dataset. For each (iX ,Y ) in the data, the quantile values are used 

in a cubic polynomial regression algorithm to relate the quantiles of the Y to the quantiles of the iX . Cu-

bic polynomial regression was chosen because a cubic polynomial has the flexibility to model points of 
inflection of an EDF and also because it can represent an inverse relationship between iq  and Yq . Ap-

plying the regression equation to the iq  now changes the meaning of the iq to YX i
q | since iq  has now 

been redefined in terms of Yq . The estimated quantile YX i
q | then becomes the input to the link function 

as defined supra. The decision to use cubic regression was a parameter in the evaluation of the EDFCAP 
algorithm. 
3.3 Classification and Prediction 

After the link function has computed Yq , the appropriate value of y is determined by table lookup (bi-
nary or ordinal variables) or interpolation (interval variables). There are alternative methods for perform-
ing the respective assignment of a value to y , depending on the measurement scale ofY . 

3.3.1 Predicting Ordinal Class Membership 
Three methods are available. Simple table lookup selects the first y corresponding to the first value 

of Yq that satisfies yqF YY =− )(ˆ 1
. Nearest neighbor table lookup selects the y corresponding to the quan-

tile nearest to Yq . For example, if 1947.0=Yq and the nearest quantile-class label pairs were (.15, 3) and 
(.20, 4) then the class label assigned would be 4 since the pair (.20, 4) is closer than (.15, 3). Distance is 
computed along the Yq axis. Linear interpolation followed by nearest neighbor interpolation linearly in-
terpolates the value of y  and follows with a nearest neighbor calculation to assign class membership. 

3.3.1.1 Binary Dependent Variable 
When Y  is a binary variable, the outcome of a classification is the assignment of a label of ‘1’ or ‘0’ 

toY . The EDF will consist of only two values: the mean of Y and 1. Using the mean as a cutoff probabil-
ity will cause the label ‘1’ to be assigned to the observation if Yq  is equal to or greater than the mean. 
Additional processing may be applied to improve the performance of the EDFCAP classifier, however. 
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After the EDFs for the iX have been created, the training dataset is scored and the quantiles Yq are re-

garded as estimates of actual probabilities. A receiver operating characteristic (ROC) analysis may be 
performed to evaluate the performance of the classifier with respect to correct and incorrect classifica-
tions of the actual outcomes Y according to the values of the estimated probabilitiesYq . Then, the value 

of Yq that is closest to the optimal (0, 1) point4 is that value of Yq such that 

22 )1()0(minarg i
i

Y yxq
i

−+−=                                                    (6) 

where ix  is the false positive (FP) value and iy is the true positive (TP) value for training dataset obser-

vation i. This point will have the highest percent of correct decisions where correctness = sensitivity (true 
positive) + specificity (true negative). 
After the best Yq has been found through ROC analysis, observations may be scored by directly compar-

ing the Yq produced from the evaluation of the link function to c
Yq , the estimate of the cutoff probability. 

If c
YY qq ≥ , the label ‘1’ is assigned to the observation, otherwise the label ‘0’ is assigned. 

3.3.2 Interpolating Interval Values 
Four methods are available. Simple interpolation is the same as simple table lookup. Nearest neighbor 

interpolation is the same as for ordinal class membership. Linear interpolation uses the bounding values 
of the quantiles bracketingYq to linearly interpolate the value ofy . Linear interpolation followed by 
nearest-neighbor interpolation is the same as for ordinal class membership. 
4. EXPERIMENTAL DESIGN 

We used nine datasets from the UCI Repository [3] since they are available publicly and are known to 
the machine learning community. We selected them if they had binary, ordinal, or interval variables for 
which one could serve as a dependent variable. Since the dependent variable for the abalone dataset, 
rings, has 29 discrete levels it was used as an interval variable and also as an ordinal variable. We also 
used two datasets from actual projects. The task for the Bank dataset was to build a model predicting ac-
countholder attrition, a binary-valued target. There were 667,569 observations of which 10,488 were at-
tritors Since the target population was only 1.57% of the data, a stratified model was built using random 
sampling to create a training dataset consisting of 70% attritors and 30% non-attritors. The variables used 
were age of accountholder, length of time as a bank customer, marital status and residence status as 
nominal variables, and two binary triggers related to utilization of on-line bank services. The nominal 
variables were converted into ordinal variables by using information gain associated with the target vari-
able to order them. The task for the Retail dataset was to predict the number of units of fragrance pur-
chased, an interval-scaled target. There were 3,069 observations. The variables were US Census 2000 
variables related to age, ethnicity, renter or homeowner status, and median income, and retail variables 
such as size of store, and units sold of selected products (skincare, cough/cold medication, toys). 

We used only those observations that had non-missing values of the dependent variable so we would be 
able to accurately compare EDFCAP predictions to original values. A specified percentage of the de-
pendent variable’s values were set to missing to indicate that they were to be predicted, and the remain-
ing non-missing variables were used in constructing the EDFs. We arbitrarily assigned 5% of the de-
pendent variable’s values to be missing in all cases. Missing values were randomly assigned according to 
the values of a uniform random variable. If a dependent variable was set to missing, the observation con-
taining it was put into a holdout dataset and the observation was not used in constructing the EDFs for 
that set of data. For each dataset, we created four pairs of training and holdout datasets by varying the 

                                                                 
4 The (0, 1) point in ROC space is the point for which a classifier generates correct decisions 100% of the time. The 

probability associated with a (FP, TP) point is called a cutoff probability. A useful reference for ROC analysis is 
[4], and [5] is an excellent theoretical treatment. 
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random number seed used to generate missing values four times5. Classification and prediction accuracy 
results were collected and tabulated for evaluation. The four holdout datasets containing predicted class 
membership (binary or ordinal scale) or interpolated value (interval scale) were combined into one data-
set and analyzed as a single experiment. The figure of merit for binary and ordinal variables was classifi-
cation accuracy. The equivalent statistic for interval variables was the root mean square error (RMSE) of 
the matched pair (actual, predicted) for each set of parameters. 
4.1 EDFCAP Scenarios 

For a specified dataset, the relevant factors that could be varied were: cubic regression, interpolation 
method, link function, measure of association, and weighting scheme. If a dependent variable was binary, 
e.g., for the Adult, Bank, and Pima Indian data, ROC analysis was used. 

Cubic regression was alternately applied and not applied. The link function used was chosen from a 
set of such functions, and the interpolation method used depended on the measurement scale of the de-
pendent variable. The EDFCAP algorithm was applied to each dataset by varying the algorithmic pa-
rameters in full-factorial fashion. Given the “treatments” of {cubic regression, interpolation method, link 
function, measure of association, and weighting scheme}, a scenario was executed for each combination 
of ordinal classifications, and similarly for interval predictions. 
4.2 Decision Tree and Regression Scenarios 

The SAS Enterprise Miner™ Decision Tree modeling node was used to create classification and re-
gression trees for scoring the holdout data. The Regression modeling node was also used to create classi-
fication and prediction models as an additional comparison technique using logistic and linear regression, 
respectively. The data exclusive of the holdout sample were randomly sampled into training and valida-
tion datasets in a 70%/30% split. Decision trees used the Gini criterion for splitting, and regression mod-
els minimized validation error. Trees up to 10 levels deep were built. Regression models were built using 
main effects and the interaction effects of all variables, and used stepwise variable selection. The per-
formance metric to be minimized in all regression scenarios was the validation error (classification) or 
the variance (prediction). For logistic regression models, the validation error is the negative loglikeli-
hood. For linear regression, the validation error is the error sum of squares. 
5. EXPERIMENTAL RESULTS 

We evaluated the EDFCAP algorithm on its classification accuracy (binary and ordinal variables) and 
predictive accuracy (interval variables). The results were compared to those of the Decision Tree model-
ing node and the Regression node in SAS Enterprise Miner6. 
5.1 Classification Accuracy 

The measure of classification accuracy was the percent of predictions that exactly matched the origi-
nal data. Table 2 reports classification accuracy for EDFCAP, decision tree, and regression models. The 
most accurate result for each dataset is highlighted in bold font. 

Table 2. Classification Accuracy in Percent 
Dataset Dependent 

Variable 
EDFCAP 
Centroid 

EDFCAP 
Euclidean 

Decision 
Tree  

Logistic 
Regression  

Abalone Rings 25.30 29.12 37.35 28.04 

Adult Income 77.56 77.18 83.47 81.70 

Bank Attrition 23.60 23.60 7.39 3.87 

                                                                 
5 The only exception to this protocol was the abalone data used for classification testing. Sampling the relative scar-

city of low and high values of the dependent variable created empty classes in the initial tests, so we decided to 
create four holdout datasets as usual and group all of the training datasets into one dataset for model building. 

6 SAS Enterprise Miner™ was used to create the models, which were scored with the same test data used for 
EDFCAP. The Decision Tree modeling node was used because it is robust in the presence of missing values. Impu-
tation of missing values was used for the Regression node by replacing missing interval data with mean values and 
missing ordinal data with the mode of the distribution of the variable for which data were missing. 
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Import85 Symboling 42.22 42.22 26.67 26.67 

Pima Indian Class 77.85 78.48 75.32 79.75 
 
While the decision tree algorithm is clearly the best classifier for two out of five datasets (Abalone, 
Adult), the EDFCAP algorithm is similarly superior for two (Bank, Import85). Logistic regression was 
the best classifier for Pima Indian data, with EDFCAP a close contender. 
5.2 Prediction Accuracy 

The measure of prediction accuracy used to compare the actual value to the predicted value was the 
root mean squared error (RMSE). Table 3 reports prediction accuracy for the best results in terms of 
RMSE. The most accurate result is highlighted in bold font. 

Table 3. Prediction Accuracy as RMSE 
Dataset Dependent 

Variable 
EDFCAP 
Centroid 

EDFCAP 
Euclidean 

Decision 
Tree 

Linear 
Regression 

Abalone Rings 2.63 2.58 1.77 2.08 
Auto Mpg Mpg 3.69 3.76 3.69 3.26 
BUPA Drinks 2.68 2.78 2.82 2.79 
Housing MEDV 7.56 6.95 4.94 3.95 
Machine PRP 49.75 47.84 76.47 45.91 
Retail Fragrance 59.90 59.90 1566.63 1175.84 

 
For prediction problems, OLS regression is a more accurate predictor than either the decision tree or 
EDFCAP for three out of six datasets. EDFCAP returns the best performance for the Retail problem. Ap-
pendix A contains detailed results of the EDFCAP centroid prediction performance for this dataset. 
5.3 Best EDFCAP Scenario 

A scenario was executed for each combination of parameters appropriate for the measurement scale of 
the target variable. For classification models, three datasets had binary target variables (Adult, Bank, 
Pima Indian), so ROC analysis was appropriate for them; the remaining two datasets (Abalone, Import85) 
had ordinal target variables for which ROC analysis was not relevant. For prediction models with interval 
target variables, the parameters were the same as for classification models, with the exception of interpo-
lation, for which linear interpolation could be performed. 

The parameter settings of the best scenarios are listed in Table 4. Where there is more than one entry, 
all of those settings listed produced the same result. 

Table 4. Best Scenario Parameter Settings 
Dataset Dep Var 

Scale 
Cubic 
Reg 

Interpolation Link 
Function 

Measure of 
Association 

Weighting Factor 

Binary or Ordinal Target Variable 
Abalone Ord Y S Dist, I I5 U C E LR R 
Adult Bin N LNN NN S Dist, I2 U A 
Bank Bin Y NN Cent, I4 U A C E LR N R 
Import85 Ord Y NN Cent, D I5 P U C E LR R 
Pima Indians Bin N NN S Cent, I3 P LR 

Interval Target Variable 
Abalone Int Y LNN Dist, I2 U LR 
Auto MPG Int Y L Cent, D P N 
BUPA Int Y NN Cent, I3 U N 
Housing Int Y LNN Dist, I2 P LR 
Machine Int N S Dist, I4 P N 
Retail Int N Y NN Dist, D P U R 
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Cubic regression proved to be an effective enhancement to the link function for target variables regard-
less of measurement scale, and nearest neighbor interpolation by itself or with linear interpolation was 
likewise most effective. For binary or ordinal target variables, the centroid link function and uncertainty 
coefficient measure of association gave best classification accuracy, while for continuous target vari-
ables, the distance link function and Pearson’s r were best. The best weighting factors for binary or ordi-
nal target variables were correlation, exponential, and some form of reciprocal, and for interval target 
variables, some form of reciprocal and number of discrete steps in the EDF were most effective. 
6. CONCLUSION 

We described a robust nonparametric algorithm that uses a function of the quantiles of empirical dis-
tribution functions of independent variables to assign class labels to a binary or ordinal target variable or 
to predict the interval value of a continuous target variable. We compared its performance to a classifica-
tion and regression tree algorithm and linear and logistic regression models and observed that the 
EDFCAP algorithm performed comparably to classification and regression trees and to logistic and linear 
regression on the datasets chosen for evaluation. 
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Appendix A – EDFCAP Centroid Link Function Prediction Performance for Retail Data 

 
The results reported in section 5.2 are the best estimate of performance, but the range of results varied 

widely. The table below shows the variety of results computed by the EDFCAP centroid link function for 
the retail data. 

  
Quantile       Estimate 
 
100% Max       5581.6043 
 99%           5375.9315 
 95%           5104.1095 
 90%           4632.4862 
 75% Q3        3835.7879 
 50% Median    3453.1929 
 25% Q1        3384.2250 
 10%           2726.7356 
  5%           1274.4421 
  1%             60.3880 
  0% Min         59.9042 
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Abstract - The data collected for various domain purposes usually contains some features irrelevant to 
the concept being learned. The presence of these features interferes with the learning mechanism and as a 
result the predicted models tend to be more complex and less accurate. It is important to employ an 
effective feature selection strategy so that only the necessary and significant features will be used to learn 
the concept at hand. The Symmetrical Tau (τ) [13] is a statistical-heuristic measure for the capability of 
an attribute in predicting the class of another attribute, and it has successfully been used as a feature 
selection criterion during decision tree construction. In this paper we aim to demonstrate some other 
ways of effectively using the τ criterion to filter out the irrelevant features prior to learning (pre-pruning) 
and after the learning process (post-pruning). For the pre-pruning approach we perform two 
experiments, one where the irrelevant features are filtered out according to their τ value, and one where 
we calculate the τ criterion for Boolean combinations of features and use the highest τ-valued 
combination. In the post-pruning approach we use the τ criterion to prune a trained neural network and 
thereby obtain a more accurate and simple rule set. The experiments are performed on data 
characterized by continuous and categorical attributes and the effectiveness of the proposed techniques is 
demonstrated by comparing the derived knowledge models in terms of complexity and accuracy.    
 
Keywords: feature selection, rule simplification, network pruning 
 
1. Introduction 
 
The data collected for various industrial, commercial or scientific purposes usually contains some features 
irrelevant to the concept of interest. When an induction algorithm is used to obtain a knowledge model 
about the concept the presence of these features interferes with the learning mechanism because of the 
noise introduced, and as a result the learned models tend to be more complex and less accurate. It is 
important to employ an effective feature selection strategy so that only the necessary and significant 
features will be used to learn the concept at hand. By concentrating on only the important aspects of the 
domain the derived knowledge models will be improved in terms of accuracy and comprehensibility.  
Feature selection strategies can be roughly categorized into filter and wrapper based approaches. Filter 
approach is done independently of the learning algorithm and the irrelevant features are filtered out prior 
to learning. Common technique is to evaluate the features based upon their capability of predicting the 
target attribute and then to choose a subset of features with sufficiently high values. One such approach is 
the ‘Relief’ algorithm [6] that assumes two-class classification problems, and is inspired by instance-
based learning. Relief detects those features statistically relevant to the target concept by assigning a 
relevance weight to each feature. It conducts in random sampling of the instances from the training set 
during which the relevance values are updated. The updating of relevance values is based on the 
difference between the selected instance and the two nearest instances of the same and opposite class. 
Another filter approach is “FOCUS” [1] which exhaustively examines all subsets of features and selects 
the minimal subset that is sufficient to determine the target concept for all instances in the learning set.  
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In a wrapper based approach [7] the feature selection algorithm exists as a “wrapper” around the 
induction algorithm. The algorithm conducts a search for a good subset of attributes using the induction 
algorithm itself as part of the evaluation function. The benefits of using the induction algorithm itself for 
evaluating feature subsets is that there will be no inductive bias introduced by a separate measure. On the 
other hand the major disadvantage is the computational cost associated with each call to the induction 
algorithm for evaluating the feature set [3]. More recently a hybrid algorithm named FortalFS [12] has 
been proposed, which uses results of another feature selection approach as the starting point in the search 
through feature subsets that are evaluated by the induction algorithm. In [4] a genetic algorithm SET-Gen 
was described for solving the problem of feature subset selection. A population of best feature subsets is 
kept and genetic operators are applied in order to create new feature subsets, which are evaluated 
according to the predefined fitness function. The fitness function favors those subsets that produce 
smaller decision trees, use less input features and retain predictive accuracy.  
When dealing with the feature selection for neural networks (NN) the problem is commonly referred to as 
network pruning and it is split into pre-pruning and post-pruning approaches. Pre-pruning is essentially 
the same as the filter approach and post-pruning approach trains a network to completion and then 
inspects the links between particular network units in order to determine the relevance between the two 
[9]. This approach is useful for rule simplification and for removal of attributes whose usefulness has 
been lost through the learning. Most of the methods for symbolic rule extraction from NN use some kind 
of pruning technique to increase the performance and produce simpler rules. The contribution of each unit 
in the network is determined and a unit is removed if the performance of network does not decrease after 
the removal. This is often referred to as sensitivity analysis in NN and is one of the common techniques 
for network pruning [9,11]. 
Symmetrical Tau (τ) [13] is a statistical measure for the capability of attribute in predicting the class of 
another attribute. Previously it has successfully been used as a feature selection criterion during decision 
tree construction. The τ criterion was reported to have many promising properties and in this paper we 
particularly want to demonstrate its capability to handle continuous attributes, Boolean combinations of 
attributes and the capability of measuring an attribute’s sequential variation in predictive capability.  We 
provide an experimental study of some different ways the τ criterion can be used to filter out the 
irrelevant features prior to learning (pre-pruning) and after the learning process (post-pruning).  
The rest of the paper is organized as follows. In section 2 we describe the τ criterion and its promising 
properties as a feature selection criterion. The three experimental procedures are described in section 3 
and experimental results are provided and discussed for each procedure. The paper is concluded in section 
4.   
  
2. Symmetrical Tau (τ) 
 
There are many different feature selection heuristics used for various inductive learning methods and 
some of the common disadvantages are: bias towards multi-valued attributes, errors in the presence of 
noise, not handling of Boolean combinations and sequential variation in predictive capability [10]. Zhou 
and Dillon [13] have introduced a statistical-heuristic feature selection criterion, Symmetrical Tau (τ), 
derived from the Goodman’s and Kruskal’s asymmetrical Tau measure of association for cross-
classification tasks in the statistical area. The τ criterion has successfully been used to remove the 
irrelevant features during decision tree induction and has the following powerful properties:  
- Built-in statistical strength to cope with noise; 
- Dynamic error estimation conveys potential uncertainties in classification; 
- Fair handling of multi-valued attributes; 
- Not proportional to the sample size; 
- Its proportional-reduction-in-error nature allows for an overall measure of a particular attribute’s 
sequential variation in predictive ability. This determines which attributes have become less useful for 
prediction and should be deleted (pruned). 

108



- Middle cut tendency separating a node into two balanced subsets;  
- Handles Boolean combinations of logical features. 
 
The τ criterion is calculated using a contingency table, which is a table that provides a two-way 
classification, and may be used if each feature of the sample can be classified according to two criteria. 
As a result c1*c2 contingency table can be formed, where c1 and c2 are the values of two criteria. If there 
are I rows and J columns in the table, the probability that an individual belongs to row category i and 
column category j is represented as P(ij), and P(i+) and P(+j) are the marginal probabilities in row 
category i and column category j respectively. The Symmetrical Tau measure is defined as [13]: 
   

                  J   I  P(ij)²         I      J     P(ij)²         I                J 
                            ∑   ∑ P(+j)    + ∑    ∑    P(i+)     -  ∑  P(i+)²  -   ∑ P(+j)² 

τ      =       j=1 i=1              i=1  j=1                 i=1               j=1 
I       J 

2 - ∑     P(i+)²   -   ∑   P(+j)² 
i=1                   j=1 

 
For the purpose of feature selection problem one criteria (A) in the contingency table could be viewed as 
a feature and the other (B) as the target class that needs to be predicted. The τ criterion has the following 
properties [13]: 

- In most cases it is well defined; 
- If P(ij) = 1 for some i and j, and all other cells have zero probability then the categories of A and 

B are known with certainty; 
- If τ = 0, then the feature in question has no predictive ability for the category of another feature. 

For this to occur there must be no P(ij) = 1, and all non-zero probabilities are in a single row or 
column of the contingency table; 

- If τ = 1, then the feature in question has the prefect predictive ability for the category of another 
feature. For this to occur there cannot be any P(ij)=1 and either: for each j there exists an i such 
that P(i,j) = P(+j), or for each i there exists a j such that P(ij) = P(i+); 

- For all other cases τ falls between 0 and 1; 
- τ is invariant under permutations of rows and columns. 

3. Experimental Procedure and Results 

In this section we provide our various experimentations done to demonstrate some different ways 
Symmetrical Tau can be used as a feature selection criterion. In each of the sections the approach taken is 
described and the experimental results are provided. For experimentation the decision tree algorithm used 
is C4.5, and for neural network testing we used the standard back-propagation algorithm with 2 hidden 
layers, learning rate - 0.3, learning momentum - 0.2 and the training time of 500 epochs. The training set 
was made up of 60% of the available data, and the rest was used as the testing set for the accuracy of the 
predicted model. Any attributes that serve as a unique identifier of an instance have been removed from 
the training set. We have used data of varying complexity and attribute characteristics, publicly available 
from the ‘uci’ machine learning depository [2].  

4.1 Filter approach using the τ criterion for feature selection 

Here the τ criterion is used to rank the existing attributes according to their capability in predicting the 
class of the target attribute. Only the attributes with sufficiently high τ values will form a part of the 
feature subset to be used by the learning algorithm. The relevance cut-off point chosen is where the 
difference amongst the τ values of the ranked attributes is sufficiently high. The aim is to remove the 
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irrelevant attributes without decreasing the accuracy of the derived knowledge model. Table 1 
summarizes the results obtained when the described method was applied to domains characterized by 
categorical (top six) and continuous (bottom three) attributes.  
 

C4.5 Back-propagation NN  
1 – unpruned 2- pre-pruned 3 -post-pruned 4 - pre- and post-

pruned 
Full feature set τ-reduced feature set 

Domains Size accurracy  Size accurracy size accurracy size accurracy  accurracy (%) Accuracy (%) 
Postop 33 47.2 25 75 7 72.2 7 72.2 61.1 63.88 
Breast-
cancer 

45 93.57 45 94.28 31 93.928 23 95 95.7 96.78 

Voting 37 95.977 29 97.126 11 97.7 11 97.7 92.5 94.25 
Lenses  7 70 5 70 7 70 5 70 70 70 
Mushroom 29 100 27 100 29 100 27 100 100 100 
Zoo 17 92.68 15 92.68 17 92.68 15 92.68 82.9 87.8 
Wine 13 91.6 13 91.6 9 91.6 9 91.6 95.8 98.61 
E-coli 51 76.29 51 76.29 43 78.51 43 78.51 71.8 75.5 
Glass 51 67.4419 49 69.7674 51 69.7674 41 70.9302 59.3 61.62 
Table 1 – Results of applying the τ criterion for filtering out the irrelevant attributes 
 
The comparison of the decision tree results are displayed on the left where unpruned corresponds to the 
results obtained when the standard C4.5 algorithm is used, pre-pruned when the attribute set has been 
reduced according to the τ criterion and post-pruned when the post-pruning technique from C4.5 is used. 
The size and predictive accuracy (%) of the resulting decision trees were compared, and improvements 
occurred when the attribute set was filtered according to the τ criterion. For the unpruned version 
comparison (1 versus 2), the resulting decision tree was simpler in all cases except for breast-cancer 
domain where it remained the same. The decrease of tree complexity was not at the cost of a reduction in 
accuracy. In fact accuracy was either improved or kept the same. A significant improvement in accuracy 
was observed in ‘post-operative patients’ domain, with an increase from 47.2 % to 75 %.  
For the pruned version (3 versus 4), the resulting decision tree was simpler in all but three cases where it 
remained the same. The accuracy increased for breast-cancer and glass domain and remained the same for 
the rest. When comparing the results obtained either by applying the τ criterion for pre-pruning or the 
post-pruning approach from C4.5 (2 versus 3) there were four cases in which pre-pruning achieved a 
simpler tree and other five for post-pruning. Accuracy increased through pre-pruning for two cases and by 
post-pruning for two (rest is same). Besides this similarity one advantage of pre-pruning is that irrelevant 
features are detected early in the learning process which avoids poor choices being made for test-nodes in 
the tree. As both approaches combined achieved the best results in all but one domain (postoperative 
patients), good practice would be to use a filtering method first followed by a post-pruning method which 
will detect and delete those attributes that have become useless and possibly interfering for the prediction 
task.  
The value of the τ criterion at which the attributes were removed from the training set varied in most of 
cases, and it was not easy to determine a general cut-off point. The factors that affected the cut-off point 
for a certain domain appeared to be the attribute-set size and interrelationship between the attributes 
within the set. For example in the mushroom domain high difference amongst the τ values occurred high 
in the ranking, and bottom 15 attributes could be removed without affecting the accuracy. On the other 
hand in the lenses and post-operative patients domain this difference occurred low in the ranking and only 
the bottom two attributes could be removed. Furthermore some attributes having low τ values proved to 
be important independently from the attribute-set size due to their interrelationship with other attributes 
from the training set. In the post-operative patients domain all the attributes had very low τ values, and 
only when combined they provided high predictive power. All these observations indicate the importance 
of measuring the predictive capability for Boolean combinations of attributes, which is discussed next.      
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4.2 Measuring predictive capability for Boolean combinations of features 

In order to calculate τ for combinations of features the input data was transformed for each n-combination 
by combining the attributes and the values that occur in each instance. The τ criterion was then calculated 
for all n-combinations and the one with the highest τ value was the attribute subset used by the induction 
algorithm. In some domains (mushroom, zoo, voting) attribute set was too large to calculate all possible 
combinations, in which case the attributes with low τ values were removed. It should be noted that this 
could potentially miss the best combination as sometimes an attribute that may have a low τ value could 
become useful when combined with another attribute. If forming all possible combinations is still 
infeasible, one could continue to remove combinations at each step by determining a cut-off point for 
each set of n-combinations formed. Only the promising combinations would be used for forming higher 
n-combinations, and the combinatory explosion problem could be alleviated to some extent.  
The results of the experiment are provided in table 2. Note that the results of applying the C4.5 algorithm 
with post-pruning to the highest τ-valued combination are excluded from this table as they remain the 
same to when no post-pruning is done. Besides the domains obtained from the ‘uci’ depository, we have 
used a simple noise-free syntactic file for recognizing LED digits in order to check that the τ value will be 
equal to one for the necessary and sufficient attribute combination. Indeed the combination of five 
attributes was detected with value of 1 which is the minimal required attribute set to obtain perfect 
predictive accuracy for this domain. This can be seen from table 2 as the C4.5 algorithm achieves perfect 
accuracy with the used combination. However, the neural network was incapable of achieving perfect 
accuracy with this combination. As we are using a type of graph structure to represent the necessary 
information for τ calculation when a certain attribute combination has a value of 1 the knowledge about 
the target attribute is contained in the structure itself. Each child node of the attribute combination 
corresponds to the set of permissible values and the target vector associated with this node shows which 
class is implied by that particular combination of values. As these rules would involve all attributes from 
the combination a concept hierarchy formation technique [10] could be applied to obtain a 
comprehensible conceptual hierarchy for the domain. In this case there would be no need for the use of an 
inductive learning algorithm to obtain the knowledge model. LED domain is excluded from any further 
discussion. 
 
 C4.5 Back-propagation NN 
            Unpruned Post-pruned Highest τ-combination Full feature set Highest 

τ-set 
Domains Size Accurracy (%) Size Accurracy (%) Size Accurracy(%) Accurracy(%) Accurracy(%) 
Breast-cancer 45 93.57 31 93.928 3 91.4286 95.7 89.64 
Voting 37 95.977 11 97.7 3 96.55 92.5 96.55 
Lenses  7 70 7 70 5 70 70 70 
Mushroom 29 100 29 100 10 98.4923 100 98.49 
Zoo 17 92.68 17 92.68 11 98.6829 82.9 82.9 
LED 19 100 19 100 19 100 100 89.36 
Table 2 – Comparison of results obtained when the highest τ-valued attribute combination is used 
 
As it can be seen on the left of table 2, the size of the decision tree has been substantially reduced in all 
domains. However, in most cases this achievement was at cost of a small reduction in accuracy. An 
interesting observation is that out of all attribute combinations a single attribute had the highest value in 
breast-cancer (bare nuclei) and voting (physician-fee-freeze) domains. These attributes do indeed contain 
the most information for distinguishing the classes of the target attribute. The difference in the accuracy 
by using the full attribute set is only very small in comparison to the large reduction in tree size. In fact 
for the voting domain better accuracy was achieved by using single attribute rather than the full attribute 
set if no post-pruning was applied in the C4.5 algorithm, and the NN achieved better accuracy using only 
one attribute. The question still remains as to why the attribute combination that would increase the 
accuracy by this small amount did not have higher τ value than the single attribute.  This is due to the fact 
that when using the τ measure for pre-pruning the value measures the ‘total’ predictive capability of 
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attributes and not sequential predictive capability, which is essentially what post-pruning is used for. 
Total predictive capability refers here to the measure calculated over all classes and instances. To measure 
the sequential variability in predictive capability of attributes the τ criterion would need to be calculated 
over a subset of classes and hence instances, which is done in the next section. In an attribute combination 
the extra information that the combined attributes provide may interfere with the main predicting attribute 
and hence the τ value is small. It would interfere until some class values are distinguished at which stage 
this interfering attribute may become useful. In other words some attribute with low τ value may have the 
necessary constraints to distinguish the remaining instances for which the high τ valued attributes did not 
have sufficient constraints. This claim is supported by the fact that only after post-pruning was applied for 
the voting domain the accuracy was higher than by using the single attribute. Furthermore, the attribute 
set in the voting domain had to be reduced for combining which may have missed some potentially useful 
combinations. Besides the fact that measuring predictive capability for Boolean combinations of features 
cannot capture the attributes that become useful once many classes have been distinguished, it can still be 
very useful to detect the most crucial attributes or combinations for a particular domain. Furthermore, in 
most of cases the difference in accuracy was not sufficiently high to discard the usefulness of the 
approach.  
 
4.3 Using the τ criterion for rule simplification 
 
The aim of this section is to demonstrate how the τ criterion can be used as a post-pruning approach for 
neural networks. Due to its capability of measuring attribute’s sequential variation in predictive capability 
it is used to determine the relevance of an attribute to the rule extracted from a NN. In general the method 
could be applicable to any rule sets where there are clearly defined attributes values that imply a subset of 
target classes.  
Self-Organizing Map (SOM) [8] is an unsupervised neural network that effectively creates spatially 
organized “internal representations” of the features and abstractions detected in the input space. It is based 
on the competition among the cells in the map for the best match against a presented input pattern. 
Existing similarities in the input space are revealed through the ordered or topology preserving mapping 
of high dimensional input patterns into a lower-dimensional set of output clusters. When used for 
classification purposes, SOM is commonly integrated with a type of supervised learning in order to assign 
appropriate class labels to the clusters. After the supervised learning is complete each cluster will have a 
rule associated with it, which determines which data objects are covered by that cluster. 
For this experiment we have used a slight modification of the original SOM algorithm adjusted so that 
when used in domains characterized by continuous attributes, rules can be extracted directly from the 
networks links [5]. Once the rules have been assigned to each cluster the supervised learning starts where 
a cluster with smallest Euclidean distance to the input instance is activated. Each cluster has a target 
vector associated with it which is updated every time the cluster is activated. During this process the 
occurring input and target values have been stored for attributes which define the constraints of the 
activated cluster. The input values that are close to each other are merged together so that the value object 
represents a range of values instead. The information collected corresponds to the information contained 
in a contingency table between an input attribute and the target attribute for the instances captured by the 
cluster. 
The τ criterion has been used for the purpose of removing the links emanating from nodes that are 
irrelevant for a particular cluster. These links correspond to the attributes whose absence has no effect in 
predicting the output defined by that cluster. The cluster attributes are ranked according to decreasing τ 
value. The relevance cut-off occurs at the attribute where the τ value is less than half of the previous 
attribute’s τ value. Note that the τ criterion can only be calculated for cluster attributes that contain more 
than one value and whose cluster was activated for more than one target class. CSOM is then retrained 
with all the irrelevant links removed and the aim is that the newly formed clusters will be simpler in terms 
of attribute constraints.  

112



 

 
Table 3: Comparison of initially obtained clusters and clusters after pruning and retraining 
Notation: SL – sepal_length, SW – sepal_width, PL – petal _length, PW – petal_width, Ivs – iris-versicolor, ivg – 
iris-virginica, is – iris-setosa. 
 
The CSOM was trained on the ‘iris’ domain available from the ‘uci’ depository and the comparison of 
initially obtained clusters and clusters after pruning and retraining is shown in table 3. Please note that the 
order in which the clusters are displayed in the right column does not reflect the clusters that have been 
simplified. Due to clarity issues and space limitations the clusters that are only triggered once during 
supervised learning are excluded from results as they are usually merged into other clusters or deleted due 
to noise suspicion. As can be seen from table 3 the use of τ criterion for network pruning was successful 
as the newly obtained clusters (rules) were simplified without increasing the misclassification rate. All the 
clusters are now implying only one target value and the minimal constraints have been found for certain 
target classes. Generally speaking a simplified network has better performance and simpler rules are 
expected to have better generalization power. 
 
5. Conclusion 
 
In this study we have demonstrated some different ways of effectively using the Symmetrical Tau (τ) 
measure to aid in the feature selection problem. The τ criterion proved to be useful as a filter type 
approach to feature selection, where in one experiment it was used to filter out single irrelevant attributes, 
and in other to select the most promising subset of features by determining the predictive capability of 
feature combinations. The study also gives an example of how the τ criterion can be used for post-pruning 
in neural networks. The approach simplified the extracted rule set and improved the accuracy by 
removing the attributes that are irrelevant for a particular output. The experimental results show the 
effectiveness of the proposed method and indicate its potential as a powerful feature selection criterion in 
other types of inductive learners. 
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Abstract

Many online applications (e.g., e-commerce) typically involve a number of concepts. How-
ever, identifying those concepts in HTML-based Web pages is hard due to the nature of HTML
that lacks semantical annotation of contents. In this paper, we present a technique to analyze
Web pages and collect features that capture common observations of each concept including the
textual information, structural presentation, and organization. We developed a statistical model
coupling these features and our experiments demonstrate the effectiveness of the technique on
a large collection of Web pages from various commercial sites.

Keywords: Concept identification, Statistical model, Semantic analysis

1 Introduction

Semantic Web envisions a next-generation information network where content providers define and
share machine processable data on the Web. A primary aspect of Semantic Web documents is
that they contain metadata to express the meaning of their content. But an enormous amount of
extant semantic data (such as product descriptions and pricing information, different categories of
news, etc.) is still being encoded in “plain” HTML documents. Although RDF/XML has been
widely recognized as the standard vehicle for representing semantic information on the Web, we
can extend the reach of Semantic Web to HTML documents by identifying and annotating the
(implicit) semantic concepts that are present in their content.

Early solutions [9, 7] to this problem were based on hand-crafted ontologies and graphical
ontology/annotation editors that facilitated manual mapping of unlabeled document segments to
ontological concepts. From an automation standpoint they are at the “low-degree-of-automation”
end of the solution spectrum. The technique in [5] as well as our previous work [15] cover the
middle ground wherein document segmentation is done automatically and assignment of semantic
labels to these segments is done with manually-crafted ontologies and knowledge bases.

In this paper we describe a concept learning technique for identifying semantic content in Web
documents. Our approach is built upon our previous work[14], where starting with a seed of hand-
labeled instances of semantic concepts in a set of HTML documents, we bootstrap an annotation
process that automatically identifies unlabeled concept instances present in other documents. It
uses a combination of structural analysis of the page and machine learning. We enhanced its
learning component by a carefully redesign of feature space to learn more robust statistical models
of semantic concepts. This redesign constitutes the topic of this paper.

2 Feature based Concept Learning

Our solution consists of three key steps. (i) inferring the logical structure of a Web page via struc-
tural analysis of its content, (ii) learning statistical models of semantic concepts using light-weight
features extracted from both the content as well as its logical structure in a set of training Web
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Figure 1: Search results from Bestbuy

pages, and (iii) applying these models on the logical structures of new Web pages to automatically
identify concept instances.

2.1 Structural Analysis

The first step is an improvement of our previous work in [15, 17]. The main purpose of structural
analysis is to convert Web pages into hierarchical structures, based on layout and presentation
styles. Feature and concept extraction are then performed on the transformed structure.

Structural analysis (see [15] for details) is based upon the observation that semantically related
items in content-rich Web pages exhibit consistency in presentation style and spatial locality. An
example is shown in Figure 1(a), which is the search result section from Bestbuy (www.bestbuy.com)
by searching keywords “cd player”. Note that all the result items are listed together, and have a
consistent presentation style. (i.e., they all begin with an image, followed by the name, a short
description and the category information.) Such properties are well captured in the corresponding
Document Object Model (DOM) tree that is shown in Figure 1(b). Firstly, all the items are under
the same node in the DOM tree; secondly, the similar elements (product images, item names, etc.)
have the same root-to-leaf node sequences, where each node is represented by its HTML tag.

We associate type information with each node in the DOM tree to reflect the similarities in
structural presentation. A type of a leaf node is defined to be a pair < s, p >, where s is the HTML
tag sequence from the root to the leaf, p is the presentation style of the leaf extracted from the
attributes of the tags. (i.e., the font size, font color, etc.) An internal node also has a type, which
is the sequence of its children’s types. Two nodes are equal when their types are identical.

With the above definition, a pattern mining algorithm working bottom-up on DOM tree is used
to aggregate the similar segments into subtrees. For each internal node, the algorithm tries to find
the most frequently repeating substring (pattern) in the type sequence of the node, and partition
the sequence accordingly. Otherwise the type sequence will be propagated to its parent and the
same process will be executed at its parent level. For example, let us examine the right TABLE
tag under the root node in Figure 1(b). Each child of this TABLE node has a type sequence of
T1T2T3T4T5, where Ti refers to its leaf child’s type. (e.g., for the left-most TR node, T1 refers to
the leaf child IMG under the node, and T2 refers to “Sony 5-disc...”, etc.). Each TR node refers
to an item in the result list. Since no repeating pattern can be found here, the types of those TR
nodes are propagated to the TABLE node, which has the type T1T2T3T4T5T1T2T3T4T5.... A pattern

116



T1T2T3T4T5 is found now and the sequence is partitioned into sections corresponding to TR nodes
whose type sequences are T1T2T3T4T5. For the detail of the algorithm, please refer to [15].

The DOM tree is restructured after the pattern mining algorithm finishes. The restructured tree,
also known as partition tree, contains three classes of internal nodes: (i) group - which encapsulates
repeating patterns in its immediate children type sequence, (ii) pattern - which captures each
individual occurrence of the repeat, or (iii) block - when its neither group nor pattern. Intuitively
the subtree of a group node denotes homogenous content consisting of semantically related items.
For example, Figure 1(c) shows the corresponding partition tree of the search result section of
bestbuy, and observe that how all the items in the search results list in Figure 1(a) are rooted
under the group node in the partition tree. The leaf nodes of the partition tree correspond to the
leaf nodes in the original DOM tree and have content associated with them.

2.2 Feature Extraction

Our task can be viewed as a typical supervised machine learning problem – given a set of labeled
training data, which is a set of subtrees of a concept, learn a classifier which can identify the
subtrees of the concept from a new partition tree. Usually in machine learning techniques, each
data is mapped to a feature vector x ∈ χ, where the χ is a real vector space, namely feature space.

In our problem, given a subtree rooted at node p in the partition tree, we denote the feature
vector xp = 〈nf1,p, nf2,p, nf3,p, . . .〉, where nfi,p denotes the frequency of occurrence of feature fi in
p. We use three different types of features in the analysis:

2.2.1 Word features

The most intuitive feature for a concept is the textual information that the concept usually contains.
For example, the “search result” concept usually has lexicons such as “result”, “match” and “sort”,
etc. In our method, the word features are drawn from the text encapsulated within a partition tree
node. For a leaf node in the partition tree, word features are drawn from its own text while for
an internal partition tree node, the words present in all the leaves within the subtree rooted at it
are aggregated. Stop words are ignored in both cases. nfi,p is the number of times fi occurs in the
text of p. Word features have been demonstrated successfully in text categorization, which is in
common with our problem that particular words are quite possible related to designated concepts.

The disadvantage of word features is that it can’t decide boundaries of concepts. For exam-
ple, the product detail usually contains important keywords such as “price”, “specifications”, etc.
However, in most cases those words occur in a small segment of the Web page while the product
details may contain other elements like product pictures, product name and related items. There-
fore keywords alone are not enough to decide the proper segment, hence we expand the feature
space as follows.

2.2.2 p-gram features

These are the features representing the visual presentation of content. In content-rich Web pages,
it is often the case that the presentation of a semantic concept exhibits similarity across sites. For
instance, in Figure 1(a), each item is presented as an image, followed by a link with the item name, a
short text description, and ending with miscellaneous text information. Similar visual presentation
can also be found on other sites. A p-gram feature captures these presentation similarities. The
basic p-gram features are link, text, and image found in leaf partition tree nodes. Recall that,
during structural analysis, pattern nodes aggregate every individual repeat in a type sequence.
Since repeats are typically associated with similar visual presentation, complex p-gram features
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Figure 2: t-gram Features

are constructed only at pattern nodes by concatenating the p-gram features of their immediate
children nodes. Internal nodes aggregate basic and possibly complex p-grams from the subtrees
rooted at them. Like word features, nfi,p is the number of times fi occurs in the subtree rooted at
p. For instance, in the left tree of Figure 2, the p-gram feature at the pattern node labeled “P” is
< text · link > with the number of occurrences to be 1, while its parent, the group node labeled
“G” has the same p-gram feature < text · link > with the occurrences to be 2.

2.2.3 t-gram features

While the visual presentation features are used in presenting the single item like product, the
organization of these items are also useful to identify more complex concepts. For example, an
instance of “search result” concept usually contains a list of items. However, “a list of items” is not
captured using either word features or p-gram features. The t-gram features are used to represent
such kind of ideas, i.e., the structure of the partition tree. Recall that internal partition tree nodes
can be either group, pattern, or block while link, text, and image are the different classes of leaf
nodes. The structural arrangement of these classes of nodes characterize the ideas of “a list of
items” or “ heterogenous contents”. Given a partition tree node with N nodes in its subtree, the
complete structural arrangement within the node can be described in terms of a set of subtrees of
k (2 ≤ k ≤ N) nodes where each subtree is an arrangement of group, pattern, block, link, text,
or image type nodes. Since enumerating all these subtrees has exponential complexity, we restrict
our analysis to subtrees of 2 nodes1. When k = 2 the t-gram is essentially a parent-child feature.
For instance, in Figure 2, when k = 2 the t-gram feature space of the left tree is {< G, P >,<
P, Text >, < P, Link >}, and the right tree is {< B,B >,< B, Text >,< B, Link >}, where G
and B are labels of group and block nodes respectively.

2.3 Concept Model

A concept model consists of two components: (i) a probability distribution on the frequency of
occurrence of the word, p-gram, and t-gram features, and (ii) a probability distribution on the
number of nodes present in the entire subtree of a partition tree node. A collection of partition
trees whose nodes are (manually) labeled as concept instances serve as training set for learning the
parameters of these distributions.

A maximum likelihood approach is used to model the distribution of a feature in a concept.
Given a training set of L partition tree nodes identified as instances of concept cj , the probability
of occurrence of a feature fi in cj is defined using Laplace smoothing as:

P (fi|cj) =
∑

p∈L nfi,p + 1
∑i=|F |

i=1

∑
p∈L nfi,p + |F |

1Bigger sizes of subtrees can be used. From the practice we found 2 is sufficient for our identification problem.
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Generic Concepts Domain-Specific Concepts

Shopping Cart Search Form
Add To Cart Search Result

Edit Cart Item List
Continue Shopping Item Taxonomy

Checkout Item Detail

Table 1: Concepts in Ontology.

where nfi,p denotes the number of occurrences of fi in partition node p and |F | is the total number
of unique feature including word, p-grams, and t-grams. The number of nodes within the subtree
of a partition tree node for a concept cj is modeled as a Gaussian distribution with parameters
mean ucj and variance σcj defined as:

µcj =
∑

p∈L |p|
|L| , σcj =

√∑
p∈L(|p| − µcj )2

|L| − 1

For new partition trees, the probability P (cj |p) of a node p being an instance of concept cj is
proportional to P (p|cj) assuming an uniform distribution for P (cj). We use a modified multinomial
distribution to model the likelihood P (p|cj):

P (p|cj) = (
N !

Nf1,p! · · ·Nf|F |,p!
)×

i=|F |∏

i=1

P (fi|cj)Nfi,p

where N = K × e
(|p|−µcj )2/(2σ2

cj
), with K being a normalized total feature frequency count, |p|

being the total number of partition tree nodes within the subtree rooted at p, and Nfi,p is a scaled
value of nfi,p such that

∑
i Nfi,p = N . Note that the above formulation of the likelihood takes into

consideration both the number of nodes within p as well as the frequencies of the various features
in the content encapsulated within p. This results in a tight coupling between content analysis and
document structure during concept identification. The node with the maximum likelihood value is
identified as the concept instance.

3 Experimental Results

We identified a set of commonly occurring concepts in Web pages, which are shown in Table 1. For
each of these concept we built a statistical concept model. The concepts are from three domains,
books, electronics and office supplies. The five general concepts in the left column of the table are
for all the three domains whereas those in the right column are domain-specific. For instance the
feature set of a list of books differs from that of consumer electronic items. We built one model for
each concept in the left column of the table and three - one per domain – for each concept in the
right column.

To build the model for each of the five generic concepts we collected 90 pages from 15 out of
the 30 Web sites. For each of the domain specific concept we collected 30 Web pages from five Web
sites that catered to that domain.

Note that pages containing more than one concept were shared during the building of the
respective concept models. These models drive the concept extractor at runtime. Since the concept
extractor simply chooses the highest scored node as the instance of the desired concept, we measured
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Concept θ = −1000 θ = −2000 θ = −3000
Rec% Prec% Rec% Prec% Rec% Prec%

Shopping
Cart

56.3 100 63.6 91 69.2 84.8

Add To Cart 78.4 100 86.7 86.7 86.7 86.7
Edit Cart 76.6 97.4 79.1 82.3 80 80
Continue
Shopping

88.6 100 92.5 92.5 92.5 92.5

Checkout 89.2 100 92 97.4 92.5 92.5
Search Form 63.5 95 74.8 89.2 78.3 86.7
Search Result 55.3 97.6 61.4 89.7 68.9 83.3
Item List 57.8 95 63.2 86.4 68.4 80
Item Taxon-
omy

65.6 100 73.2 98.8 79.3 93.1

Item Detail 42.3 97.6 49.7 91.8 55.6 83.4

Figure 3: (a) Recall for 3 domains. (b) Average Recall and Precision

the recall2 of the concept extractor for each concept in the ontology. The precision3 was also
measured when we artificially set a threshold θ for each concept model, i.e., the node is an instance
of the concept only if its score is the highest among all the nodes and greater than the threshold.
Roughly 150 Web pages collected from all of these 30 Web sites were used as the test data. To label
the concept, we use the log of the likelihood of each node as its score for more precision. Figure 3(a)
shows the recall values for all of the 10 concepts in each of the three domains. Figure 3(b) lists the
average recall and precision values over three domains when different thresholds were used.

An examination of the Web pages used in the testing revealed that the high recall rates (above
80% for “Item Taxonomy”, “Search Form”, “Add To Cart”, “Edit Cart”, “Continue Shopping” and
“Checkout”) are due to the high degree of consistency of the presentation styles of these concepts
across all these Web sites. The low recall figures for the “Item Detail” (about 65% averaged over the
three domains) and “Shopping Cart” (about 70%) are mainly due to the high degree of variation
in their features across different Web sites. A straightforward way to improve the recall of such
concepts is to use more training data. However even this may not help for concepts such as “Add
To Cart” that rely on keywords as the predominant feature. Quite often these are embedded in
a image precluding textual analysis. It appears that in such cases local context surrounding the
concept can be utilized as a feature to improve recall.

It also shows that the thresholds have great impact on precision and recall values for the concepts
that vary a lot from page to page. When the threshold is high, (e.g., θ = −1000) the recall rates are
quite low (around 50%). The high precision due to highly presentation consistency of the instances.
Thus only those instances very similar to the training data can have scores above the threshold.
Lowering the threshold can raise the recall rate but decrease the precision.

4 Related Works

The essence of the technique underlying our structural analysis module is to partition a page into
segments containing “semantically” related items and classify them against concepts in the ontology.

2Recall value for a concept is the ratio of the number of correctly labeled concept instances in Web pages over the
actual number of concept instances present in them.

3Precision value for a concept is the ratio of the number of correctly labeled concept instances in Web pages over
the number of all the labeled concept instances in them.
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Web page partitioning techniques have been proposed for adapting content on small screen devices
[2, 3, 22], content caching [18], data cleaning [19, 21], and search [23]. The fundamental difference
between our technique and all the above works is the integration of inferring a page’s logical
structure (e.g., the partition tree in Figure 1(c)) with feature learning. This allows us to define and
learn features, such as p-grams and t-grams, using partition trees.

Learning a concept model from training examples and using this model for detecting instances
in documents is closely related to work done on categorization techniques, including Bayesian
approaches [13, 12], and topic detection[1]. The fundamental difference between the problem of
semantic annotation and text categorization is that in the former a single document can contain
instances of multiple concepts while categorization assigns a single concept (class) to the entire
document. Consequently, unlike any work in text categorization, in the annotation problem we will
have to infer the presence of multiple concept instances in a single HTML document. Moreover
our work is also concerned with inferring the logical organization of a HTML document - the
concept hierarchy - which is not addressed in either text classification or topic detection. Also
text categorization methods do not exploit the (presentation) structure of a document for inducing
features (see [20] for a survey on feature selection in text categorization). We do that and as our
experimental results indicate they are critical for boosting the precision of concept identification.

Concept identification in Web pages is also related to the body of research on semantic under-
standing of Web content. Powerful ontology management systems and knowledge bases have been
used for interactive annotation of Web pages [9, 10]. More automated approaches combine them
with linguistic analysis [16], segmentation heuristics [5, 6], and machine learning techniques [4, 8].
Our semantic analysis technique is an extension of our previous work [14] and, in contrast to all the
above, does not depend on rich domain information. Instead, our approach relies on light-weight
features in a machine learning setting for concept identification. This lets users define personalized
semantic concepts thereby lending flexibility to modeling Web transactions.

It should also be noted that the extensive work on wrapper learning [11] is related to concept
identification. However, wrappers are syntax-based solutions and are neither scalable nor robust
when compared to semantics-based techniques.

5 Conclusion

In this paper we presented our method to learn and identify instances of concepts from Web pages.
Our concept identification method has been successfully applied to our Guide-O system that is
to facilitate online transaction under constraints. The method significantly improved the overall
performance of the system by extracting only the related instances of concepts from Web pages.
Other applications include information retrieval, assistive browsing and also data annotation for
Semantic Web, etc.
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Abstract: The use of genetic algorithms for feature selection in classification problems is becoming 

widely accepted. One of the striking advantages of this approach is how easily different solution 

evaluation criteria can be combined and embedded in fitness functions, thus allowing the evaluation of the 

trade-offs with regard to different criteria. This paper reports a study on the contribution of three different 

classification-model evaluation criteria (i.e. accuracy, number of selected features and tree size). 

Although works in literature already propose different multi-objective fitness functions, the results 

reported in these works cannot be compared, since they were produced using different genetic algorithms 

and classifiers. The present work compares the results obtained by the use of different fitness functions, 

considering that all other genetic algorithm properties remain constant. For this purpose, a genetic 

algorithm was developed and tested with four fitness functions using classical datasets.  Preliminary 

results revealed the contribution of each criterion, as represented by the respective fitness functions, 

displaying the advantages of a function that combines the three criteria.  

Key words: genetic algorithm, model evaluation criteria, multi-objective fitness function. 

1. Introduction 

In real-world classification problems, the relevant features (predictive attributes) for the 

determination of the class attribute are hardly known a priori. Therefore, many candidate features are 

introduced in the dataset in order to better represent the domain [1], many of which are redundant or 

irrelevant, hence jeopardizing the classification process. Feature selection is the process of identifying and 

removing irrelevant and redundant features, as much as possible, from a data set [2]. The striking 

advantages of feature selection are the improvement of the: a) quality of available data, because irrelevant 

and redundant features are removed; b) execution performance of data mining algorithms, as a 

consequence of the reduction of data dimensionality; and c) results yielded by the data mining step, 

because provided information is more significant with regard to models characterization [1][3][4]. 

In general, feature selection algorithms have two main components [1][3]: a search component, 

which generates candidate features subsets; and an evaluation component that measures the quality of 

each candidate subset. Feature selection algorithms are also controlled by a stopping criterion, which can 

act either over the search component (e.g. maximal number of generations) or the evaluation component 

(i.e. goodness of the candidate subset). According to [3], feature selection methods can be classified into 

two groups: filter and wrapper. In the classification context, addressed in this paper, wrapper methods 

make use of measures yielded by the classification process in the evaluation component. Different 

classification methods (e.g. decision tree, neural network) or classifier implementations of a same method 

(e.g. ID3 or C4.5 for decision tree) can be used. 

Ideally, algorithms for the search component should generate all possible feature subsets in order 

to find the best one. However, this exhaustive process is impracticable even for a medium-size feature set. 

Therefore, the development of heuristic-based and random search methods aims at reducing the search 

computational complexity. In order to produce satisfactory results, such random/heuristic-based search 

components need to be well integrated with the evaluation component.  

Genetic algorithms are random search algorithms based on the mechanisms of natural selection 

and genetics [5]. They are capable of evolving solutions of real world problems and are considered a very 

attractive approach for the search of sub-optimal solutions in optimization problems. Differently from 
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other methods based on simple random walks over the solution space, genetic algorithms use random 

choice to guide a highly explorative search. Relying in hazard to achieve good results may seem unusual, 

but nature has proven this is a successful approach. Figure 1 depicts the basic structure of a genetic 

algorithm. A possible candidate solution is referred to as a chromosome or individual. The algorithm 

establishes a loop, by generating a population and evaluating the “goodness” of each candidate solution 

using a fitness function. If the stopping criterion is not met, the population evolves using genetic operators 

(e.g. selection, crossover), thus generating new possible solutions. The most common stopping criteria are 

the number of evolutions and the identification of an individual with a satisfactory fitness value.   

 

Figure 1: Activity diagram representing a basic structure of a genetic algorithm  

Most works addressing the use of genetic algorithms for feature selection in classification 

problems propose wrapper methods [4][6][7][8]. One of the main advantages is how easily different 

evaluation criteria can be combined in fitness functions, thus allowing the evaluation of the trade-offs with 

regard to criteria such as classifier accuracy, number of selected features, model complexity, feature cost, 

among others. Although accuracy is a very important criterion, in many application domains other criteria 

need to be weighted with it in order to guarantee model interpretability [7], least features cost [4], etc. 

The goal of this paper is to develop a study on the contribution of different classification model 

evaluation criteria, as these are combined in fitness functions. Although works in literature already 

propose different multi-objective fitness functions, the results reported in these works cannot be 

compared, since they were produced using different genetic algorithms and classifiers. The present work 

compares the results obtained by the use of different fitness functions, considering that all other genetic 

algorithm properties remain constant. For this purpose, a genetic algorithm was developed and tested with 

four fitness functions using classical datasets [9][10].  

The remaining of this paper is structured as follows. Section 2 describes related work. Section 3 

details the implementation of genetic algorithm developed, together with the four fitness functions. 

Section 4 discusses experimental results. Section 5 draws conclusions and presents future works. 

2. Related Work 

In this section, related work that uses genetic algorithm as the a wrapper method for feature 

selection in classification problems are described, emphasizing their main properties, namely fitness 

function, classifier type, chromosome representation, initial population generation method, and population 

evolution methods. A summarized comparison is displayed in Table 1. 

Table 1 – Comparison of Genetic Algorithms for Feature Selection. 

 Yang and Honavar Sun et. al. Cantú-Paz Cherkauer & Growing 

Encoding Binary string Binary string binary string Genome 

Initial Population not informed Random Filter not informed 

Population Evolution Ranking, other 

genetic operations 

are not informed 

Cross generational + 

uniform crossover 

Tournament + 

uniform crossover 

roulette +  

uniform crossover 

Fitness Evaluation accuracy + cost Accuracy + Number 

of features 

Accuracy Accuracy + Number of 

features +  number of Nodes 

Classifier Neural Network Bayes, RN, SVM and 

LDA 

Bayes Decision tree 
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a. Cantú-Paz [8] 

The wrapper method proposed in [8] uses a Bayes classifier. The fitness function is composed 

solely by accuracy criterion. An interesting contribution of this method is that it integrates also feature 

selection filtering methods to generate the initial population, thus reducing the number of redundant 

attributes. Chromosomes are represented by binary strings of dimension n, where n is the number of 

features, and bit value 1 corresponds to a selected feature. The selection method of individuals for 

population evolution is tournament. Experiments revealed it has outperformed the other methods used for 

comparison in terms of accuracy, the criterion used in the fitness function. However, with regard to the 

criterion number of selected features, it did not present the best performance. Other properties of the 

yielded classification models were not examined. 

b. Sun et al. [6] 

The feature selection genetic algorithm proposed in [6] uses four different classifiers for the 

gender classification from frontal facial images application, namely Bayes, neural networks, SVM 

(Support Vector Machine) and LDA (Linear Discriminant Analysis). The main goal is to improve the 

accuracy of the yielded classification model, and for that, two criteria are combined in a multi-objective 

fitness function, namely accuracy and number of selected features. The fitness function is given by:   

)(4,0)(10)( 4 xzerosxaccuracyxfitness +=  

where accuracy(x) is the accuracy rate generated by the classifier for the feature subset represented by 

chromosome x, and zeros(x) is the number of features not selected in subset x. The goal is to choose the 

smaller feature subset x within subsets with similar accuracy, which justifies the weight given to the 

criterion number of features, in comparison to accuracy.   

 Chromosome representation is also a fixed length binary string. A random method for initial 

population is employed which minimizes the chance of consistently generating individuals representing 

approximately half of the possible attributes. In order to explore subsets of different number of features, 

the method generates randomly the numbers of 1’s for each individual. Then, these 1’s are randomly 

scattered in the chromosome. The selection strategy is cross-generational.   

Experimental results compare the features selected by the genetic algorithms, considering the 

different classifiers, with the ones selected by an expert. Accuracy has significantly increased for all 

classifiers. The number of features also reduced significantly, and selected attributes were very relevant, 

varying from 32 to 67% of the relevant classification information, according to the expert’s opinion. 

c. Yang and Honavar [4] 

A method that uses neural network-based classifier (DistAL) is presented in [4]. Chromosomes 

are also represented by fixed length binary strings. Nothing is mentioned about how the initial population 

is generated, and the selection method of individuals for population evolution is ranking. An interesting 

contribution of this work is the consideration of the cost of attributes during feature selection, by arguing 

that such criterion is important in many domains (e.g. in the medical domain, it is best to classify a disease 

based on blood samples, than on tomography results). The multi-objective fitness function is given by:  

maxcos
1)(

)(cos
)()( t

xaccuracy

xt
xaccuracyxfitness +

+
−=  

where fitness(x) is the fitness of the feature subset represented by x, accuracy(x) is the accuracy of the 

classification model yielded using the feature subset x, cost(x) is the sum of the costs of feature subset x, 

and costmax is the sum of the costs associated with all of the features. Considering the weights assigned, it 

encourages the selection of a reasonable solution that yield high accuracy at a moderate cost ([4]). The 

presented results revealed the efficiency of the proposed approach, which improves both accuracy and 

quality of the classification model, measured in this case in terms of hidden nodes of the neural network. 
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The authors stress the difficulty of obtaining attribute costs, and experimental results were very limited 

due to this reason. The algorithm did not perform well with regard to the number of selected features. 

d. Cherkauer and Growing [7] 

SET-Gen [7] is a feature selection genetic algorithm targeted at improving the interpretability of 

decision trees built using C4.5 algorithm [11], without compromising accuracy. A specific chromosome 

representation named genome is used, in which each gene can represent a feature, given that the same 

feature can be represented in different genes of the same chromosome. This representation aims at: 1) 

slowing the potential loss of diversity that tends to occur during genetic search; 2) allows the definition of 

the maximum number of features to be selected, by the use of string length. The fitness function is also 

multi-objective, establishing trade-offs between number of features, tree size, and accuracy, as given by:  

)
2

)()(
1(

4

1
)(

4

3
)(

xFxS
xAxfitness

+
−+=  

where A(x) is the accuracy of feature subset x, S(x) is the average size of the decision tree produced by 

C4.5 for the feature subset x, and F(x) is the number of features of x. The weights given to these criteria 

are not justified in [7]. 

SET-Gen algorithm uses traditional operations of mutation and crossover for population 

evolution, and introduces a new operator called feature removing, which eliminates all incidences of a 

specific feature. Chromosomes are selected by roulette method to form the next generations of the 

population. Initial population generation method is not mentioned. Experiments revealed that, in 

comparison with the classification models produced by C4.5, SET-Gen reduced significantly the 

complexity of created trees and the number of selected features. However, a slight accuracy improvement 

was detected, which was not statistically significant according t-test. 

3. A Multi-Function Genetic Algorithm for Feature Selection 

In the previous section, several wrapper feature selection methods were discussed. They stress 

the importance of different criteria, other than accuracy, to reach a satisfactory solution for the feature 

selection problem. All these works develop experiments that highlight the contribution of the evaluation 

criteria embedded in the fitness function. However, the fitness function alone is not responsible for the 

choice of a given feature subset solution by the genetic algorithm. Indeed, all proposals vary on the 

implementation strategies and configurations of the genetic algorithm, as well as on the classifiers used to 

produce data for evaluation. Hence, it is not possible to establish a comparison on the effects that each 

criterion has over the selection of a feature subset solution.  

This work compares the results obtained by fitness functions that weights different criteria, 

considering that all other genetic algorithm properties remain constant. For this purpose, a genetic 

algorithm for feature selection was developed, of which the striking properties are described in the 

remaining of this section. A prototype was developed using Java programming language.  

a. Encoding 

As in [4][6][8], a chromosome is represented by a fixed length binary string, where its size is the 

total number of features. This encoding strategy makes easier the application of genetic operators. 

b. Initial Population 

The method of [6] was adopted, which is a random method that minimizes the chance of 

consistently generating individuals representing approximately half of the possible attributes.   

c. Fitness Evaluation 

The adopted criteria were accuracy, number of selected features and tree size. Although 

interesting, cost criterion could not be employed due to the difficulty on finding datasets for which the 
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costs associated to the attributes were available, which is one of the difficulties found in [4] to validate the 

proposed fitness function. These three criteria were arranged in four different fitness functions: 

)()(1 xaccuracyxfitness =        (1) 

)(2,0)()(2 xlectedFeaturesSexaccuracyxfitness −=     (2) 

)(2,0)()(3 xTreeSizexaccuracyxfitness −=      (3) 

)(2,0)(2,0)()(4 xTreeSizexlectedFeaturesSexaccuracyxfitness −−=   (4) 

where accuracy(x) represents the classifier accuracy (10-fold cross-validation) considering chromosome x; 

FeaturesSelected(x) is the number of features in chromosome x, and TreeSize(x) is the number of nodes of 

the decision tree generated from x. The weights were assigned empirically, prioritizing accuracy.  

d. Population Evolution 

The techniques chosen for population evolution are classical and widely used in genetic 

algorithms [5]. The selection of the chromosomes to be used for next generation population is performed 

using roulette, a method in which the probability of selecting a given chromosome is directly proportional 

to its fitness. The new chromosomes are produced by 2-points crossover. Elitism theory was also 

employed, and the implementation inserts directly in the next population the best two chromosomes of the 

previous one (i.e. the ones with highest fitness). Mutations are performed over a chromosome according to 

mutation probability, by selecting a random number of gene pairs, and then, arbitrarily selecting genes 

exchange positions. The new mutated genes are also copied to the next population. The number of 

evolutions is used as stopping criterion. Crossover and mutation probabilities, together with maximal 

number of evolutions, are parameters provided by the user. 

4. Experiments 

The data sets for the experiments were selected from the UCI Machine Learning Repository [9] 

and UCI KDD Archive [10]. The classifier was the J48 algorithm available in Weka framework (version 

3.5.1), which is an implementation of the C4.5 classifier [12]. The default parameters proposed by Weka 

were adopted. This implies on the use of a 10 fold cross-validation to produce accuracy values.  

Initially, the selected datasets were classified using J48. Table 2 displays the properties of the 

selected datasets, together with accuracy and tree size of the corresponding classification models, which 

are the relevant model properties for our purposes. Then, each dataset was input to a specific configuration 

of the genetic algorithm, where a configuration represents one of the four fitness functions presented in 

Section 3. From now on, these are referred to as configurations fitness1, fitness2, fitness3 and fitness4., as 

described by formulae 1, 2, 3 and 4, respectively. We run each algorithm configuration with each dataset 5 

times, in order to obtain the average of the measures analyzed. The measures captured were execution 

time, number of selected features selected, accuracy and tree size. The genetic algorithm was configured 

with population size 20, 10 evolutions, 0.9 probability of crossover and 0.05 probability of mutation. 

Table 2: Data set properties and classification model results without feature selection. 

Data Set Instances Number of Features Classes 
Accuracy without 

Feature Selection (%) 
Tree Size 

Anneal 898 38 6 98,44 47 

Bands 540 39 2 70,19 7 

Credit-g 1000 20 2 70,50 140 

Credit-a 690 15 2 86,09 42 

Labor 57 16 2 73,68 5 

Colic 368 22 2 85,33 6 

Autos 205 26 7 81,95 69 

Arrhythmia 452 279 16 64,38 99 
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Tables 3 present the results obtained by genetic algorithm configuration fitness1 and fitness2, and 

Table 4, for fitness3 and fitness4. The tables display the mean values and standard deviation, considering 

the 5 executions. Execution time is not depicted in the tables because it did not revealed interesting results 

with regard to the comparison of the fitness functions. Figures in bold represent the best results according 

to a given criterion, comparing the results yielded by the 4 fitness functions. Tables 5, 6 and 7 compare 

these results for criteria accuracy, number of selected features and tree size, respectively. 

Table 3: Results from fitness1 (only accuracy) and fitness2 (accuracy, number of features). 

fitness1 fitness2 Data Set 
Selected Features Accuracy Tree Size Selected Features Accuracy Tree Size 

Anneal 20,6 ± 3,78 98,53 ± 0,44 46,4 ± 11,57 18,2 ± 6,02 98,46 ± 0,92 44,6 ± 16,5 

Bands 15,6 ± 3,51 79,96 ± 0,94 91 ± 9,46 19,8 ± 3,9 80,85 ± 0,9 114,6 ± 15,13 

credit-g 7,8 ± 3,56 75,08 ± 0,64 66,8 ± 45,87 8,2 ± 2,59 75,16 ± 0,92 86,8 ± 13,99 

credit-a 8,2 ± 1,1 86,84 ± 0,81 26 ± 16,17 6 ± 2,65 86,55 ± 1,02 19,2 ± 18,85 

labor 7,4 ± 2,07 89,12 ± 2,29 5,8 ± 2,59 7,4 ± 2,7 88,07 ± 3,14 6 ± 2 

colic 8,4 ± 3,44 86,03 ± 0,15 7,6 ± 1,52 11,4 ± 2,41 86,2 ± 0,45 10,6 ± 6,02 

autos 15 ± 1 84,1 ± 1,22 71,2 ± 17,02 11,8 ± 5,5 83,61 ± 3,12 65,8 ± 6,83 

arrhythmia 156,8 ± 12,36 70,4 ± 0,96 82,6 ± 4,56 33,6 ± 6,84 67,04 ± 3,04 85,4 ± 9,94 

Table 4: Results from fitness3 (accuracy, tree size) and fitness4 (accuracy, number of features, tree size). 

fitness3 fitness4 Data Set 
Selected Features Accuracy Tree Size Selected Features Accuracy Tree Size 

Anneal 22,6 ± 2,3 98,35 ± 0,71 38,2 ± 5,54 20,2 ± 3,27 98,2 ± 1,17 37 ± 7,97 

Bands 19,2 ± 3,56 70,44 ± 0,17 3 ± 0 14,6 ± 6,66 71,07 ± 1,1 5,4 ± 2,19 

credit-g 2 ± 1,58 71,36 ± 1,35 5,8 ± 5,07 8,62 ± 4,65 70,34 ± 0,76 2 ± 2,23 

credit-a 4,6 ± 1,67 85,57 ± 0,08 3 ± 0 3,4 ± 0,55 85,51 ± 0 3 ± 0 

labor 7,6 ± 1,67 87,37 ± 1,92 7,2 ± 2,39 4,6 ± 2,51 89,12 ± 3,14 5,6 ± 2,51 

colic 12,4 ± 1,95 85,98 ± 0,15 6 ± 0 6 ± 1,87 86,41 ± 0,64 7,6 ± 2,07 

autos 15,4 ± 0,89 83,41 ± 1,72 55,2 ± 1,79 13,8 ± 2,77 81,17 ± 2,69 50,4 ± 4,04 

arrhythmia 137,2 ± 36,3 70,27 ± 0,95 78,6 ± 6,23 31,8 ± 11,97 65,62 ± 3,99 69,4 ± 12,76 

As depicted in Table 5, the feature selection genetic algorithm improved the accuracy of the 

resulting classification model in almost all cases, considering all fitness functions, when compared to the 

accuracy with no feature selection. This result confirms expected benefits from feature selection methods. 

In general, fitness1 revealed the best accuracy results. The cases in which accuracy has not improved are 

related to the following datasets and algorithm configurations: anneal (fitness3 and fitness4), credit-g 

(fitness4), credit-a (fitness3 and fitness4), and autos (fitness4). Actually, these cases display very similar 

figures, and the difference was not considered as statistically significant, according to t-test. These results 

can be explained because fitness3 and fitness4 establish tradeoffs between accuracy and tree size. The latter 

yields more easily interpreted decision tree models, which is very important for many applications. 

Configuration fitness2 did not produce consistently the least number of selected features, as it 

can be seen in Table 6. Indeed, in general, the best results for this criterion were revealed by fitness4, that 

in addition considers tree size. A possible explanation is the weight assigned to the number of selected 

features in fitness2. Since tree size and number of selected features are somehow related, it is 

comprehensible that the weight indirectly assigned to this criterion is bigger in fitness4 than in fitness2. 

Nevertheless, even if fitness2 did not yield the least number of selected features, the results for the 

corresponding accuracy are very satisfactory, and they are statistically comparable to accuracy 

considering all other fitness functions, according to t-test. As for tree size criterion, this fitness function 

yielded poor results, thus jeopardizing the interpretability of the model.   

With regard to the tree size criterion (Table 7), configuration fitness4 outperformed fitness3. 

This result may also be explained by the indirect weight given to criterion number of selected features in 
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fitness4 . Configuration fitness3 also presented a poor performance on the other criteria, displaying in 

general inferior results for number of selected features, and statistically comparable ones for accuracy. 

Table 5: For each data set, accuracy obtained with each fitness function. 
 Accuracy 

Data Set 
Without 

feature selection 
fitness1 fitness2 fitness3 fitness4 

Anneal 98,44 98,53 ± 0,44 98,46 ± 0,92 98,35 ± 0,71 98,2 ± 1,17 

Bands 70,19 79,96 ± 0,94 80,85 ± 0,9 70,44 ± 0,17 71,07 ± 1,1 

credit-g 70,50 75,08 ± 0,64 75,16 ± 0,92 71,36 ± 1,35 70,34 ± 0,76 

credit-a 86,09 86,84 ± 0,81 86,55 ± 1,02 85,57 ± 0,08 85,51 ± 0 

labor 73,68 89,12 ± 2,29 88,07 ± 3,14 87,37 ± 1,92 89,12 ± 3,14 

colic 85,33 86,03 ± 0,15 86,2 ± 0,45 85,98 ± 0,15 86,41 ± 0,64 

autos 81,95 84,1 ± 1,22 83,61 ± 3,12 83,41 ± 1,72 81,17 ± 2,69 

arrhythmia 64,38 70,4 ± 0,96 67,04 ± 3,04 70,27 ± 0,95 65,62 ± 3,99 

Table 6: For each data set, number of selected features obtained with each fitness function. 

 Number of Selected Features 

Data Set total fitness1 fitness2 fitness3 fitness4 

Anneal 38 20,6 ± 3,78 18,2 ± 6,02 22,6 ± 2,3 20,2 ± 3,27 

Bands 39 15,6 ± 3,51 19,8 ± 3,9 19,2 ± 3,56 14,6 ± 6,66 

credit-g 20 7,8 ± 3,56 8,2 ± 2,59 2 ± 1,58 8,62 ± 4,65 

credit-a 15 8,2 ± 1,1 6 ± 2,65 4,6 ± 1,67 3,4 ± 0,55 

labor 16 7,4 ± 2,07 7,4 ± 2,7 7,6 ± 1,67 4,6 ± 2,51 

colic 22 8,4 ± 3,44 11,4 ± 2,41 12,4 ± 1,95 6 ± 1,87 

autos 26 15 ± 1 11,8 ± 5,5 15,4 ± 0,89 13,8 ± 2,77 

arrhythmia 279 156,8 ± 12,36 33,6 ± 6,84 137,2 ± 36,3 31,8 ± 11,97 

Table 7: For each data set, tree size obtained with each fitness function. 
 Tree Size 

Data Set 
Without 

feature selection 
fitness1 fitness2 fitness3 fitness4 

Anneal 47 46,4 ± 11,57 44,6 ± 16,5 38,2 ± 5,54 37 ± 7,97 

Bands 7 91 ± 9,46 114,6 ± 15,13 3 ± 0 5,4 ± 2,19 

credit-g 140 66,8 ± 45,87 86,8 ± 13,99 5,8 ± 5,07 2 ± 2,23 

credit-a 42 26 ± 16,17 19,2 ± 18,85 3 ± 0 3 ± 0 

labor 5 5,8 ± 2,59 6 ± 2 7,2 ± 2,39 5,6 ± 2,51 

colic 6 7,6 ± 1,52 10,6 ± 6,02 6 ± 0 7,6 ± 2,07 

autos 69 71,2 ± 17,02 65,8 ± 6,83 55,2 ± 1,79 50,4 ± 4,04 

arrhythmia 99 82,6 ± 4,56 85,4 ± 9,94 78,6 ± 6,23 69,4 ± 12,76 

As it can be seen in Table 4, the best results with regard to ensemble of the three criteria were 

yielded by configuration fitness4. It outperformed on number of selected features and tree size, without a 

significant degradation on the accuracy. As mentioned, the trade-off between accuracy and interpretability 

is necessary in many domains. Perhaps with different weights, this fitness function would outperform with 

regard to all criteria.  

Besides, in Bands dataset, the higher accuracy figures are related to very big trees (fitness1 and 

fitness2), which are due to the use of categorical attributes with many values, and which, apparently, have 

a strong influence on accuracy. This explains why even a slight reduction with regard to the original tree 

size has a strong, negative impact on accuracy (fitness3 and fitness4), when compared to the good results 

obtained by fitness1 and fitness2. Another issue is the high standard deviation observed in some cases for 

number of selected features and tree size. We believe that this issue is partly explained by the random 
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character of the solutions yielded by genetic algorithms and partly by the weight assigned to these criteria 

in the fitness function. This belief is grounded on the fact that this situation occurs when at least one of the 

criterion that negatively influences the function (i.e. tree size and number of selected features) has a high 

value. The assignment of relative weights to these criteria could be a solution to this problem. 

5. Conclusions and future work 

This paper developed a study on the effects of three different classification model evaluation 

criteria, namely accuracy, number of selected features and tree size, which were combined differently in 

multi-objective fitness functions. For this purpose, a genetic algorithm was developed and tested with four 

fitness functions using classical datasets. This algorithm employs classical implementation strategies. The 

initial population method proposed in [6] was also adopted. The contribution of genetic algorithms for 

feature selection applications was confirmed, and this study revealed how easily new evaluation methods 

can be incorporated, particularly by combining criteria in multi-objective fitness functions. 

Experiments highlighted the contribution of each criterion, as represented by the respective 

fitness functions. In the experiments, fitness function fitness2, which combines accuracy with number of 

selected features, displayed the worst overall performance. On the other hand, better results with regard to 

both tree size and number of selected features criteria were obtained when these two criteria were 

combined with accuracy (fitness4). Although this fitness function did not present the best absolute 

performance with regard to accuracy, the trade-offs established are interesting, especially in contexts in 

which the interpretability of the classification model is important. In addition, the decrease on the 

observed accuracy rate was small, and is not statistically significant. 

Obviously these experiments are limited in the sense that a single classifier implementation was 

adopted, and that weights have not been extensively experimented. Further experimentations with 

different classifiers and criteria weights need to be developed, as well as the consideration of other criteria 

(e.g. cost). Techniques for the detection of features redundancy are being integrated in the genetic 

algorithm. This work is part of a research that aims at using feature selection techniques targeted at 

business processes classification. In this domain, factors such as model interpretability, time constraints 

upon features and their cost and performance should be weighted with model accuracy.  
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Abstract.  An exploratory research on the utilization of a Perceptron neural network as a method for 
feature selection is carried out.  The basic idea consists on training a Perceptron in the context of 
supervised learning. The interconnection weights are used as indicators of which attributes could be the 
most relevant, under the assumption that a interconnection weight close to zero indicates that the 
associated attribute can be eliminated because it does not contribute to the class separator hyper-plane. 
The experiments realized with real and synthetic data show that this schema results in a good trade-off 
among performance (generalization accuracy), efficiency (processing time) and feature reduction.  
 
Keywords: Data mining, Supervised learning, Feature selection, Perceptron neural net. 
 
1 Introduction 
Data Mining has been applied successfully for knowledge discovery in databases.  Nevertheless, with the 
fast growth of databases, traditional data mining algorithms become obsolete because they cannot process 
huge information volumes. Different solutions have been proposed, including feature selection before 
applying the data mining phase, with the hope to reduce the load over the mining algorithm.  Diverse 
researches have found that feature selection not only reduces processing time, but also often improves the 
miner’s accuracy [1]. Although many feature selection techniques exist, no one performs well in any 
domain.  In this work an exploratory research is presented, in which a trained Perceptron interconnection 
weights are utilized like a measure of attribute importance.  This idea is inspired in part in the Principal 
Component Analysis technique (PCA) and in the Support Vector Machine (SVM) variant for feature 
selection (SVM-FS), that have in common to eliminate the attributes whose associated scale factors are 
close to zero.  The advantage of this proposal is that it is very fast and as we will show, competitive with 
more sophisticated feature selection techniques. 
 
2 Related Work 
Although there is many feature selection algorithms reported in the literature, none of them are perfect. 
Some of them are effective, but very costly in computational time (e.g. wrappers methods), and other are 
fast, but less effective in the feature selection task (e.g. filter methods). Wrapper methods, although 
effective in eliminating irrelevant and redundant attributes, are very slow because they apply the mining 
algorithm many times, changing the number of attributes each time of execution as they follow some 
search and stop criteria [2]. Filter methods are more efficient; they use some form of information gain 
measurement between individual attributes and the class [3]; however, in general they measure the 
relevance of each isolated attribute, they cannot detect if redundant attributes exist, or if a combination of 
two (or more) attributes, apparently irrelevant when analyzed independently, indeed are relevant.  
   An alternative strategy is using the scale factors produced by, for example, principal component 
analysis (PCA), support vector machine (SVM) variants for feature selection (SVM-FS) and neural 
network (NN) paradigms.  These approaches have in common to eliminate the attributes whose 
associated scale factors are close to zero. Within NN, there exists several methods for post learning by 
pruning interconnection weights, for example Optimal Brain Damage or Optimal Brain Surgeon [4]. The 
objective of these approaches is to obtain a simplified NN, conserving good or similar classification 
power of the complete NN, and therefore, there not directly focused on the feature selection task. Brank 
et.al. [5] conducted a study to observe how scale factor feature selection methods interact with several 
classification algorithms; however, no information about processing time and feature reduction is 
presented.  
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3 Perceptron Feature Selection 
We explore the Perceptron as a strategy for relevant feature selection. We propose to use a “soft” or 
relaxed Perceptron (similar to [6]), in the sense that it can accept some percentage of misclassified 
instances, where the train-stopping criterion is when no accuracy improvement is obtained. We use the 
generalization accuracy (Acc) and Balanced Error Rate (BER) as criteria to evaluate the solution quality.  
To obtain the Perceptron output S we use the equation: 
 
                                              S = U { Σi Wi  Eij   }                                                                                      (1) 
 
where  Wi  are the i interconnection weights;  Eij is the input vector (with i elements) that form an instance 
j; and U is a step function that outputs  1 if  Σi Wi Eij  > θ  and 0 otherwise. θ  is the Perceptron threshold.    
To train the Perceptron we apply the following equations: 
 
                                     Wi    (t+1) =     Wi    (t)  +  { α ( T – S ) E ij  }                                                          (2) 
    
                                    θ  (t+1) =     θ   (t)    +  {  – ( T – S ) α    }                                                            (3)  
 
where T is the desired output and α  is the learning rate, a user parameter that takes values between 0 and 
1. The overall feature selection process we apply is the following: 
 
       FS-Perceptron (FS-P) Procedure  
 
       Given a numeric dataset with D attributes previously normalized [0,1], and N randomize instances, 

1. Let AccOld = 0 (generalization accuracy), WithoutImprove = ni (numer of accepted epochs 
without improve) 

2. While AccNew better than AccOld (ni times) 
a. Train a (soft) Perceptron (initial weights in zero) 
b. Test after each epoch, and obtain AccNew 
c. If AccNew better than AccOld: save weights and do AccOld = AccNew  

3. Drop attributes with small absolute interconnection weights 
4. Use the d remain attributes (d  < D) to create a model as the predictor for the J4.8 classifier [7]. 

 
Although there exist more sophisticated procedures in the area of neural network pruning [4], we choose 
this naïve idea because of its simplicity (that implies efficiency) and direct application to feature selection 
(because of the direct relation between each feature and its Perceptron interconnection weight). With the 
Feature Selection Perceptron (FS-P) we expect: 
a) To use less amount of memory, because a Perceptron only requires storing as many interconnection 

weights as “n” attributes the database has, as opposed to PCA that builds a “n2” matrix. 
b) To reduce the processing time because, as opposed to the SVM-FS that involves solving a quadratic 

optimization problem, the Perceptron converges fast to an approximate solution. 
c) To avoid carrying out an exhaustive exploration (or close to exhaustive), that is to say, without having 

to evaluate multiple attribute subset combinations, as the wrapper and some filter methods.  
d) Implicitly capture the inter-dependences among attributes, as opposed to filter-ranking methods, that 

evaluate only the importance of one attribute against the class.  
e) The Perceptron can be used as a classifier too, with the possible advantage to improve accuracy 

because this link between the feature selector - classifier algorithms, that allows a implicit wrapper 
schema.  

Then, the objective of this paper is to validate experimentally these hypotheses.   
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4 Experiments 
We conducted several experiments with 15 synthetic and real datasets to empirically evaluate if FS-P can 
do better in selecting features than other well-known feature selection algorithms, in terms of accuracy, 
processing time and feature reduction. We choose synthetic datasets in our experiments because the 
relevant features of these datasets are known beforehand. 
 
4.1 Experimentation details 
In the first phase we used 10 synthetic datasets, each of them with different levels of complexity. To 
obtain the 10 datasets we use the functions described in [8]. We used also the corrAL synthetic dataset 
[9]. Additionally, we test our method with two real databases. The first one is a database with 24 
attributes and 2,770 instances; this database contains information of Mexican electric billing costumers, 
where we expect to obtain patterns of behavior of illicit customers. The second is the Ionosphere dataset 
taken form the UCI repository [10] with 34 attributes and 351 instances. Finally, we consider two dataset 
taken from the NIPS 2003 feature selection challenge1. These datasets have very high dimensionality. The 
Madelon database has 500 features and 2,000 instances and Gisette dataset has 5,000 features and 6,000 
instances. 

In order to compare the results obtained with FS-P, we use Weka´s [7] implementation of ReliefF, 
OneR and ChiSquared feature selection algorithms. These implementations were run using Weka´s 
default values, except for ReliefF, where we define 5 as the neighborhood number, for a more efficient 
response time. Additionally, we compared with several of Elvira´s [11] filter-ranking methods. To select 
the best ranking attributes, we use a threshold defined by the largest gap between two consecutive ranked 
attributes, according to [9] (e.g., a gap greater than the average gap among all the gaps).  

In the case of FS-P, we set the learning rate α to 0.6, the maximum epochs equal to 500, and the 
number of epochs without accuracy improvement, ni, to 15, for all the experiments. All the experiments 
were executed in a personal computer with a Pentium 4 processor, 1.5 GHz, and 250 Mbytes in RAM.   

 
4.2 Experimental results  
The results of applying FS-P to 10 synthetic datasets are shown in Table 1. We can observe that the 
averaged processing time (column 2) and epochs (column 3) is acceptable. The generalized accuracy 
obtained for FS-P is not good (column 4) but the resulting averaged accuracy of using the selected 
features with the J4.8 classifier (with 10 fold cross validation) is good (column 5). In columns 6 and 7 we 
can see that the features selected by FS-P are equal or near to the perfect attributes (oracle column). In 
almost all cases, except for datasets  3 and 5; the average number of features selected are similar. 
 

Table 1. FS-P with 10 Synthetic Databases. 
Synthetic  
Database 

FS-P 
Time(secs) 

FS-P 
Epoch 

FS-P 
Acc(%)

FS-P + J4.8 
Acc (%)10-fCV 

FS-P 
Attr.Selected 

 
Oracle 

1 3 40 47 100 3-7 3 
2 2 24 55 100 1-2-3 1-3 
3 2 18 61 68 4 3-4 
4 2 17 63 84 1-3 1-3-4 
5 3 34 65 82 9 1-3-9 
6 4 47 66 99 1-2-3 1-2-3 
7 6 59 100 98 9-1-2 1-2-9 
8 4 39 100 100 1-2-4 1-2-4 
9 4 48 100 97 9-1-2-4 1-2-4-9 

10 3 37 99 99 4-8-7-1-2 1-2-4-7-8-9 
Avg. 3.3 36.3 75.6 92.7 (2.7) (3) 

                                            
1 http://www.nipsfsc.ecs.soton.ac.uk/datasets/ 
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Next, we use the selected features obtained by several feature selection methods as input to the decision 
tree induction algorithm J4.8 included in the Weka. We use 10-fold cross validation in order to obtain the 
average test accuracy for each feature subset (in all cases, we obtain similar results using BER as quality 
measure criterion). The results are shown in Table 2 (only averages due to paper space limit). The column 
“Oracle/All” represents a perfect feature selection method (it selects exactly the same features that each 
dataset function uses to generate the class label and, in this case, is equal to the obtained accuracy if we 
use all the attributes). From Table 2 we can see that the FS-P averaged accuracy is better than most 
feature selection methods, except ReliefF. 
 

Table 2.  J4.8´s accuraccy (%) using the features selected by each method (10 Synthetic Datasets). 
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Avg. 99.3 96.1 92.7 92.4 91.2 90.5 89.8 89.2 84.9 84.1 83.6 79.6
 
 Processing time is shown in Table 3. We observe that, although FS-P is computationally more expensive 
than ChiSquared and other filter-ranking methods, these algorithms cannot detect good relevant attributes 
or some attribute inter-dependencies. On the other hand, FS-P was faster than ReliefF and maintained 
good generalized accuracy. To have a better idea of the FS-P performance, we can compare the results an 
exhaustive wrapper approach.  In this case, if the average time required to obtain a classification tree 
using J4.8 is 1.1 seconds, and if we multiply this by all the possible attribute combinations, 12.5 days 
would be required to conclude such a process.  
 

Table 3. Averaged processing time for each method in seconds (10 Synthetic Datasets). 
Exhaustive wrapper ReliefF OneR FS-P ChiSquared and Elvira 
1,085,049 (12.5 days) 573 (9.55 mins.) 8 3.3 1 

 
When we test with the corrAL synthetic dataset, FS-P was the only that can remove the redundant 
attribute (Table 4); results for FCBF and Focus methods were taken from [9]. Because the corrAL is a 
small dataset, processing time in all cases is near to zero seconds, and thus omitted. 
 

Table 4. Features selected by different methods (corrAL dataset). 
Method Features selected  Method Features selected 
FS-Perceptron A0, A1,B0, B1   FCFB(log) R, A0 
ReliefF R, A0, A1, B0, B1  FCFB(0) R, A0, A1, B0, B1 
OneR R, A1, A0, B0, B1  CFS A0,A1,B0,B1,R 
ChiSquared R, A1, A0, B0, B1  Focus R 
Symmetrical Uncertainty R, A1, A0, B0, B1    

  
With the Electric Billing database, FS-P obtains similar accuracy as Kullback-Leibler-2 (97.29 vs. 
97.5%), but with less processing time (3 vs. 6 secs.). Testing over the Ionosphere database, FS-P obtains 
similar accuracy as ReliefF (92.5 vs. 92.8%), but with less processing time (0.1 vs. 4 secs.) and good 
feature reduction (5 vs. 6 features).  
Finally, we experimented with the Madelon and Gisette NIPS 2003 challenge datasets. In these cases we 
can not apply Weka or Elvira feature selection tools because they ran out of memory; so, for comparison, 
we use the results presented by Chen et.al [12]. They apply SVM with a radial basis function kernel as 
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feature selection method. Table 5 shows results for Madelon and Gisette datasets (N/A means information 
not available). 

 
Table 5.  Accuracies (%) and BER using the features selected by each method  (Madelon and Gisette). 

Database Method Features  
Total (%) 

Accuracy
(%) 

BER Pre-process. 
time 

FS-Perceptr 21  (4. 2%) 58.35 0.4165 48 secs. 
Madelon 

SVM 13  (2. 6%) N/A 0.4017 N/A 

FS-Perceptr 64  (1. 3%) 94. 5 0.0549 3. 3 mins. 
Gisette 

SVM 913 (18. 2%) N/A 0.0210 N/A 

 
From Table 5 we can observe that the obtained BER using FS-P is similar when SVM is applied; on the 
other hand both, accuracy and BER, are poor. The reason for this bad result is because Madelon is a 
dataset with clusters placed on the summits of a five dimensional hypercube, so, in some sense, is a 
variation of the XOR problem, a non-linear separable classification problem. Thus, FS-P and SVM (still 
with a kernel function) fail with this database. In the case of Gisette, that contains instances of 
handwritten digits “4” and “9”, we can see that SVM obtains a superior BER, but FS-P achieves an 
acceptable BER and accuracy, using fewer attributes (64 vs. 913). 

 
5 Conclusions and Future Work 
According to our experiments, FS-P results in a good trade-off among generalization accuracy, processing 
time and feature reduction. We observed that FS-P´s memory requirements increase linearly, its 
generalization accuracy and processing time is competitive against other methods, finds some attribute 
inter-dependencies, and obtains acceptable feature reductions.  
   On the other hand, we found some FS-P limitations. First, the Perceptron algorithm can only classify 
linearly separable classes, so this could affect when the database is non-linearly separable. Second, we 
observed (with additional experiments not included in this paper) that, sometimes, different learning rates 
(α ) conduct to different relevant attributes; in this case it is necessary to realize experiments with 
different learning rates, to verify if attributes´ ranking remains stable. Also, due to the early stopping 
criterion (we stop with few epochs, for efficiency) the Perceptron is a bad classifier. In general, we can 
conclude that FS-P represents a useful addition to the feature selection existing methods. 
   Future work includes: a) perform experiments with more datasets, b) apply kernel functions to 
overcome the linear separability limitation, c) try other stopping criteria, searching, and d) use a metric 
(e.g. F-score) to do first attribute elimination, and then apply FS-P, following [12].  
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A Continuous Variable Response Driven Transformation for Use in Predictive Modeling 
 
Talbot Michael Katz, 
TopKatz@msn.com 
 
 
Abstract: A new transformation of a continuous-valued predictor for a binary-valued target 
partitions the range of the predictor variable into separate bins, creates a spline with a knot at 
the endpoint of each bin, and assigns to each point the value of the derivative of the spline 
function.  The bins are chosen to minimize the sum of squared residuals from fitting weighted 
target values with polynomial or other suitable functions.  The binary target values are initially 
rearranged to create a cumulative density function of the predictor; this cumulative density 
function is fit with a regression spline after the bins / knots have been chosen by the 
minimization procedure.  The derivative of the regression spline becomes the transformation.  
This transformation is most useful in cases where the variation of the target is non-monotonic 
(and non-random) with respect to the predictor. 
 
 
Keywords: Optimal, Spline, Knots, Transformation, Derivative 
 
 
Introduction 
 
Univariate spline functions provide a method of curve fitting by splitting the domain into 
subintervals, fitting a pre-specified component function (usually a low-degree polynomial) within 
each subinterval, and joining together the subintervals in a continuous fashion at the subinterval 
endpoints (called knots).  Splines have proven very useful in regression modeling, and several 
software packages have facilities for computing spline regressions.  The most common type of 
splines fit cubic polynomials on each subinterval, because these can be stitched together in a 
continuously differentiable manner with a minimal amount of variation between sample points. 
 
The main decisions for creating splines are how many subintervals / knots to use, and where to 
place them.  Happily, there is some evidence that location of knots is less important than the 
number of knots, and the number of knots usually need not be very large [1].  Nevertheless, this 
paper describes a pseudo-optimal criterion for choosing the number and location of knots, and 
then builds new features for binary prediction on the selected subintervals.  The method first 
constructs a continuous target variable from the original binary variable, so the method of 
choosing the number and location of knots could be applied to create a standard spline 
transformation for a continuous target variable.  For a binary target variable, after building the 
spline transformation for the constructed continuous outcome, take the derivative to produce the 
final desired transformation. 
 
 
Amount and Location of Knots for Continuous Target Variable 
 
The method for determining the amount and placement of knots for the spline transformation 
closely follows the algorithm for determining the optimal number of bins described in [2].  First 
suppose that both the target variable and predictor variable under consideration are continuous-
valued.  The idea will be to choose an appropriate sized sample of points, fit the data to the 
component function (e.g., cubic polynomial) on each sufficiently large subinterval, and pick the 
subinterval partition with the best overall fit.  Then construct the regression spline (using the 
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same component function) on this partition.  I call this pseudo-optimal because, although it 
employs an optimization technique, namely integer programming, it is not the same as finding 
the optimal spline transformation (which would appear to require exhaustive enumeration). 
 
Choose a sample of N points, sorted by ascending order of the continuous predictor variable 
under investigation.  Let x[i] be the value of the predictor variable and y[i] be the corresponding 
value of the target variable for 1 <= i <= N.  Our goal will be to partition the N points into disjoint 
subsets such that each subset contains a contiguous sequence of all points k with i <= k <= j for 
some pair i and j, i.e., sub-segments or subintervals.  Let f[k;i,j] be the fitted value corresponding 
to y[k] for i <= k <= j, and let s[i,j] be the sum of squares of the residuals (y[k] - f[k;i,j]) for i <= k 
<= j.  Define the binary optimization variables v[i,j] for each pair of points 1 <= i <= j <= N; v[i,j] = 
1 will mean that the sub-segment determined by i and j has been chosen, otherwise v[i,j] = 0.  
The objective will be to minimize the function c[i,j] * v[i,j], where c[i,j] = s[i,j] + C for some 
constant C.  The choice of C will be critical.  If C = 0, the optimization will want to put each point 
in its own sub-segment, because s[i,i] = 0 (at least, when x[i] is unique, which is likely for 
continuous variables); if C is very large, the single segment containing all N points will be 
preferred. 
 
The v[i,j] variables are subject to the following conditions / constraints : 
(required) This says that every point must be in exactly one sub-segment.  For each point k, 
the sum of v[i,j] over all sub-segments containing k (i <= k <= j) is equal to 1.   
(optional) If there is a lower bound, LG, on the number of sub-segments, then the sum of 
v[i,j] over all pairs of points i and j (including i = j) is >= LG. 
(optional) If there is a hard upper bound, UG, on the number of sub-segments, then the 
sum of v[i,j] over all pairs of points i and j (including i = j) is <= UG. 
(required) If LP is the lower bound on the number of points per sub-segment, then eliminate 
variables v[i,j] with j+1-i < LP.  For a polynomial component function, LP must be at least one 
more than the degree of the polynomial. 
(optional) If there is an upper bound, UP, on the number of points per sub-segment, then 
eliminate variables v[i,j] with j+1-i > UP. 
 
If the sample data is unevenly distributed, it may also be desirable to add constraints to 
guarantee that the difference between sub-segment endpoint values is bounded below and / or 
above.  Like the bounds on the number of points per sub-segment, bounds on the differences 
between endpoints serve to eliminate variables. 
 
The choice of the constant C creates a soft upper bound of 1 + (s[1,N]/C) on the number of sub-
segments.  (The optimization will pick some number of sub-segments no larger than that value.)  
The “default” value of C = s[1,N] / (N - 1) makes the single sub-segment solution and the 
solution consisting of all individual point sub-segments equally likely. 
 
 
 
Transforming a Binary Target Variable into a Continuous Target Variable 
 
As mentioned above, for a continuous target variable, the spline constructed on the subintervals 
chosen by the method above could be used as a new candidate feature.  But fitting a spline 
directly to a binary outcome may not yield anything useful, since low-degree polynomials do not 
produce good fits for binary outcomes.  In this case we first transform the target variable, then 
choose the knots by the above algorithm, then fit the spline to the continuous target, and finally 
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take the derivative of the resulting spline to use as the new candidate feature for the binary 
target. 
 
Since individual predictor variable values may occur several times in a sample, suppose there 
are M <= N distinct values of the predictor variable, let n[k] be the number of times the k-th 
value occurs in the sample, and let r[k] be the number of positive responses (assuming possible 
response values of 0 and 1) at the k-th value for 1 <= k <= M.  Let D = {sum of r[k] / n[k] over all 
distinct predictor values, 1 <= k <= M } and let d[j] = {sum of r[k] / n[k] over all distinct predictor 
values, 1 <= k <= j }.  Note that if all the predictor values are unique, then n[k] = 1 for all k, r[k] = 
0 or 1 for each k, and d[j] is just the cumulative sum of responses up to the j-th point, in sorted 
order.  Then d[j] / D will be the transformed value of the target variable at the j-th distinct value 
of the predictor; each of the n[j] points in the sample with the same predictor value will get the 
same transformed target value, d[j] / D, although they did not necessarily all have the same 
original value of the target.  Notice that for subintervals with a high density of response, the 
transformed target variable will have a high average derivative value with respect to the 
predictor, and for subintervals with a low density of response, the transformed target variable 
will have a low average derivative value with respect to the predictor, so the derivative of the 
spline will provide a continuously varying analog to the behavior of the response. 
 
 
Optimization Considerations 
 
Because the number of variables and constraints grows with the sample size, the number of 
points that can be used in a sample is limited by the power of the solver.  This method works 
readily using the SAS ® PROC LP solver with a sample of 100 to 200 points, which should be 
adequate to pick up the essential behavior of most continuous variables for modeling purposes.  
From an optimization standpoint, the key feature is that the integer solution is the same as the 
LP-relaxation. 
 
 
Over-fitting 
 
The optimization procedure custom tailors the transformation to the sample it is based on.  As 
noted above, if the objective function constant multiplier, C, is set equal to 0, the optimization 
will attempt to make each sample point its own sub-segment.  The easiest way to fight this is to 
do two things.  First, set the value of C to a reasonable level, such as the default, which was 
chosen to be “equidistant” from the single-point-groups and entire-range-group solutions.  
Second, make sure that each sub-segment has sufficient support by choosing a lower bound on 
the number of points in each sub-segment.  It would be hard to feel comfortable with intervals 
supported by fewer than ten points.  Unfortunately, even ten points is rather small, but it’s 
difficult to guarantee 25 or 30 points, because the overall sample needs to be kept from growing 
too big for the optimizer to deal with.  So, the next level of protection would be to generate 
several samples, run the optimization procedure on each of them, and determine a solution 
based on the combination of all the sample runs; one way to do this would be to compute the 
objective functions for each solution on each of the samples, and choose the solution which has 
the best sum of objective values for all the samples. 
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Abstract

In traditional data processing (DP), feature or attribute values represent the human perceived properties, char-
acteristics and so forth. In other words, DP requires full background knowledge support (by DP professionals).
On the other hand, data mining(DM), as an automated system, cannot carry out these human perceived properties.
Each DM algorithm requires different level of background knowledge system.

Keywords: attributes, feature, data mining, granular, data model

1 Introduction

In traditional data processing (DP), feature or attribute values represent the human perceived properties, charac-
teristics and so forth. In other words, DP requires full background knowledge system support (by DP profession-
als). On the other hand, data mining(DM), as an automated system, cannot carry out these human perceived prop-
erties. Data mining algorithms can only process those notions that are encoded in thedata andimplemented/stored
background knowledge. This paper presents some ”surprised” observations to the core techniques of data min-
ing [1].

In this paper, a Relational Table is regarded as a knowledge representation of real world entities. Each entity is
represented by one tuple.

1. Data processing requires full background knowledge system support (by DP professionals): (1) A one-
to-one semantic preserving correspondence of two tables may preserve the meaning of data. (2) Features
can only be preserved by semantic preserving feature transformation. (3) Feature represents the human
perceived properties, characteristics and so forth.

2. Association mining requiresno background knowledge support: (1) A one-to-one correspondence of two
tables preserves the association(rule)s (frequent itemsets). (2) Features can be preserved by any one-to-one
feature transformation. (3) A feature is a partition of entities

3. Clustering requires the metric of ambient space. (1) An isometry(one-to-one correspondence that preserves
the metric) preserves the clusters. (2) Features can be preserved by metric preserving feature transformation
(3) A feature is a topological partition under the topology induced by the metric of ambient space.

4. Classification requires different levels of support depending on the applications; some are similar to that of
association mining, some are that of clustering.
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2 Understanding the Data

2.1 A convention - "word" and "symbol"

First we need to precisely define some key terms.

• A symbol is a string of ”bit and bytes” that has no real world meaning. For example, the term ”Yellow” (as
a color) is intended to represent what human perceives in his/her optical nerve, but such a meaning is not
implemented in a computer system. To a computer system, ”Yellow” is merely a character string; the human
feelings and/or physical properties of yellow light are not implemented. Aword is more than a symbol. A
symbol is termed aword, if the intended real world meaningdoes participate in the formal processing or
computing.

2.2 Data Processing vs Data Mining

To understand the nature of a data, we examine how the data is created: In traditional data processing, (1) we
select a set of features/attributes, called relational schema. Then (2) a set of entities is (knowledge) represented by
a table of words, in terms of the features/attributes.Kmap : V → Kword ; v −→ k whereKword is a table
of words (this is actually the usual relational table). Each word, called an attribute value, represents a real world
fact; however the real world meaning is not implemented.

In traditional data processing environment,

• DBMS processes/computes these data underhuman commands, and hencecarries out the human perceived-
semantics. We will term such a processing ”Computing with Words.” In other words, the meaning of the
symbols does influence/participate in the computing process with human supports.

However, when the same relational table is used in Association Mining (AM). The table of wordsKword is pro-
cessed as a tableKsymbol of symbols. In association rule miningKword has been ”forgotten” intoKsymbol. In
summary,

• The data (relational table) in Data Processing is atable of words. The interpretations of symbols has a
”complete knowledge systems” (supported by human being).

• The data (relational table) in Association Mining is atable of symbols. There is no knowledge system to
support the interpretation.

• The data (relational table) in Clustering is atable of symbols. However, the interpretation of symbols requires
the knowledge of ambient space. In other words, clustering needs a small knowledge system support.

3 Understanding the Features geometrically

In this section we will consider numerical tables; each tuple is a point in Euclidean space/plane.

3.1 Rotations and Expansions

Let us consider a simple kind of feature transformations (coordinate transformation), namely, the rotations and
expansion of the X-Y coordinates. Assume we have a table of 5 points in X-Y-plane. For convenience, we use
polar coordinate systems; see Table 1. Noted that the first column of each table (2A, 2B and 2C) indicates the
expansion/shrinking in longitude. The second column indicates the angle it rotates; they are differ by a fixed value,
θ. So it is obvious that there is a respective one-to-one correspondence between columns. So all theseθ-rotated
tables are isomorphic to the original table; see [3].
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• Rotationsand expansions are non-trivial feature transformation from the data processing point of view, but

• Rotations and expansions is an ”identity” transformation in association mining. In other word, rotations and
expansions do not transform the table out of its isomorphic class; see Section 3.3. However,

• Rotations withno expansions induces an ”identity” transformation in clustering, that is, it maps clusters to
clusters. However a ”drastic” expansion may change the clusters; see Section 3.2

3.2 Rotations and Expansions in Clustering

It should be very clear, ifθ, say 10,000, get very large, the 5 points in Table 1 may shrink into a cluster;
in this case, the distances between 5 points are in the order of 0.00001 (less than 0.00002). Note that 0.087
is 5 degree(5*3.14159)/180=0.087 ) and(θ ∗ 3.14159)/180 = α. Table 1 illustrate the rotations and expan-
sions/shrinking.

S# Length Dire Length Dire Length Diren Length Diren
Length ction Length tion Length ction Length ction

S1 1/(2.0 + 0.0) 0 1/(2.0 + 0.087) 5 1/(2.0 + α) 0 + θ {S1,S2,S3,S4,S5} S1

S2 1/(2.0 + 0.0) 30 1/(2.0 + 0.087) 35 1/(2.0 + α) 30 + θ {S1,S2,S3,S4,S5} S2

S3 1/(2.0 + 0.0) 45 1/(2.0 + 0.087) 45 1/(2.0 + α) 40 + θ {S1,S2,S3,S4,S5} S3

S4 1/(2.0 + 0.0) 60 1/(2.0 + 0.087) 65 1/(2.0 + α) 60 + θ {S1,S2,S3,S4,S5} S4

S5 1/(2.0 + 0.0) 90 1/(2.0 + 0.087) 95 1/(2.0 + α) 90 + θ {S1,S2,S3,S4,S5} S5

Polar coordinate Rotates -5 degree Rotates -θdegree same data
Table 2A Table 2B Table 2C encoding

Table 1. Five points in polar coordinate and rotated coordinate; three table are isomorphic, but not
isometric. If the rotation angle θ becomes very large the 5 points will squeeze together very closely
and hence form a cluster

3.3 Rotations and Expansions in Association Mining

Table 1 also shows that there are isomorphisms among the rotated tables; and this effect is clearly shown in last
column; All tables are identical.

4 Understanding the Association Mining

4.1 Semantic Issues and Knowledge Systems

Let us discuss a hypothetical environment. Assume a data processing department maintains two databases:
one for the part department (Table??) and one for the human resource (Table 2) We stress here that from data
processing point of view, the two table are completely different; One table is about hardware, the other is about
human being.

However, data mining department (concentrated on association rules) finds that the two table are isomorphic,
that is, there is a one-to-one correspondence between the attribute values of the corresponding columns:

1. Column one:Sn ↔ Pn, n = 1, 2, . . . , 9
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2. Column two: Thirty↔ 30;Twenty↔ 20; Ten→ 10.

3. Column three: April↔ Hammer; Mar↔ Screw; February↔ Nail; Jan↔ Pin;

4. Column four: NY↔ Steel; SJ↔ Brass; LA→ Alloy.

and hence there is one-to-one correspondence between two sets of association rules (support≥ 2):

1. Length one: Ten↔ 10, Twenty↔ 20, Mar↔ Screw, SJ↔ Brass, LA↔ Alloy

2. Length two:

(a) (TWENTY, MAR)↔(20, Screw),

(b) (Mar, SJ)↔(Screw, Brass),

(c) (TWENTY, SJ)↔ (20, Brass).

Therefore, it only needs to conduct association mining in one table. The second set of association rules can be
found by replacing the symbols from the other set of association rules. So as far as the data mining department is
concern, there is only one table to do the association mining.

U K (S# Business Birth CITY) (P# Weight Part Material
Amount (in m.) Day Name

u1 −→ (S1 TWENTY MAR NY (P1 20 SCREW STEEL
u2 −→ (S2 TEN MAR SJ (P2 10 SCREW BRASS
u3 −→ (S3 TEN FEB NY (P3 10 NAIL STEEL
u4 −→ (S4 TEN FEB LA (P4 10 NAIL ALLOY
u5 −→ (S5 TWENTY MAR SJ (P5 20 SCREW BRASS
u6 −→ (S6 TWENTY MAR SJ (P6 20 SCREW BRASS
u7 −→ (S7 TWENTY APR SJ (P7 20 PIN BRASS
u8 −→ (S8 THIRTY JAN LA (P8 30 HAMMER ALLOY
u9 −→ (S9 THIRTY JAN LA (P9 30 HAMMER ALLOY

Table 2. A RelationalTable K and K’

However, in the data analysis department, it has different opinion. Though the two relations, Tables 2, are iso-
morphic, but their meaning (human interpretations) are completely different. They have very non-isomorphic
semantics:

1. (TWENTY, SJ) means the business amount at San Jose is likely 20 millions. However, its isomorphic
association (20, Brass) has no meaning at all; weight 20 has no meaning to Brass.

2. (SCREW, BRASS) means the screw is most likely made from Brass. However, its isomorphic association
(Mar, SJ) has no real world meaning at all; the association means the supplier was born in March and work
at SJ.

• So we are forced to conclude that association rules are not very ”meaningful” unless there is a knowledge
systems to support the semantics. Hence we need semantic oriented association mining
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4.2 Data Encoding for Association Mining

Thefollowing discussions are adopted from ([2], pp 702). Let us consider the bitmap indexes forK (see Table 2)
the attribute WEIGHT would have 9 bit-vectors. The first, for value 10, is 011100000 because the second, third,
fourth tuple haveF=10. For value 20 and 30, they are 100011100 and 000000011 respectively. A bitmap index
for other attributes can be proceeded similarly.

Next, we note that a bit vector can be interpreted as a subset ofV , called an elementary granule. For example,
the bit vector, 100011100, ofF= 20 represents the subset{e1, e3, e4, e5}. Let us summarize the discussions in the
Table 3.

V K (P# Weight Part Material P# Weight Part Material
Name Name

v1 −→ (P1 20 SCREW STEEL ( {e1} {e1, e5, e6, e7} {e1, e2, e5, e6} {e1, e3}

v2 −→ (P2 10 SCREW BRASS ( {e2} {e2, e3, e4} {e1, e2, e5, e6} {e2, e5, e6, e7}

−→ . . . . . . . . . . . . . . .
v7 −→ (P7 20 PIN BRASS ( {e7} {e1, e5, e6, e7} {e7} {e2, e5, e6, e7}

v8 −→ (P8 30 HAMMER ALLOY ( {e8} {e8, e9} {e8, e9} {e4, e8, e9}

v9 −→ (P9 30 HAMMER ALLOY ( {e9} {e8, e9} {e8, e9} {e4, e8, e9}

Table 3. A Relational Table K’and its Granular Table

Table 3 is the so called vertical representation.

• Note that granules of a column are mutually disjoints and forms a partition ofV . So a feature is a partition
(= equivalence relation) and an ”attribute value” is an equivalence class.

It should be clear that the bitmap table and granular table are isomorphic tothe original table, hence as far as
association mining is concerned

• It is adequate to conduct association mining in granular table. (some data miners called this vertical repre-
sentation)

5 Conclusions

This paper concludes that a ”correct” approach to data mining is knowledge based data mining. In other words,
data mining systems need respective knowledge systems to support the semantic of data; the knowledge system
defines the meaning of a feature or an attribute.
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