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Abstract

Classification by document authorship based on statisti-
cal analysis — stylometry — is considered here by us-
ing feature vectors obtained from counts ofall words in
the intersecting sets of the training data. This differs from
some previous stylometry, which used only selected “non-
contextual” words with the highest counts, and also from
conventional text search techniques, where noncontextual
words are frequently left out when the term-by-document
matrices are formed. The dimensionality of the resulting
vector is reduced using a generalized discriminant anal-
ysis (GDA). The method is tested on three sets of docu-
ments which have been previously subjected to statistical
analysis. Results show that the method is successful at
identifying author differences and at classifying unknown
authorship, consistent with previous techniques.
Keywords: author identification; LDA/GSVD; stylome-
try.

1 Introduction and Background

It has been suggested (see, e.g., [1, 2]) that authors leave
tell-tale footprints in their writings indicative of author-
ship, which can be revealed by an appropriate statistical
analysis. Following [1], we refer to such methods of au-
thorship study as stylometry, or stylometric analysis. Sty-
lometry is based on the assumptions that authors uncon-
sciously use some word patterns in a manner more or less
consistent across documents and across time and that, be-
cause the use of these words is unconscious, even imita-
tors can be distinguished from the authors they would im-
itate. Extensive testing of stylometric analysis on works
by various authors has provided at least partial validation
of the underlying assumptions. For example, Sir Walter
Scott showed little statistical variation in his style, even
over a career interrupted by five strokes [1, Chapter 10].
And in a series of statistical tests, the author Robert Hein-
lein’s signature uniquely showed through even when he
was writing as two different narrators inThe Number of
the Beast[3, p. 106].

Statistical analysis of documents goes back to Au-
gustus de Morgan in 1851 [4, p. 282], [1, p. 166], who

proposed that word length statistics might be used to de-
termine the authorship of the Pauline epistles. Since that
initial proposal (not actually carried out by de Morgan),
the Bible has been subjected to extensive statistical scruti-
nies, many of them reaching conflicting conclusions. Sty-
lometry was also employed as early as 1901 to explore the
authorship of Shakespeare [5]. Since then, it has been em-
ployed in a variety of literary studies (see, e.g., [6, 7, 8]),
including twelve ofThe Federalistpapers which were of
uncertain authorship [9] (which we re-examine here), and
an unfinished novel by Jane Austen (which we also re-
examine here). Information theoretic techniques have also
recently been used [10].

Stylometry is usually based on “noncontextual
words,” words which do not convey the primary mean-
ing of the text, but which act in the background of the text
to provide structure and flow. Noncontextual words are at
least plausible, since an author may address a variety of
topics, so particular distinguishing words are not neces-
sarily revealing of authorship. As stated in [11]:

The noncontextual words which have been most
successful in discriminating among authors are
the filler words of the language such as prepo-
sitions and conjunctions, and sometimes adjec-
tives and adverbs. Authors differ in their rates
of usage of these filler words.

(However, statistical analysis based on author vocabulary
sizevs.document length — the “vocabulary richness” —
has also been explored [12].) In noncontextual word stud-
ies, a restricted set of “most common” words is selected
[1], and documents are represented by word counts, or ra-
tios of word counts to document length. As a variation,
sets of ratios of counts of noncontextual word patterns
to other word patterns are also employed [3]. However,
it has largely been a matter of investigator choice which
words are selected as noncontextual, opening the stylo-
metric analysis to criticisms of nonobjectivity.

In this work, we examineall of the words in the in-
tersection of the documents in question. This results in
a higher dimensional space than has been conventional.
The dimensionality is handled, however, using a gener-



alized discriminant analysis (GDA) computed using the
generalized singular value decomposition (GSVD).

The use of term-document indexing and latent se-
mantic indexing (via the SVD) for document search
and classification is by now very widespread (see, e.g.,
[13, 14]). In most instances, however, “uninformative”
words — noncontextual words such as “the,” “a”, “that,”
“and,” and the like — are not included in the term-by-
document matrices, since they provide little information
by which to distinguish documents by content. However,
from the point of view of stylometry, such words are pre-
cisely those of interest since they allow for the possibility
of author classification.

In this paper we present the idea of the GDA for au-
thor identification. The method is validated experimen-
tally by performing some author identification tests on
three sets of documents that have been classified by other
stylometric analyses.

2 Problem Statement

The basic problem we address here is this: Given a
set of documents alleged to have been written by one
author, and another set of documents alleged to have been
written by another author, determine if this is a valid
allegation. A variation on this theme is as follows: given
a document whose author is (assumed to be) a member of
a finite class of authors, detect the author. In this paper,
we simply consider binary comparisons, reserving more
general classification problems for future research.

In addition to the stated goals, the idea is to make the
classification based on thestyleof the authors’ writings, as
opposed to the content of the document. A single author
may address a multitude of subjects, but so may other
authors, and the presence of absence of any particular
word or set of words may be more indicative of topic than
of author. A careful author will also resort to dictionary
use, so even vocabulary richness is suspect as an indicator
of authorship.

Let k denote the number of alleged authors
(“classes”) of a series of training documents
D1,D2, . . . ,Dn, and let ni, i = 1, 2, . . . , k be the
number of documents attributed to authori, with∑k

i=1 ni = n. LetWi be the set of words inDi. In this
work, documents are compared on the basis of words
they have in common. LetW = ∩n

i=1Wi be the set of
words common to all documents, with|W| = d. Denote
byDj ∩W the subset of the documentDj with words in
W.

Loosely, the count vectormj (a column vector) for
the documentDj is formed from the words inDj ∩ W,
with rows ofmj indexed by the words inW. That is,mj

is a column of a term-by-document matrix, butwithout
the usual set of “insignificant” stop words removed. The
rationale for using the intersecting words is to make the

method somewhat more context independent; the goal
here is to separate authors on the basis of their writing
style, not the basis of the topic they are writing about.

More precisely, it may be necessary to stem the
words in the documents, treating noun pluralizations and
verb tenses in a consistent way across documents, then
form the count vectors from the list of stemmed words.
(In some of the tests done, stemming has not been a
significant issue in the words in the intersection.) Let
m̃j = mj/Nj , whereNj is a normalization constant to
be discussed below. We say that the vectorm̃j is derived
from the documentDj .

Let Ai ∈ Rd×ni be the matrix formed by stacking the
ni vectorsm̃j associated with authori, and letA be the
d× n matrix

A =
[
A1 A2 · · · Ak

] 4
=

[
a1 a2 · · · an

]
.

LetNi, i = 1, 2, . . . , k be the set of column indices ofA
associated with authori.

With this data structure in mind, we can pose two
problems:

• Given a vector̃v ∈ Rd derived from a documentD
written by one of the authors, determine the author.
This is a pattern recognition problem.

• Somewhat more problematically, given a set of doc-
umentsD1,D2, . . . ,Dn alleged to have been written
by a set of authors, determine if this is a valid allega-
tion.

3 LDA/GDA for small sample size problems [15, 16]

Let ci, i = 1, 2, . . . , k denote the centroid of classi,
ci = 1

ni

∑
j∈Ni

aj , and letc = 1
n

∑n
j=1 aj denote the

overall centroid. The within-cluster, between-cluster, and
mixture scatter matrices are defined as [17, 18]

Sw =
k∑

i=1

∑
j∈Ni

(aj − ci)(aj − ci)T ,

Sb =
k∑

i=1

∑
j∈Ni

(ci − c)(ci − c)T

=
k∑

i=1

ni(ci − c)(ci − c)T

and

Sm =
n∑

j=1

(aj − c)(aj − c).

Applying a linear transformationGT ∈ Rl×d to the data
matrixA to produceÃ = GT A yields scatter matrices of
the transformed data

GT SwG, GT SbG, GT SmG,



respectively. To reduce the operational complexity, it is
desirable to choosel such thatl � d. A reasonable
goal is to find a transformationGT which produces small
(measured with respect to some norm) within-cluster scat-
terGT SwG while producing large between-cluster scatter
and while reducing the dimension of the transformed data.

It is analytically attractive to use the trace as a mea-
sure of scatter, that is,

tr(Sw) =
k∑

i=1

∑
j∈Ni

‖aj − ci‖22

and

tr(Sb) =
k∑

i=1

∑
j∈Ni

‖ci − c‖22.

We desire to computeG to minimizetr(GT SwG) while
simultaneously maximizingtr(GT SbG). This joint opti-
mization is approximated by maximizing

J(G) = tr((GT SwG)−1GT SbG).

This criterion cannot be applied, however, whenSw is
singular, as occurs whend > n, which is typical for
document processing. We use the generalized singular
value decomposition (GSVD) in this case. We will do
this using a factored representation.

Define the matricesHw ∈ Rd×n, Hm ∈ Rd×n and
Hb ∈ Rd×k, by
(3.1)

Hw =
[
A1 − c1eT

1 A2 − c2e2 · · · Ak − ckeT
k

]
Hm =

[
(c1 − c)eT

1 (c2 − c)eT
2 · · · (ck − c)eT

k

]
and
(3.2)
Hb =

[√
n1(c1 − c)

√
n2(c2 − c) · · · √

nk(ck − c)
]
,

whereei = (1, 1, . . . , 1) ∈ Rni×1. Then

Sw = HwHT
w Sb = HbH

T
b

and
Sm = HmHT

m.

From classical discriminant analysis [17], it is known that
whenSw is nonsingular, the columns ofG maximizing
J(G) are the eigenvectors ofS−1

w Sb corresponding to
the l largest eigenvalues; the columns ofG are thus the
eigenvectorsxi in

(3.3) S−1
w Sbxi = λixi

and the maximum value achieved isJ(G) = λ1 + λ2 +
· · ·+ λl. This straightforward solution must be modified,
however, whenSw is singular.

To treat the singularSw case, express (3.3) as

(3.4) β2
i Sbxi = α2

i Swxi

with λi = α2
i /β2

i . This can be expressed in factored form
as

β2
i HbH

T
b xi = α2

i HwHT
wxi.

This is now in a form amenable to solution using the
GSVD.

The GSVD of the matrix pair(HT
b ,HT

w ) finds ak×k
orthogonal matrixU , an×n orthogonal matrixV , ad×d
matrixX of the form

X = Q

[
R−1W

Id−t

]
and matrices

Σb =

Ir

Db,s

0k−r−s×t−r−s

 ∈ Rk×t

Σw =

0n−t+r×r

Dw,s

It−r−s


satisfying

UHT
b X =

[
Σb 0k×(d−t)

]
and

V HT
wX =

[
Σw 0t×(d−t).

]
Here,

t = rank
[
HT

b

HT
w

]
,

r = t− rank(HT
w )

and
s = rank(HT

b ) + rank(HT
w )− 1

and the matricesDb,s and Dw,s are (not generally the
same) diagonals × s matrices, and the0 and andI ma-
trices are 0 and identity matrices of the indicated dimen-
sions. It is straightforward to show that the assignments

i = 1, 2, . . . , r : αi = 1, βi = 0
i = r + 1, . . . , r + s : αi = [Db,s]i,i,

βi = [Dw,s]i,i
i = r + s + 1, . . . , t : αi = 0, βi = 1

i = t + 1, t + 2, . . . , d : αi andβi arbitrary

results in a solution to (3.4). The columns ofX
are the generalized singular vectors for the matrix pair
(HT

b ,HT
w ). The dimension-reducing transformationG is

obtained by taking the firstl columns ofX.



The generalized discriminant analysis allows the di-
mension of the data to be reduced fromd to l. This fre-
quently results in improved performance because dimen-
sions which are primarily noiselike are not used in the
decision. Changing the dimension raises the question of
how big l should be. One of the particular advantages of
the approach employed here is that the dimension can be
theoretically (as opposed to empirically) determined. It is
known [19] that ifl = rank(Hb) then no information will
be lost from among the clusters. From a practical point of
view, settingl = k− 1 (wherek is the number of classes)
avoids the need to computerank(Hb) and provides essen-
tially equivalent results, sincerank(Hb) ≤ k − 1, and in-
cluding extra columns “will have approximately no effect
on cluster preservation.” [15, p. 280]. This was validated
in the experiments below, where for binary classification
(k = 2), settingl = 1 gave equivalent results tol = 4.

The LDA/GSVD algorithm is summarized in Algo-
rithm 1. It follows the construction of the Paige and Saun-
ders [20] proof, but only computes the necessary part of
the GSVD. The most expensive step of LDA/GSVD is the
complete orthogonal decomposition of the compositeH
matrix in Step 2. Whenmax(k, n) � d, the SVD ofH =
[HT

b ,HT
w ] ∈ R(k+n)×d can be computed by first comput-

ing the reduced QR decompositionHT = QHRH , and
then computing the SVD ofRH ∈ R(k+n)×(k+n) as

RH = Z

(
ΣH 0
0 0

)
PT .

This gives

H = RT
HQT

H = P

(
ΣH 0
0 0

)
ZT QT

H ,

where the columns ofQHZ ∈ Rd×(k+n) are orthonormal.
There exists orthogonalQ ∈ Rd×d whose firstk + n
columns areQHZ. Hence

H = P

(
ΣH 0
0 0

)
QT ,

where there are nowd − t zero columns to the right of
ΣH . SinceRH ∈ R(k+n)×(k+n) is a much smaller matrix
thanH ∈ R(k+n)×d, the required memory is substantially
reduced. In addition, the computational complexity of the
algorithm is reduced toO(mn2) +O(n3) [21], since this
step is the dominating part.

4 Some Experimental Methods and Results

In the classification, centroids are computed for each
author classci, using either all the data (“testing on
the training data”) or in a cross-validation or “leave-one-
out” mode. Classification is done using nearest neighbor
measurements with Euclidean distance.

To perform an initial validation of the GDA author
identification technique, we have re-examined some clas-
sification experiments that have been previously done.
Results are comparable to those of the previous analysis.

4.1 Textual Analysis of Sanditon Up until recently
before her death in 1817, Jane Austen was working on
a novel posthumously titledSanditon[22, p. 20]. Before
her death she completed a draft of twelve chapters (about
24,000 words). The novel was posthumously “completed”
by various writers, with varying success. The version best
known was published in 1975 [23], coathored by “Another
Lady,” who remains unknown. Whoever she was, she was
a fan of Austen’s and attempted to mimic her style. Of this
version, it was said, it “received, as compared with [its]
predecessors, a warm reception from the English critics.”
[24, p. 76]. Notwithstanding its literary appeal and
the attempts at imitating the conscious habits of Austen,
she failed in capturing the unconscious habits of detail:
stylometric analysis has been able to distinguish between
the different authors [1, Chapter 16].

4.1.1 Textual ProcessingWe obtained a computer-
readable document from the Electronic Text Center at the
University of Virginia Library [25]. HTML tags and punc-
tuation were removed and all words were converted to
lower case. The document was evidently obtained from
OCR from scanned documents, so it was necessary to
carefully spell-check the document, but English and con-
temporary spellings were retained. Stemming of the doc-
ument (for pluralizations and verb tense) was not done in
this experiment.

The documents were scanned by a program written
in Python which divided the texts into chapters and by
author, with Author 1 encompassing chapters 1 through
12 (25,720 total words; 3729 distinct words), and Author
2 chapters 13 through 30 (75,974 total words; 6967
distinct words). After intersecting the words of Author
1 and Author 2 (to establish a more context-free set of
words), 2518 distinct words in common were retained.
These were used to form the data vectors for the 30
documents comprised of the individual chapters. Word
counts for each chapter were normalized by the total
number of words in each chapter (before intersection).

4.1.2 Tests and ResultsThree tests were performed on
the data.

Test 1 Testing on the training data (resubstitution). Cen-
troids for each of the two classes were obtained us-
ing all of the data for each class. Then each col-
umn vector was classified in turn using minimum
Euclidean distance. This is referred to as the LDA
method. Then anl-dimensional representation was
obtained using the GSVD for the generalized dis-



criminant analysis (GDA). The valuel = 1 is suf-
ficient for theoretical reasons. However, to confirm
the theory experimentally, the valuel = 4 was also
chosen and the experiments re-performed. Each col-
umn vector was classified in turn, again using mini-
mum Euclidean distance. This is the GDA method.
Numerical results are summarized in Table 1.

Test 2 Testing on non-training data (cross-validationor
leave-one-out training). For each column vector,
centroids were obtained for each class leaving that
column vector out. Then the column vector was
classified using this data. This was repeated for a
4-dimensional representation.

In each of these tests, the recognition rates were improved
by the generalized discriminant analysis. This raises the
possibility that perhaps the algorithm itself introduces
structure into the data, allowing patterns to be recognized
where, in fact, there are no patterns present. As a
check on this possibility (which we considered remote
from a mathematical perspective, but wanted to eliminate
regardless), a third test was performed.

Test 3 Randomized columns. The columns of the data
matrixA were randomized, then the cross-validation
test was performed on the resulting matrix. This test
was performed for 30 trials, with a different random-
ization each trial. If the generalized discriminant
analysis is the cause of the good recognition accu-
racy, then very good recognition results should re-
sult. However, as the data in Table 1 indicate, the
probability of misclassification is near 0.5, with the
generalized discriminant analysis being slightly bet-
ter. (This indicates that the generalized discriminant
analysisdoesactually introduce some structure to the
problem, but not enough for completely misleading
classifications.)

As can be seen, the algorithm provides strong clas-
sification capability for both the resubstitution and cross-
validation method, but nearly 50% probability of error for
the randomized column test. From this we conclude:

• The GDA on this data provides a means of distin-
guishing authorship; and

• There actually is a statistically significant difference
between the authors, as measured by this technique.

4.2 Textual Analysis ofThe Federalist The Federalist
consists of a series of 85 papers written around 1787 by
Alexander Hamilton, James Madison, and John Jay in
support of the U.S. Federal Constitution [26]. Of these
papers, 51 are attributed unambiguously to Hamilton, 14
to Madison, 5 to Jay, and 3 to both Hamilton and Madison.

The remaining twelve papers are of uncertain attribution,
but are known to be by either Madison or Hamilton.
In [9, 10], statistical techniques were used to determine
that all twelve ambiguous papers were due to Madison.
We will use this as an experiment to validate the GDA
technique.

4.2.1 Data Preparation A machine-readable copy of
The Federalistwas obtained from the Gutenberg project
[27]. This version had two variants of paper No. 70 by
Hamilton; both were retained in the data set. Footnotes,
punctuation, and capitalization were removed. The papers
were read and counts for each author were obtained
using aPython program: Hamilton had 113884 total
words; Madison had 38709; Jay had 8374; Hamilton
and Madison had 5613; and Hamilton or Madison had
23944. Each paper constitutes a document, so there are
52 Hamilton documents and 14 Madison documents in
the training set. The word lists for Hamilton, Madison,
and “Hamilton or Madison” were intersected (to establish
a more content-free set of words), resulting in a word list
of 1497 words.

4.2.2 Tests and ResultsThe three tests described in
section 4.1.2 were performed on this data, with results
as shown in Table 2. (Tests 1 and 2 usel = 4;
Test 3 was computed with 10 randomizations of the
columns.) A fourth test was run: classifying the twelve
papers of uncertain authorship. In all cases, the unknown
documents classified as “Madison.”

4.3 Textual analysis of The Book of Mormon The
Book of Mormonis a document regarded by The Church
of Jesus of Christ of Latter Day Saints as scripture on
par with the Bible and, like the Bible, has been subjected
to numerous stylistic analyses. By its own account, the
book is the translation by a nineteenth century Ameri-
can, Joseph Smith, of a compilation of ancient records set
in Mesoamerica in the period from 600 B.C. to approxi-
mately 400 A.D.The Book of Mormonwas first published
in 1830. The first portion of the book is attributed to a
writer named Nephi, whose writings were placed verba-
tim into the compilation. Most of the remainder of the
book is due to Mormon (hence the name of the book), who
wrote a narrative to tie together the historical account, and
interspersed this narrative with primary historical and ec-
clesiastical documents of other writers.The Book of Mor-
mon is a historical narrative interspersed with homiletic
discourse. The document is complicated from an ana-
lytical point view. For example, in some parts, there is
dialogue taking place which was probably not transcribed
first hand but is reported by persons present, which is then
summarized and compiled and written down by Mormon,
then finally translated by Joseph Smith. We avoided diffi-



culty by using text that could be unambiguously attributed
to the author Mormon.

Several different authors can be identified fromThe
Book of Mormontext. In an initial stylometric analysis
[11] (dubbed a “wordprint” by its authors), 24 distinct
authors/speakers accounting for 91.9% of the text were
identified (with other authors contributing the remainder).
In [11], analysis was performed based on a small set of
commonly occurring words. The conclusion they reached
was that the 24 authors were statistically distinguishable,
and were also distinguishable from other nineteenth cen-
tury authors. Since that initial analysis, criticisms [28]
and challenges [12] have been made. In the latter, vocab-
ulary richness was employed as a measure, and a statis-
tical distinction between authors could not be obtained,
suggesting the authorship and fabrication by the “trans-
lator” Joseph Smith. (Interestingly, in [29], vocabulary
richness was also unable to distinguish between authors in
The Federalist, so it seems that vocabulary richness may
not be an appropriate measure for some texts.) A careful
analysis based on word count ratios in [3] compared only
two major authors, Nephi and Mormon and concluded
that thereis a statistical difference between their writing
styles. This analysis has not (to our knowledge) been chal-
lenged. We therefore use this “known” difference of au-
thorship to test our GDA technique. As for the other tests
in this paper, only a binary comparison was performed,
between the Nephi subdocuments and the Mormon sub-
documents.

The fact that theBook of Mormonis (alleged to be) a
translated document, rather than written in a primary lan-
guage, rather complicates and enriches its analysis. Some
study on translated documents appears in [3], where some
results on translation from German are reported. And
many of the biblical stylometric analyses have been per-
formed on translations (which may account in part for dif-
fering conclusions reached by the various studies). Cer-
tainly this is an area where considerably more investiga-
tion and validation are warranted before firm conclusions
may be reached.

4.3.1 Data Preparation A machine-readable copy of
theThe Book of Mormonwas obtained from The Guten-
berg Project [30] (edition unknown). This was labeled
to indicate authorship. For authors whose writings exceed
5000 words, the document was further marked so that tex-
tual portions of approximately 5000 words are provided;
we call these “subdocuments.” For the authors of inter-
est in these experiments, Nephi and Mormon, there were
5 subdocuments of Nephi text and 16 subdocuments of
Mormon text, with Nephi having 27474 words total (1828
unique) and Mormon having 98446 words total (3544
unique). The words in “And it came to pass” were not
counted among the totals, since this phrase — as common

as a punctuation marker and probably serving a similar
purpose in the original ancient language — was elimi-
nated from consideration. APython program read the
data in and provided word counts. The total number of
words in the book is 267,239, with 5599 distinct words.

An intersection of all the words common to all 21
blocks of data was found, resulting in the 105 words
shown in table 3. (From these words, observe that
plural/tense stemming is unnecessary.) Ratios of word
counts to total number of words in each document were
then computed and used to form the training vectors of
dimension 105.

4.3.2 Tests and ResultsTests 1, 2 and 3 described in
section 4.1.2 were performed on this data (again with
l = 4, except that Test 3 was performed with 100 random
column permutations), with the results summarized in
Table 4. In this case a single misclassification occurs
on document “Mormon 15” for both the full and reduced
dimensionality.

5 Conclusions and Extensions

This paper has introduced the use of generalized discrim-
inant analysis for author classification. The dimension-
reducing transformation allows the mathematics to weight
which elements are most significant for pattern recogni-
tion purposes, eliminating subjective decisions and bias.

By tests performed on three previously-analyzed doc-
uments, we have established that the method is successful
at identifying author differences, and that the GDA is gen-
erally superior to simple nearest neighbor testing.

The capability to deal with high dimensional vectors
also opens up for future study a variety of possibilities for
elements of feature vectors, besides the word count ratios
considered here.

• Thepositionof the word in the sentence (e.g., “and”
as the first word of the sentence)

• The position of the part of speech (nouns, verbs,
gerunds, prepositions) as a function of the position
in the sentence: (e.g., a gerund as the first word of
the sentence, or appearing in the first quarter of the
sentence).

• Adjacent word pairs (e.g., “hardly ever”)

• Word pairs not necessarily adjacent (e.g., “since ...
because” or “if ...” as compared with “if ... then”).

Use of several of these possibilities could lead to very
large feature vectors. However, the generalized discrimi-
nant analysis weights which features are most significant
from a classification point of view, resulting in a much
smaller, but still effective, dimensionality. It is anticipated



that these extentions will provide for sensitive classifica-
tion based on smaller text sizes.

These initial efforts also suggest a variety of other
studies that can be performed, such as performance as a
function of block length. This initial paper also presents
results for LDA/GSVD for the author discrimination
problem. Follow-on still underway will also address the
author discrimination problem using more conventional
techniques such as K-NN or support vector machines
and compare the methods. Also, the underlying assump-
tions of stylometry beg for further validation, a validation
which is possible because of large databases of texts avail-
able.
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1: resubstitution 2: cross-validation 3: randomized columns
LDA 6.7 10 49.5
GDA 0.0 6.7 46.0

Table 1: Classification results forSanditonexperiments,l = 1 or l = 4. Numbers show percent misclassification.

1: resubstitution 2: cross-validation 3: randomized columns
LDA 18.2 18.2 58.2
GDA 0.0 7.6 42.3

Table 2: Classification results forThe Federalistexperiments. Numbers show percent misclassification.

a according after again against all also among an are
as at away be because been before behold being brethren
but by cause children come concerning could day did do
done down even for forth from god great had have
he heard him himself his i if in into know
land lord man manner many men might more much name
nephi no not now of on one or out over
own people power said saying shall should that the their
them themselves there these they this those thus time together
until unto up upon was we were when which who
will with words would yea

Table 3: Words common to segments of approximately 5000 words in the writings of Nephi and Mormon

1: resubstitution 2: cross-validation 3: randomized columns
LDA 4.8 4.8 45.8
GDA 0.0 4.8 41.24

Table 4: Classification results forBook of Mormonexperiments. Numbers show percent misclassification.



Given a data matrixA ∈ Rd×n with k clusters, this algorithm computes the columns of the matrixG ∈ Rd×(k−1),
which preserves the cluster structure in the reduced dimensional space, and it also computes thek − 1 dimensional
representationY of A.

1. ComputeHb ∈ Rm×k andHw ∈ Rm×n from A according to (3.2) and (3.1), respectively.

2. Compute the complete orthogonal decomposition ofH = (Hb,Hw)T ∈ R(k+n)×m, which is

PT HQ =
(

R 0
0 0

)
.

3. Let t = rank(H).

4. Compute W from the SVD ofP (1 : k, 1 : t), which isUT P (1 : k, 1 : t)W = Σb.

5. Compute the firstk − 1 columns of

X = Q

(
R−1W 0
0 I

)
,

and assign them toG.

6. Y = GT A

Algorithm 1: LDA/GSVD


