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the CPS (or EIV) reconstructions (SI Text and Fig. S8). However,
we observed that the pronounced cooling between approximately
A.D. 750 and A.D. 1000 in the current CPS reconstruction is based
on prominent excursions in a relatively small number (see Fig. S9)
of the 15 NH proxy series available in the screened network back
through the 9th century and that the amplitude of the cooling is
somewhat sensitive to the removal of individual proxy records (see
Fig. S10). Analysis of synthetic ‘‘pseudoproxy’’ proxy networks (SI
Text, Figs. S12–S14, and Tables S2–S4) indicates that such apparent
pronounced hemispheric temperature anomalies in the reconstruc-
tions can arise as purely spurious features with the CPS approach,
given such sparse networks, an artifact of the statistics of averaging
a small number of noisy local temperature estimates. By contrast,
we find in these experiments that the EIV reconstructions are
significantly more skillful, given a particular synthetic data network.
Where the two methods no longer yield reconstructions that agree
within uncertainties, it is therefore likely that the EIV reconstruc-
tion is the more reliable, although with the caveat that this finding
has been demonstrated only under the assumptions implicit in the
pseudoproxy analyses (e.g., that proxies have a linear, if noisy,
relationship with local temperature variations). For this reason, we
place greatest confidence in the EIV reconstructions, particularly
back to A.D. 700, when a skillful reconstruction as noted earlier is
possible without using tree-ring data at all.

SH and Global Temperature Reconstructions. Conclusions for SH
mean temperatures are somewhat weaker (Figs. S5 and S6), plau-

sibly due to the relative paucity of proxy data in the SH (Fig. 1).
Nominally, recent warmth appears anomalous in the context of the
past 1,500 years from the CPS reconstructions, but skillful CPS
reconstructions are not possible without tree-ring data before A.D.
1700, implying additional caveats as discussed above. Recent
warmth exceeds that reconstructed for at least the past 1,800 years
in the EIV reconstructions, and this conclusion extends back at
least 1,500 years without using tree-ring data. However, the esti-
mated uncertainties are compatible with the possibility that recent
SH warmth might have been breached during brief periods in the
past. Similarly, for global mean temperature, the CPS reconstruc-
tion suggests that recent warmth is anomalous for at least the past
1,500 years, but with the caveat that tree-ring data are required for
a skillful long-term reconstruction. The EIV reconstruction indi-
cates recent warmth that exceeds the reconstructed warmth (past
1,500 years with caveats related to the use of tree-ring data, and the
past 1,300 years if tree-ring data are excluded), but like the SH, the
uncertainties are compatible with the possibility of brief periods of
similar warmth over the past 1,500 years. More confident state-
ments about long-term temperature variations in the SH and globe
on the whole must await additional proxy data collection.

Conclusions
We find that the hemispheric-scale warmth of the past decade for
the NH is likely anomalous in the context of not just the past
1,000 years, as suggested in previous work, but longer. This
conclusion appears to hold for at least the past 1,300 years
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Fig. 3. Composite CPS and EIV NH land and land plus ocean temperature reconstructions and estimated 95% confidence intervals. Shown for comparison are
published NH reconstructions, centered to have the same mean as the overlapping segment of the CRU instrumental NH land surface temperature record
1850–2006 that, with the exception of the borehole-based reconstructions, have been scaled to have the same decadal variance as the CRU series during the
overlap interval (alternative scaling approaches for attempting to match the amplitude of signal in the reconstructed and instrumental series are examined in
SI Text). All series have been smoothed with a 40-year low-pass filter as in ref 33. Confidence intervals have been reduced to account for smoothing.

13256 ! www.pnas.org"cgi"doi"10.1073"pnas.0805721105 Mann et al.

Mann et al., PNAS, 2008

Reconstructing Past Climates
Why paleoclimatology?

 Is it warmer now than in AD 
1000? (“Hockey Stick” problem)

 Is the rate of  warming anomalous?

 What are the spatiotemporal 
characteristics of  natural climate 
variability?

 How (un)certain is all this?

Statistical challenges
 Short training set (calibration) 

 Very high-dimensional (p >n)

 Noisy, autocorrelated predictors

 No straightforward spatial model
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High-resolution paleoclimate proxies

Ice cores

Sediment cores Corals

Speleothems

Tree Rings



High-precision dating

Ruddiman, 2006



Climate Field Reconstruction

T1,…, Tpi P1,…,Ppp

unknown P1,…,Ppp
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A missing data problem
 backcast T from proxy observations
 multivariate inference

A high-dimensional problem
 e.g. Mann et al [2008] database
 p = pi+pp =1732+1138 ≫ n =150

Covariance matrix
 captures relationship between temperature 
and proxies 

 sample covariance matrix is rank-deficient

 estimation is impossible from the sample 
covariance matrix: it must be regularized
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Regularized Covariance Estimation

L2(Σ, h) =
n

2
tr(Σ−1S)− n

2
|Σ−1| + h

�

i<j

||σij ||22

(1) Maximum Likelihood Estimation using l2-penalized likelihood and 
Expectation-Maximization [Dempster, Laird and Rubin, 1977]

(2) Regularized Solution:

F ≡ Λ†VTΣ̂amΣ̂aa = VΛ2VT (Fourier coefficients)

B̂ = V Diag(fj)Λ† F

with fj the filter factors

Tikhonov Regularization
 (“Ridge regression”)

fj = λj
2/(λj

2 + h2)
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Explicit Spatial Modeling

Cij = f(di−j)
e.g. “kriging”

Limitations:
• isotropic
• rigid
• subjective
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Graphical models: spatial modeling

Land/Ocean boundaries
Mountain ranges

Teleconnections / climate patterns 5/21



Independence and conditional independence

Marginal independence: Xi ⊥⊥ Xj ⇔ Σij = 0

Conditional independence: Xi ⊥⊥ Xj |{rest of variables} ⇔ Ωij = 0.

Example:

Ω =





40.5423 0 0.0048 5.6675 −39.2268 −5.6599
0 2.0969 1.5166 0 0 0

0.0048 1.5166 2.0969 0 0 0
5.6675 0 0 39.7654 0 −39.2357

−39.2268 0 0 0 39.7300 0
−5.6599 0 0 −39.2357 0 39.7177





Σ =





1.0000 0.0035 −0.0048 −0.0759 0.9873 0.0676
0.0035 1.0000 −0.7233 −0.0003 0.0034 0.0002
−0.0048 −0.7233 1.0000 0.0004 −0.0047 −0.0003
−0.0759 −0.0003 0.0004 1.0000 −0.0749 0.9771
0.9873 0.0034 −0.0047 −0.0749 1.0000 0.0667
0.0676 0.0002 −0.0003 0.9771 0.0667 1.0000





6/21

Marginal vs Conditional Independence



Discovering conditional independence relations

Exploiting conditional independence relations:
Conditional independence relations are inherent to climate fields:
Knowledge of such relations ⇒ zeros in Ω ⇒ dimension reduction;
Can be discovered using �1 type optimization methods.

Graphical lasso:

max
Ω>0

log-likelihood(Ω) + ρ
�

i,j

|Ωij |

� �� �
�Ω�1

.

Graphical maximum likelihood estimate:

Σ̂G = max
Σ−1∈P+

G

likelihood(Σ)

“Best” covariance matrix compatible with the CI structure.

Benefits:
Adding a �1 penalty favors sparse estimates of Ω;
Sparse estimates achieve the necessary dimension reduction for
proper estimation of Σ.

7/21

Friedman, Hastie & Tibshirani [2008]
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Flexible covariance representation
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Example of graph (HadCRUT3v data)



(Regularization)

Estimate
unknown values 

from the available 
ones 

Compute regression 
coefficients

{µ,Σ}
Update

(1)

(2)

(3)

(4)

(5)

x̂m = µ̂m + (xa − µ̂a)B̂

B̂ = Σ̂
+

aaΣ̂am

�
µ0,Σ0

CI structure

�

Compute 

Σ̂ = Σ̂G

e Graphical EM (GraphEM) algorithm

Guillot et al, 
JASA, submitted

Dempster, Laird & Rubin, 1977

Schneider, 2001
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A virtual climate laboratory

CSM1.4 specs:
- Coupled General Circulation Model
- Plausible “surrogate climate”
- Generate pseudoproxies as 
statistically-degraded, subsampled 
version of the temperature field

Standard deviation of CSM1.4 millennial run

σ (K)
0.5 1 1.5 2



Pseudoproxy Tests

SNR =
ρ�

1− ρ2

The GraphEM methodology is tested on synthetic proxies derived 
from a forced simulation of the NCAR CSM1.4 model 
(including volcanic and solar forcing) 

where ξ is a standard, uncorrelated Gaussian process

Signal to noise ratio:

Case SNR = ∞ SNR = 1 SNR = 0.5 SNR = 0.25

Test Statistic:

Pp(s, t) = T (s, t) + ξ(s, t)/SNR

MSE =
�

i

(ŷi − yi)
2



Julien Emile-Geay    USC 2012

Error reduction
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North American reconstructions
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Coral-based sea-surface temperature reconstructions
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Bootstrap error estimates

NINO34 reconstruction

Uncertainty reduction in NINO34 reconstruction
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Narrower confidence intervals, but  l2 regularization 
problems persist



Coral-based SST uncertainties: GraphEM TTLS

Spatial estimate of the uncertainties
t = 1650

0 0.5 1 1.5

t = 1675

0 0.5 1 1.5

t = 1700

0 0.5 1 1.5

t = 1725

0 0.5 1 1.5

t = 1750

0 0.5 1 1.5

t = 1775

0 0.5 1 1.5

t = 1800

0 0.5 1 1.5

t = 1825

0 0.5 1 1.5

t = 1850

0 0.5 1 1.5

t = 1875

0 0.5 1 1.5

t = 1900

0 0.5 1 1.5

t = 1925

0 0.5 1 1.5

t = 1950

0 0.5 1 1.5

t = 1975

0 0.5 1 1.5

t = 1995

0 0.5 1 1.5 20/21



Conclusions

Paleoclimate Reconstructions
 High-dimensional, multivariate inference problem
 Should benefit from latest advances in statistics

Gaussian Graphical Models 
 Enable flexible covariance estimation, reduce errors 
 Model selection, not regularization (l2 still needed)

 Choice of  graph: spatial truncation?

Current and future developments
 GraphEM:

• Analysis of uncertainties (bootstrap interval coverage rate)
• Application to up-to-date proxy databases (coral, multiproxy)

 Bayesian Modeling

•  Closed-form Bayes estimators with graphical covariance structure
•  Incorporation into Bayesian hierarchical models 



questions, comments, data, preprints: 
julieneg@usc.edu
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Bayesian Hierarchical Models

another data product may be gridded, compared to one that refers
to exact spatial points. Similarly, let

ZP;k ¼
!
ZP;kðs; tÞ : s˛DP;k; t˛T P;k

"
; k ¼ 1;.;NP (4)

denote the NP different types of proxy records (for example, the
spatially located tree ringdensity series, tree ringwidth series, and ice
core series in Fig. 1), with DP;k and T P;k denoting the spatial and
temporal domains, respectively, for the kth type of proxyobservation.

One way to build a statistical model for paleo-reconstruction
would be to write down the distribution of each instrumental,
ZI;j, and proxy, ZP;k, data source directly, conditioning on the latent
climate process Y. However, we suggest specifying the relationships
between the various types of observation and the latent climate
field using a two-stage model. To motivate this two-stagemodeling
approach, consider a spectrum of pollen counts extracted from
a sample of a lake sediment core. A simple model for the
polleneclimate relationship may state that larger proportions of
pollen from a particular, indicator taxon correspond to warmer
temperatures. In practice, a researcher often extracts a fixed
number of grains, which are then sorted into taxa. Conditional on
the overall count and the latent, true probability of a given grain
belonging to the indicator taxon, the observed count of the indi-
cator taxon follows a binomial distribution (e.g., Ohlwein andWahl,
2012). The observed counts are thus used to estimate the parameter
of a binomial distribution, and uncertainty is introduced by the
limited sample size and effects such as the preferential degradation
of certain pollen species. In addition, the model relating the bino-
mial parameter to the climate is likely an imperfect representation
of the factors that affect the pollen spectra, in the sense that, given
the actual (as opposed to estimated) parameters of themodel, there
remains uncertainty about the state of the climate system. The
same holds true for other proxy types: the model which relates
a standardized site chronology of tree ring widths to climate
contains uncertainty, while measurements errors, the changing
number of trees as a function of time, and uncertainty in the
standardization algorithm all introduce additional uncertainty.

In each case, uncertainty arises from two distinct sources: the
limitations of the model relating the proxy to the climate, and
limitations of the observations, including measurement errors and
finite sample size. While a two-stage model for the data adds
complexity to the modeling framework, it also allows for these two
different sources of uncertainty to be modeled separately from one
another. Models that relate the climate to various data sources are

discussed in Section 5, while issues concerning the observations are
discussed in Section 6. In addition, the two-stage model provides
flexibility in modeling the missing data mechanism (Section 6.3),
and accounting for the fact that inference may be required at one
spatial and temporal scale (for example, annual means of grid box
averages), while observations are on different scales (for example,
seasonal averages at specific locations; see Sections 4.2 and 5.2).

To account for these two different sources of uncertainty, we
introduce and condition upon an intermediate set of spaceetime
processes. Let

WP;k ¼
!
WP;kðs; tÞ : s˛DP;k; t˛T P;k

"
; k ¼ 1;.;NP ; (5)

denote the NP latent, error-free, proxy processes, each associated
with the corresponding proxy data type, ZP;k. In the context of the

pollen example, WP;1 would correspond to the true proportions of
various pollen species (as a function of time and space), while ZP;1
would correspond to the measured spectra. Note that the spatial
and temporal domains of the WP;k are somewhat arbitrary, and it
may be useful to specify the spatial domain of the WP;k as larger
than those for the corresponding ZP;k. For example, setting the
spatial domain ofWP;1 to be all locations where the first proxy type
could potentially be measured may be of use in selecting future
sampling sites.

Similarly, let

WI;j ¼
!
WI;jðs; tÞ : s˛DI;j; t˛T I;j

"
; j ¼ 1;.;NI (6)

denote the NI latent, error-free, instrumental processes, each associ-
atedwith the corresponding type of instrumental observation, ZI;j. In
the case of the CRU gridded temperature anomaly product (Fig. 1;
Brohan et al., 2006), the two-stage model provides flexibility in
modeling the key features of the data, including the spatial averaging
of the underlying temperature field, the spatially and temporally
varying availability of station observationswithin the grid boxes, and
uncertainties associated with the raw station data (see Section 5).

The likelihood is then defined in terms of a product of the
following:

1. The joint distribution of the latent spaceetime climate processY;
2. The joint distribution of the error-free instrumental and proxy

processes, fWI;j : j ¼ 1.NIg and fWP;k : k ¼ 1.NPg, condi-
tional on Y;

3. The joint distribution of the instrumental and proxy data, fZI;jg
and fZP;kg, conditional on the error-free processes fWI;jg and
fWP;kg and the climate process Y.

These distributions will also depend on a number of unknown
statistical parameters (such as autoregressive coefficients, spatial
ranges, and measurement error variances) and may also depend on
covariates (such as latitude, longitude, proximity to a coastline, or
spatial maps indicating where trees grow over the globe). To allow
for Bayesian inference, it is necessary to specify a prior distribution
for the unknown statistical parameters, which we label q. We make
the simplifying assumption that the measurement error mecha-
nisms are conditionally independent across data sources, and do
not depend on the climate process Y. The posterior distribution
then follows from Eq. (1):

Techniques such as MCMC sampling can then be used to draw from
the posterior distribution of the latent processes e including the
latent climate process Y, which is the main object of interest e and
unknown statistical parameters, conditional on the data.

The specification of each component of the model will be dis-
cussed in subsequent sections.

4. Modeling the latent spaceetime climate process

Defining the probability distribution of the spaceetime climate
process Y ¼ fYðs; tÞ : t˛T ; s˛Dg is an important step in the
construction of the statistical model, especially with regard to
providing estimates of parameter uncertainty. Usually the chosen
distribution is continuous, but there are some situations where the

p
#
Y;

!
WI;j

"
;
!
WP;j

"
; qj

!
ZI;j

"
;
!
ZP;k

"$
ff ðYjqÞg

#!
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"
;
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"%%Y; q
$
"
YNI

j¼1
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$
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#
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$
#
pðqÞ: (7)

M.P. Tingley et al. / Quaternary Science Reviews 35 (2012) 1e22 5

Pr(par|obs) = Pr(obs|par) Pr(par)Bayes’ 
Theorem Posterior Likelihood Prior

3 levels of conditioning:

Posterior Likelihood Prior

Y : Climate Process (s,t)

W :  Latent Process (s,t)  (unobserved)

Z : Observed Process (s,t)

Scientific understanding can be 
encoded at the appropriate level

Tingley et al, 2012
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