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IP1

Regional Climate Informatics: A Statistical Per-
spective

As attention shifts from broad global summaries of climate
change to more specific regional impacts there is a need for
the data sciences to quantify the uncertainty in regional
predictions. This talk will provide an overview on regional
climate experiments with an emphasis on the data science
problems for interpreting these large and complex simula-
tions. Here a flexible spatial model based on fixed rank
Kriging is implemented to handle a large number of spa-
tial locations (LatticeKrig) and also include nonstationary
spatial dependence.

Doug Nychka
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IP2

Mining Clinical Data to Build Predictive Models

The IOMs envisioned ”learning health care system,” uses
data from each patient to teach about prevention, diagno-
sis, prognosis, and treatment. Several trends will enable
the realization of this goal: (1) universal electronic health
records, (2) recording of clinically important details to sup-
port ”meaningful use” for quality of care, (3) wearable sen-
sors that provide real-time data on every individual, (4) the
”$1000 genome” to study relations between clinical and
genomic factors, and (5) ”big data” techniques for analy-
sis. With enough data, even simple machine learning tech-
niques find strong predictive relationships. I describe our
experiences predicting mortality and other important clin-
ical risks and therapeutic opportunities for intensive care
patients. Our current efforts abstract more informative fea-
tures from both coded (tabular) data and narrative descrip-
tions of the patient, biasing those unsupervised processes
toward representing existing medical knowledge. I will out-
line what seem like further promising approaches. (Joint
work with R. Joshi, A. Rumshisky, C. Hug, K. Kshetri, M.
Ghassemi and T. Naumann.)
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IP3

Modeling Individual-Level Data in the 21st Cen-
tury

The collection and analysis of data related to human be-
havior has changed dramatically over the past 40 years,
from the collection of small amounts of relatively static de-
mographic data (such as a person’s zipcode and education
level), to much more detailed and dynamic transaction data
(such as credit card and telephone records). More recently
we have seen the rapid advent of individual-level ”micro-
data,” including Web search, email, microblogs, online so-
cial media, geolocation data, and more. In this talk we will
discuss some of the new research challenges and opportu-
nities presented by such data. We will look at common
themes across the variety of data sets and research projects
in this general area, focusing both on what new types
of data analysis techniques are likely to be needed, and
what new scientific questions and applications are emerg-
ing in areas such as computational social science and public

health.
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IP4

Social Networks as Information Filters

Social networks, especially online social networks, are
driven by information sharing. But just howmuch informa-
tion sharing is influenced by social networks? A large-scale
experiment measured the effect of the social network on the
quantity and diversity of information being shared within
Facebook. While strong ties were found to be individu-
ally more influential, collectively it is the strong ties that
wield more influence and provide more diverse information
exposure. Furthermore, the network not only transmits in-
formation, but also often modifies it, allowing it to evolve.
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CP1

Mining Connection Pathways for Marked Nodes in
Large Graphs

Abstract not available at time of publication.
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CP1

NetSpot: Spotting Significant Anomalous Regions
on Dynamic Networks

How to spot and summarize anomalies in dynamic net-
works such as road networks, communication networks and
social networks? An anomalous event, such as a traffic ac-
cident or a denial of service attack, can affect several near-
by edges and make them behave abnormally, over several
consecutive time-ticks. We focus on spotting and summa-
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rizing such significant anomalous regions, spanning space,
as well as time. Our first contribution is the problem for-
mulation, namely finding all such Significant Anomalous
Regions. The next contribution is the design of novel algo-
rithms: an expensive, exhaustive algorithm, as well as an
efficient approximation. Compared to the exhaustive algo-
rithm, our method is up to one order of magnitude faster
in real data, while achieving less than 4% average relative
error rate. In synthetic datasets, it is more than 30 times
faster and solves large problem instances that are other-
wise infeasible. The final contribution is the validation on
real data.
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CP1

Maximal Deviations of Incomplete U-Statistics
with Applications to Empirical Risk Sampling

We show how to extend the ERM paradigm, from a prac-
tical perspective, to the situation where a natural estimate
of the risk is of the form of a K-sample U-statistics, as it
is the case in the K-partite ranking problem for instance.
Indeed, the numerical computation of the empirical risk
is hardly feasible if not infeasible, even for moderate sam-
ples sizes. It involves averaging O(nd1+...+dK ) terms, when
considering a U-statistic of degrees (d1, . . . , dK) based on
samples of sizes proportional to n. We propose here to
consider a drastically simpler Monte-Carlo version of the
empirical risk based on O(n) terms solely, which can be
viewed as an incomplete generalized U -statistic, and prove
that, remarkably, the approximation stage does not dam-
age the ERM procedure and yields a learning rate of order
OP(1/

√
n).
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CP1

Fast Exact Max-Kernel Search

The wide applicability of kernels makes the problem of
max-kernel search ubiquitous and more general than the

usual similarity search in metric spaces. We focus on solv-
ing this problem efficiently. We begin by characterizing the
inherent hardness of the max-kernel search problem with a
novel notion of directional concentration. Following that,
we present a method to use an O(n log n) algorithm to in-

dex any set of objects (points in Rd or abstract objects)
directly in the Hilbert space without any explicit feature
representations of the objects in this space. We present
the first provably O(log n) algorithm for exact max-kernel
search using this index. Empirical results for a variety of
data sets as well as abstract objects demonstrate up to 4
orders of magnitude speedup in some cases. Extensions for
approximate max-kernel search are also presented.
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CP1

Triadic Measures on Graphs: The Power of Wedge
Sampling

Counting triangles is a fundamental operation on graphs,
but can be computationally expensive for massive graphs.
We discuss the method of wedge sampling. The versatile
technique allows for fast estimation of various clustering
coefficients, and has provable approximation guarantees.
We perform extensive experimental tests to demonstrate
the behavior of this method in practice. Our algorithms
are orders of magnitude faster than state-of-the-art while
providing nearly the accuracy of full enumeration.
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CP2

Discriminative Feature Selection for Uncertain
Graph Classification

Abstract not available at time of publication.
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CP2

Mining Probabilistic Representative Frequent Pat-
terns From Uncertain Data

Probabilistic frequent pattern (PFP) mining over uncer-
tain data has received much attention recently. Similar to
its counterpart in deterministic databases, however, PFP
mining suffers from the same problem of generating an ex-
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ponential number of result patterns, which hinders further
evaluation and analysis. This paper formally defines the
probabilistic representative frequent pattern (P-RFP) min-
ing problem, which aims to find the minimal set of patterns
with sufficiently high probability to represent all other pat-
terns. The bottleneck turns out to be checking whether
a pattern can probabilistically represent another. To ad-
dress the problem, we propose a novel and efficient dynamic
programming-based approach, and devised a set of effective
optimization strategies to further improve the computation
efficiency. Our proposed approach not only discovers the
set of P-RFPs efficiently, but also restores the frequency
probability information of patterns with an error guaran-
tee.
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CP2

Missing Or Inapplicable: Treatment of Incomplete
Continuous-Valued Features in Supervised Learn-
ing

Real-world data are often riddled with data quality prob-
lems such as noise, outliers and missing values, which
present significant challenges for supervised learning algo-
rithms to effectively classify them. This paper explores
the ill-effects of inapplicable features on the performance
of supervised learning algorithms. In particular, we high-
light the difference between missing and inapplicable fea-
ture values. We argue that the current approaches for
dealing with missing values, which are mostly based on
single or multiple imputation methods, are insufficient to
handle inapplicable features, especially those that are con-
tinuous valued. We also illustrate how current tree-based
and kernel-based classifiers can be adversely affected by
the presence of such features if not handled appropriately.
Finally, we propose methods to extend existing tree-based
and kernel-based classifiers to deal with the inapplicable
continuous-valued features.
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CP2

Collective Kernel Construction in Noisy Environ-
ment

Kernels are similarity functions, and play important roles
in machine learning. Traditional kernels are built directly
from the feature vectors of data instances xi, xj . However,
data could be noisy, and there are missing values or cor-
rupted values in feature vectors. In this paper, we propose
a new approach to build kernel - Collective Kernel, espe-
cially from noisy data. We also derive an efficient algorithm
to solve the L1-norm based optimization. Extensive exper-
iments on face data, hand written characters and image
scene datasets show improved performance for clustering
and semi-supervised classification tasks on our collective

kernel comparing with the traditional gaussian kernel.
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CP2

Patient Risk Prediction Model via Top-k Stability
Selection

In this paper, we propose top-k stability selection, which
generalizes a powerful sparse learning method for feature
selection by overcoming its limitation on parameter selec-
tion. In particular, our proposed top-k stability selection
includes the original stability selection method as a special
case given k = 1. Moreover, we show that the top-k stabil-
ity selection is more robust by utilizing more information
from selection probabilities than the original stability se-
lection, and provides stronger theoretical properties. In a
large set of real clinical prediction datasets, the top-k sta-
bility selection methods outperform many existing feature
selection methods including the original stability selection.
Through several clinical applications on predicting heart
failure related symptoms, we show that top-k stability se-
lection can successfully identify important features that are
clinically meaningful.

Jiayu Zhou
Arizona State University
Jiayu.Zhou@asu.edu

Jimeng Sun
IBM T.J. Watson Research Center
jimeng@us.ibm.com

Yashu Liu
Computer Science and Engineering, Arizona State
University
yashu.liu@asu.edu

Jianying Hu
IBM
jyhu@us.ibm.com

Jieping Ye
Arizona State University
jieping.ye@asu.edu

CP3

Constrained Spectral Clustering Using L1 Regular-
ization

Constrained spectral clustering is a semi-supervised learn-
ing problem that aims at incorporating user-defined con-
straints in spectral clustering. Typically, there are two
kinds of constraints: (i) must-link, and (ii) cannot-link.
These constraints represent prior knowledge indicating
whether two data objects should be in the same cluster or
not; thereby aiding in clustering. In this paper, we propose
a novel approach that uses convex subproblems to incor-
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porate constraints in spectral clustering and co-clustering.
In comparison to the prior state-of-art approaches, our ap-
proach presents a more natural way to incorporate con-
straints in the spectral methods and allows us to make a
trade off between the number of satisfied constraints and
the quality of partitions on the original graph. We use an
L1 regularizer analogous to LASSO, often used in litera-
ture to induce sparsity, in order to control the number of
constraints satisfied.
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CP3

Efficient Anytime Density-Based Clustering

Many clustering algorithms suffer from scalability prob-
lems on massive datasets and do not support any user in-
teraction during runtime. To tackle these problems, any-
time clustering algorithms are proposed. They produce a
fast approximate result which is continuously refined dur-
ing the further run. Also, they can be stopped or sus-
pended anytime and provide an answer. In this paper,
we propose a novel anytime clustering algorithm based
on the density-based clustering paradigm. Our algorithm
called A-DBSCAN is applicable to very high dimensional
databases such as time series, trajectory, medical data, etc.
The general idea of our algorithm is to use a sequence of
lower-bounding functions (LBs) of the true similarity mea-
sure to produce multiple approximate results of the true
density-based clusters. A-DBSCAN operates in multiple
levels w.r.t. the LBs and is mainly based on two algo-
rithmic schemes: (1) an efficient distance upgrade scheme
which restricts distance calculations to core-objects at each
level of the LBs; (2) a local re-clustering scheme which
restricts update operations to the relevant objects only.
Extensive experiments demonstrate that A-DBSCAN ac-
quires very good clustering results at very early stages of
execution thus saves a large amount of computational time.
Even if it runs to the end, A-DBSCAN is still orders of
magnitude faster than DBSCAN.
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CP3

Determining the Number of Clusters Via Iterative
Consensus Clustering

We use a cluster ensemble to determine the number of clus-
ters, k, in a group of data. A consensus similarity matrix
is formed from the ensemble using multiple algorithms and
several values for k. A random walk is induced on the
graph defined by the consensus matrix and the eigenval-
ues of the associated transition probability matrix are used
to determine the number of clusters. For noisy or high-

dimensional data, an iterative technique is presented to re-
fine this consensus matrix in way that encourages a block-
diagonal form. Results are given for a variety of datasets,
with a particular emphasis on text data.
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CP3

Sparse Subspace Clustering Via Group Sparse
Coding

We propose in this paper a novel sparse subspace clustering
method that regularizes sparse subspace representation by
exploiting the structural sharing between tasks and data
points via group sparse coding. We derive simple, prov-
ably convergent, and computationally efficient algorithms
for solving the proposed group formulations. We demon-
strate the advantage of the framework on three challenging
benchmark datasets ranging from medical record data to
image and text clustering and show that they consistently
outperforms rival methods.
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CP3

Evolutionary Soft Co-Clustering

We consider the mining of block structures from time-
varying data using evolutionary co-clustering. Existing
methods are based on the spectral framework, thus lack-
ing a probabilistic interpretation. To overcome this limita-
tion, we develop a probabilistic model for evolutionary co-
clustering in this paper. The proposed model assumes that
the data are generated via a two-step process that depends
on the historic co-clusters, thereby capturing the tempo-
ral smoothness. We develop an EM algorithm to perform
maximum likelihood parameter estimation. An appealing
feature of the proposed probabilistic model is that it leads
to soft co-clustering assignments naturally. To the best
of our knowledge, our work represents the first attempt
to perform evolutionary soft co-clustering. We evaluate
the proposed method on both synthetic and real data sets.
Experimental results show that our method consistently
outperforms prior approaches based on spectral method.
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CP4

What’s Your Next Move: User Activity Prediction
in Location-Based Social Networks

Location-based social networks have been gaining increas-
ing popularity in recent years. To increase users’ engage-
ment with location-based services, it is important to pro-
vide attractive features, one of which is geo-targeted ads
and coupons. To make ads and coupon delivery more effec-
tive, it is essential to predict the location that is most likely
to be visited by a user at the next step. In this paper we
exploit the check-in category information to model the un-
derlying user movement pattern. We propose a framework
which uses a mixed hidden Markov model to predict the
category of user activity at the next step and then predict
the most likely location given the estimated category dis-
tribution. Extensive experimental results show that, with
the predicted category distribution, the number of location
candidates for prediction is 5.45 times smaller, while the
prediction accuracy is 13.21% higher.
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CP4

DeltaCon: A Principled Massive-Graph Similarity
Function

How much did a network change since yesterday? Graph
similarity with known node correspondence arises in nu-
merous settings. We formally state the axioms and desired
properties of the graph similarity functions, and propose
DeltaCon, a principled, intuitive, and scalable algorithm
that assesses the similarity between two graphs on the same
nodes. Finally, we evaluate when state-of-the-art methods
fail to detect crucial connectivity changes in graphs, and
apply our method for classification and anomaly detection.
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CP4

CoFiSet: Collaborative Filtering Via Learning
Pairwise Preferences over Item-Sets

One fundamental challenge of collaborative filtering with
implicit feedbacks is the lack of negative feedbacks, be-
cause there are only some observed relatively “positive’
feedbacks, making it difficult to learn a prediction model.
In this paper, we propose a new and relaxed assumption of
pairwise preferences over item-sets, which defines a user’s
preference on a set of items (item-set) instead of on a sin-
gle item. The relaxed assumption can give us more accu-

rate pairwise preference relationships. With this assump-
tion, we further develop a general algorithm called CoFiSet
(collaborative filtering via learning pairwise preferences
over item-sets). Experimental results show that CoFiSet
performs better than several state-of-the-art methods on
various ranking-oriented evaluation metrics on two real-
world data sets. Furthermore, CoFiSet is very efficient as
shown by both the time complexity and CPU time.
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CP4

Dynamic Community Detection in Weighted
Graph Streams

In this paper, we aim to tackle the problem of discover-
ing dynamic communities in weighted graph streams, es-
pecially when the underlying social behavior of individuals
varies considerably over different graph regions. To tackle
this problem, a novel structure termed Local Weighted-
Edge-based Pattern (LWEP) Summary is proposed to de-
scribe a local homogeneous region. To efficiently compute
LWEPs, some statistics need to be maintained according
to the principle of preserving maximum weighted neigh-
bor information with limited memory storage. To this
end, the proposed approach is divided into online and of-
fline components. During the online phase, we introduce
some statistics, termed top-k neighbor lists and top-k can-
didate lists, to track. The key is to maintain only the top-
k neighbors with the largest link weights for each node.
To allow for less active neighbors to transition into top-k
neighbors, an auxiliary data structure termed top-k can-
didate list is used to identify emerging active neighbors.
The statistics can be efficiently maintained in the online
component. In the offline component, these statistics are
used at each snapshot to efficiently compute LWEPs. Clus-
tering is then performed to consolidate LWEPs into high
level clusters. Finally, mapping is made between clusters of
consecutive snapshots to generate temporally smooth com-
munities. Experimental results are presented to illustrate
the effectiveness and efficiency of the proposed approach.

Chang-Dong Wang, Jian-Huang Lai
Sun Yat-sen University
changdongwang@hotmail.com, stsljh@mail.sysu.edu.cn

Philip Yu
University of Illinois at Chicago
psyu@uic.edu

CP4

On Graph Stream Clustering with Side Informa-
tion

Recently, many applications generate data in the form of
streams. Meanwhile, a large volume of side information
is associated with graphs. In this paper, we define a uni-
fied distance measure on both link structures and side at-
tributes for clustering. In addition, we propose a novel op-
timization framework DMO, which dynamically optimize
the distance and adapt to the stream. We further intro-
duce SGS(C) which consume constant storage with the
progression of streams.

Yuchen Zhao, Philip Yu
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CP5

Outlier Detection with Space Transformation and
Spectral Analysis

We present an approach that exploits space transforma-
tion and uses spectral analysis in the newly transformed
space for outlier detection. Unlike most existing tech-
niques, this approach introduces a novel concept based on
local quadratic entropy for evaluating the similarity of a
data object with its neighbors. This information theoretic
quantity is used to regularize the closeness amongst data
instances and subsequently benefits the process of map-
ping data into a usually lower dimensional space. Outliers
are then identified by spectral analysis of the eigenspace
spanned by the set of leading eigenvectors derived from
the mapping procedure. The proposed technique is purely
data-driven, making it particularly suitable for identifica-
tion of outliers from irregular, non-convex shaped distribu-
tions and from data with diverse, varying densities.

Xuan-Hong Dang
Department of Computer Science
Aarhus University, Denmark
dang@cs.au.dk

Barbora Micenkova, Ira Assent
Aarhus University, Denmark
Department of Computer Science
barbora@cs.au.dk, ira@cs.au.dk

Raymond T. Ng
University of British Columbia, Canada
Department of Computer Science
rng@cs.ubc.ca

CP5

k-Means--: A Unified Approach to Clustering and
Outlier Detection

We present a unified approach for simultaneously clustering
and discovering outliers in data. Our approach is formal-
ized as a generalization of the k-means problem. We prove
that the problem is NP-hard and then present a practical
polynomial time algorithm, which is guaranteed to con-
verge to a local optimum. Furthermore we extend our ap-
proach to all distance measures that can be expressed in the
form of a Bregman divergence. Experiments on synthetic
and real datasets demonstrate the effectiveness of our ap-
proach and the utility of carrying out both clustering and
outlier detection in a concurrent manner. In particular on
the famous KDD cup network-intrusion dataset, we were
able to increase the precision of the outlier detection task
by nearly 100% compared to the classical nearest-neighbor
approach.
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CP5

Cost-Sensitive Double Updating Online Learning
and Its Application to Online Anomaly Detection

Although both cost-sensitive classification and online

learning have been well studied separately in data mining
and machine learning, there was very few comprehensive
study of cost-sensitive online classification in literature. In
this paper, we formally investigate this problem by directly
optimizing cost-sensitive measures for an online classifica-
tion task. As the first comprehensive study, we propose
the Cost-Sensitive Double Updating Online Learning (CS-
DUOL) algorithms, which explores a recent double updat-
ing technique to tackle the online optimization task of cost-
sensitive classification by maximizing the weighted sum or
minimizing the weighted misclassification cost. We theo-
retically analyze the cost-sensitive measure bounds of the
proposed algorithms, extensively examine their empirical
performance for cost-sensitive online classification tasks,
and finally demonstrate the application of our technique
to solve online anomaly detection tasks.
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CP5

CMI: An Information-Theoretic Contrast Measure
for Enhancing Subspace Cluster and Outlier De-
tection

In multi-dimensional data, the knowledge is likely hidden in
subspaces. It is an open research issue to select meaningful
subspaces without any prior knowledge about such hidden
patterns. We focus on finding subspaces with strong mu-
tual dependency in the selected dimensions. To do this, we
propose a novel contrast score that quantifies mutual cor-
relations in subspaces by considering their cumulative dis-
tributions. Chosen subspaces provide a high discrepancy
between clusters and outliers and enhance their detection.
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CP5

Efficient Selection of Globally Optimal Rules on
Large Imbalanced Data Based on Rule Coverage
Relationship Analysis

Rule-based anomaly and fraud detection systems often suf-
fer from massive false alerts against a huge number of en-
terprise transactions. In this paper, we analyze the inter-
actions and relationships between rules and their coverage
on transactions, and propose a novel metric, Max Coverage
Gain. An effective algorithm, MCGminer, is then designed
with a series of built-in mechanisms and pruning strategies
to handle complex rule interactions and reduce computa-
tional complexity towards identifying the globally optimal
rule set. Substantial experiments on 13 UCI data sets and
a real time online banking transactional database demon-
strate that MCGminer achieves significant improvement on
both accuracy, scalability, stability and efficiency on large
imbalanced data compared to several state-of-the-art rule
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selection techniques.
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CP6

Multi-Objective Multi-View Spectral Clustering
Via Pareto Optimization

Traditionally, spectral clustering is limited to a single ob-
jective: finding the normalized min-cut of a single graph.
However, many real-world datasets are generated from
multiple heterogeneous sources. How to optimally com-
bine knowledge from multiple sources to improve spectral
clustering remains a developing area. Previous work on
multi-view clustering formulated the problem as a single
objective function to optimize, typically by combining the
views under a compatibility assumption and requiring the
users to decide the importance of each view a priori. In this
work, we propose a multi-objective formulation and show
how to solve it using Pareto optimization. The Pareto fron-
tier captures all possible good cuts without requiring the
users to set the “correct’ parameter. The effectiveness of
our approach is justified by both theoretical analysis and
empirical results. We also demonstrate a novel application
of our approach: resting-state fMRI analysis.
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CP6

On Handling Negative Transfer and Imbalanced
Distributions in Multiple Source Transfer Learning

In this paper, we propose a novel two-phase framework to
effectively transfer knowledge from multiple sources even
when there exist irrelevant sources and imbalanced class
distributions. First, an effective Supervised Local Weight
(SLW) scheme is proposed to assign a proper weight to each
source domain. The second phase then learns a classifier for
the target domain by solving an optimization problem. Ex-
tensive experiments demonstrate the significant improve-
ment in classification performance over existing baseline
approaches.
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CP6

Multi-View Clustering Via Joint Nonnegative Ma-
trix Factorization

To integrate information from multiple views in the un-
supervised setting, multi-view clustering algorithms have
been developed to cluster multiple views simultaneously
to derive a solution which uncovers the common latent
structure shared by multiple views. In this paper, we pro-
pose a novel NMF-based multi-view clustering algorithm
by searching for a factorization that gives compatible clus-
tering solutions across multiple views. The key idea is to
formulate a joint matrix factorization process with the con-
straint that pushes clustering solution of each view towards
a common consensus instead of fixing it directly. The main
challenge is how to keep clustering solutions across differ-
ent views meaningful and comparable. To tackle this chal-
lenge, we design a novel and effective normalization strat-
egy inspired by the connection between NMF and PLSA.
Experimental results on synthetic and several real datasets
demonstrate the effectiveness of our approach.
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CP6

Multi-Transfer: Transfer Learning with Multiple
Views and Multiple Sources

In many real-world applications, auxiliary data are de-
scribed from multiple views and carried by multiple
sources. For example, to help classify videos on Youtube,
which include three views: image, voice and subtitles,
one may borrow auxiliary data from Flickr, Last.FM and
Google News. Although any single instance in these do-
mains can only cover a part of the views on Youtube, actu-
ally the piece of information carried by them may compen-
sate with each other. In this paper, we define this prob-
lem as Transfer Learning with Multiple Views and Multiple
Sources. As different sources may have different probabil-
ity distributions, merging all data in a simplistic manner
will not give optimal result. Thus, we propose a novel
algorithm to leverage knowledge from different views and
sources collaboratively, by letting different views from dif-
ferent sources complement each other through a co-training
style framework, while revise the distribution differences in
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different domains.
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CP6

Unsupervised Feature Selection for Multi-View
Data in Social Media

The explosive popularity of social media produces moun-
tains of high-dimensional data and the nature of social me-
dia also determines that its data is often unlabelled, noisy
and partial, presenting challenges to feature selection. So-
cial media data can be represented by heterogeneous fea-
ture spaces in the form of multiple views. In general, multi-
ple views can be complementary and, when used together,
can help handle noisy and partial data for any single-view
feature selection. These unique challenges and properties
motivate us to develop a novel feature selection framework
to handle multi-view social media data. In this paper, we
investigate how to exploit relations among views to help
each other select relevant features, and propose a novel
unsupervised feature selection framework MVFS for multi-
view social media data. We systematically evaluate the
proposed framework in multi-view datasets from social me-
dia websites and the results demonstrate the effectiveness
and potential of MVFS.
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CP7

Probabilistic Combination of Classifier and Cluster
Ensembles for Non-Transductive Learning

Unsupervised models can provide supplementary soft con-
straints to help classify new target data. Such models
can also help detect possible divergences between train-
ing and target distributions, which is useful in applications
where concept drift may take place. This paper describes
a Bayesian framework that takes as input class labels from
existing classifiers (designed based on labeled data from
the source domain), as well as cluster labels from a cluster
ensemble operating solely on the target data to be clas-
sified, and yields a consensus labeling of the target data.

This framework is particularly useful when the statistics
of the target data drift or change from those of the train-
ing data. We also show that the proposed framework is
privacy-aware and allows performing distributed learning
when data/models have sharing restrictions. Experiments
show that our framework can yield superior results to those
provided by applying classifier ensembles only.
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CP7

Active Class Discovery and Learning for Net-
worked Data

With the recent explosion of social network applications,
active learning has increasingly become an important
paradigm for classifying networked data. For most so-
cial network applications, the dynamic change of users and
their evolving relationships, along with the emergence of
new social events, often result in new classes that need to
be immediately discovered and labeled for classification.
This paper proposes a novel approach called ADLNET for
active class discovery and learning with networked data.
Our proposed method uses the Dirichlet process defined
over class distributions to enable active discovery of new
classes, and explicitly models label correlations in the util-
ity function of active learning. Experimental results on two
real-world networked data sets demonstrate that our pro-
posed approach outperforms other state-of-the-art meth-
ods.
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ActNeT: Active Learning for Networked Texts in
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Microblogging

In order to reduce the labeling cost in supervised learning,
active learning is an effective way to select representative
and informative instances to query for labels for improving
the learned model. Inspired by social correlation theories,
we investigate whether social relations can help perform
effective active learning on networked data. In this paper,
we propose a novel Active learning framework for the clas-
sification of Networked Texts in microblogging (ActNeT).
In particular, we study how to incorporate network infor-
mation into text content modeling, and design strategies
to select the most representative and informative instances
from microblogging for labeling by taking advantage of so-
cial network structure. Experimental results show that
the proposed framework significantly outperforms existing
state-of-the-art methods.
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CP7

Active Learning to Rank Using Pairwise Supervi-
sion

We investigate learning a ranking function using pairwise
constraints in the context of human-machine interaction.
Our active learning to rank is performed by querying do-
main experts of pairwise orderings, which are selected by
considering both local and global uncertainty. We evaluate
our approach on three real data sets and compare with rep-
resentative methods. The promising experimental results
demonstrate the effectiveness of actively using pairwise or-
derings to improve ranking performance.
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CP7

Smart: Semi-Supervised Music Emotion Recogni-
tion with Social Tagging

Music emotion recognition (MER) aims to recognize the

affective content of music, which is important for music
recommendation, etc. MER is commonly formulated as
a supervised learning problem. In practice, there is lit-
tle labeled data in most genres except for Pop music, and
emotion is genre specific in music. Thus, labeled data of
Pop music cannot be used for other genres. In this paper,
we aim to solve the genre-specific MER problem by effec-
tively exploiting unlabeled songs and social tags, which is
a non-trivial task, e.g., tags are too noisy to be treated
as fully trustworthy. To build an accurate model, we
present SMART: Semi-Supervised Music Affective Emo-
tion Recognition with Social Tagging, combining a graph-
based semi-supervised learning algorithm with a novel tag
refinement method. Experiments on the Million Song
Dataset show that our approach, trained with only 10 la-
beled songs, is as accurate as Support Vector Regression
trained with 750 labeled songs.
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CP8

A Distribution Regularized Regression Framework
for Climate Modeling

Regression-based approaches are widely used in climate
modeling to capture the relationship between a climate
variable of interest and a set of predictor variables. How-
ever, some climate modeling applications emphasize fitting
the distribution properties of the observed data. In this
paper, we show the limitations of current regression-based
approaches in terms of preserving the distribution of ob-
served climate data and present a multi-objective regres-
sion framework that simultaneously fits the distribution
properties and minimizes the prediction error. The frame-
work is highly flexible and can be applied to linear, non-
linear, and conditional quantile models.
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Dynamic Shaker Detection from Evolving Entities
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CP8

Monitoring and Mining Gps Traces in Transit
Space

Users of mass transit systems such as those of buses and
trains normally rely on accurate route maps, stop loca-
tions, and service schedules when traveling. If the route
map, service schedule, or stop location has errors it can
reduce the transit agencys ridership. In this paper, the
problem of deriving transit systems by mining raw GPS
data is studied. Specifically, we propose and evaluate novel
classification features with spatial and temporal clustering
techniques that derive bus stop locations, route geometries,
and service schedules from GPS data. Subsequently, man-
ual and expensive field visits to record and annotate the
initial or updated route geometries, transit stop locations,
or service schedules is no longer required by transit agen-
cies. This facilitates a massive reduction in cost for transit
agencies. The effectiveness of the proposed algorithms is
validated on the third largest public transit system in the
United States.
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CP8

Climate Multi-Model Regression Using Spatial
Smoothing

In this paper, we address the problem of combining mul-
tiple Global Climate Model (GCM) outputs with spatial
smoothing as a desired criterion. The problem formulation
takes the form of multiple least squares regression for each
geographic location with graph Laplacian based smooth-
ing amongst the neighboring locations. We discuss a few
approaches to solve the problem, and establish the supe-
riority of our approach in terms of model accuracy and
smoothing.

Karthik Subbian, Arindam Banerjee
University of Minnesota
karthik@umn.edu, banerjee@cs.umn.edu

CP8

Sparse Representation for Hiv-1 Protease Drug Re-
sistance Prediction
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Opinion Maximization in Social Networks

Abstract not available at time of publication.
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CP9

Point-of-Interest Recommendation in Location
Based Social Networks with Topic and Location
Awareness

Unlike traditional recommendation tasks, Point-of-Interest
recommendation is personalized, location-aware, and con-
text depended. In light of this difference, this paper pro-
poses a topic and location aware POI recommender system
by exploiting associated textual and context information.
Specifically, we first exploit an aggregated latent Dirich-
let allocation model to learn the interest topics of users
and to infer the interest POIs by mining textual informa-
tion associated with POIs. Then, a Topic and Location-
aware probabilistic matrix factorization (TL-PMF) method
is proposed for POI recommendation. A unique perspec-
tive of TL-PMF is to consider both the extent to which
a user interest matches the POI in terms of topic distri-
bution and the word-of-mouth opinions of the POIs. Fi-
nally, experiments on real-world LBSNs data show that
the proposed recommendation method outperforms state-
of-the-art probabilistic latent factor models with a signifi-
cant margin.
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Community Detection with Prior Knowledge

The problem of community detection is challenging due to
the presence of hubs and noisy links, which tend to create
highly imbalanced graph clusters. With the growing avail-
ability of network information, there is significant amount
of prior knowledge available about the communities. We
explore the use of such prior knowledge for finding balanced
and high quality communities. We propose and evaluate
an adaptive density-based clustering with prior knowledge
to produce both overlapping and non-overlapping clusters.
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CP9

Exploring and In-
ferring User-User Pseudo-Friendship for Sentiment
Analysis with Heterogeneous Networks

In this paper, we propose a novel information network-
based framework which can infer hidden similarity and dis-
similarity between users by exploring similar and opposite
opinions, so as to improve post- level and user-level sen-
timent classification in the same time. More specifically,
we develop a new meta path-based measure for inferring
pseudo-friendship as well as dissimilarity between users,
and propose a semi-supervised refining model by encod-
ing similarity and dissimilarity from both user-level and
post-level relations. We extensively evaluate the proposed
approach and compare with several state-of-the-art tech-
niques on two real-world forum datasets. Experimental
results show that our proposed model with 10.5% labeled
samples can achieve better performance than a traditional
supervised model trained on 61.7% data samples.
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CP9

Exploiting Synchronicity Networks for Finding
Valuables in Heterogeneous Networks

Successful enterprises depend on high performing teams
consisting of productive individuals, who can effective find
valuable information. Predictive methods are highly de-
sired to identify these inter-related, multi-typed entities
that can potentially help to improve enterprise perfor-
mance based on observation of their dynamic behavior in
the organizational social networks In this paper, we pro-
pose a novel approach to analyze and rank heterogeneous
objects in multi-level networks by their value for improving
productivity. Compared to existing approaches, our work
offers two unique contributions. First, we propose a novel
multi-level synchronicity network representation which al-
lows us to exploit the structural characteristics of various
entities’ dynamic behavior. Furthermore, based on the syn-
chronicity networks, we propose a novel HMR algorithm,
to simultaneously rank inter-related heterogeneous entities
(e.g., topics, individuals and teams) by their value.
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Regularization of Latent Variable Models to Obtain
Sparsity

We present a pseudo-observed variable based regulariza-
tion technique for latent variable mixed-membership mod-
els that provides a mechanism to impose preferences on
the characteristics of aggregate functions of latent and ob-
served variables. The regularization framework is used to
regularize topic models where documents and words often
exhibit only a slight degree of mixed-membership behav-
ior. The regularization introduced in the paper is used
to control the degree of polysemy of words permitted and
to prefer sparsity in topic distributions of documents with
flexibility. The utility of the regularization in exploiting
sentiment-indicative features is evaluated using document
perplexity and by using the models to predict star counts
in movie and product reviews. Results of our experiments
show that using the regularization to finely control the be-
havior of topic models leads to better perplexity and lower
mean squared error rates in the star-prediction task.
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Sparse Max-Margin Multiclass and Multi-Label
Classifier Design for Fast Inference

We address the problems of sparse multiclass and multi-
label classifier design and devise new algorithms using mar-
gin based ideas. Many online applications such as image
classification or text categorization demand fast inference.
State-of-the-art classifiers such as Support Vector Machines
(SVM) are not preferred in such applications because of
slow inference, which is mainly due to the large number of
support vectors required to form the SVM classifier. We
propose algorithms which solve primal problems directly
by greedily adding required number of basis functions into
the classifier model. Experiments on various real-world
data sets demonstrate that the proposed algorithms out-
put significantly smaller number of basis functions, while
achieving nearly the same generalization performance as
that given by SVM and other state-of-the-art sparse clas-
sifiers. Thus, the proposed algorithms provide powerful
alternatives to the existing algorithms for faster classifica-
tion inference.
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A New Perspective on Convex Relaxations of
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Sparse Svm

This paper proposes a convex relaxation of a sparse support
vector machine (SVM) based on the perspective relaxation
of mixed-integer nonlinear programs. We seek to minimize
the zero-norm of the hyperplane normal vector with a stan-
dard SVM hinge-loss penalty and extend our approach to
a zero-one loss penalty. The relaxation that we propose
is a second-order cone formulation that can be efficiently
solved by standard conic optimization solvers. We compare
the optimization properties and classification performance
of the second-order cone formulation with previous sparse
SVM formulations suggested in the literature.
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Reduced Set Kpca for Improving the Training and
Execution Speed of Kernel Machines

We present a practical, and theoretically well- founded,
approach to improve the speed of kernel manifold learning
algorithms relying on spectral decomposition. Utilizing re-
cent insights in kernel smoothing and learning with integral
operators, we propose Reduced Set KPCA (RSKPCA),
which also suggests an easy-to-implement method to re-
move or replace samples with minimal effffect on the em-
pirical operator. A simple data point selection procedure is
given to generate a substitute density for the data, with ac-
curacy that is governed by a user-tunable parameter �. The
effffect of the approximation on the quality of the KPCA
solution, in terms of spectral and operator errors, can be
shown directly in terms of the density estimate error and as
a function of the parameter �. We show in experiments that
RSKPCA can improve both training and evaluation time
of KPCA by up to an order of magnitude, and compares fa-
vorably to the widely-used Nystrom and density-weighted
Nystrom methods.
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An Empirical Study of the Suitability of Class De-
composition for Linear Models: When Does It
Work Well?

The presence of sub-classes within a data sample suggests a
class decomposition approach to classification, where each
subclass is treated as a new class. Class decomposition can
be effected using multiple linear classifiers in an attempt
to outperform a single global linear classifier; the goal is to
gain in model complexity while keeping error variance low.
We describe a study aimed at understanding the conditions
behind the success or failure of class decomposition when
combined with linear classifiers. We identify two relevant
data properties as indicators of the suitability of class de-
composition: 1) linear separability; and 2) class overlap.
We use well-known data complexity measures to evaluate
the presence of these properties in a data sample. Our
methodology indicates when to avoid performing class de-
composition based on such data properties. In addition
we conduct a similar analysis at a more granular level for
data samples marked as suitable for class decomposition.
This extra analysis shows how to improve in efficiency dur-
ing class decomposition. From an empirical standpoint, we

test our technique on several real-world classification prob-
lems; results validate our methodology.
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PP1

Time-Sensitive Classification of Behavioral Data

This paper addresses a classification task under a practi-
cal setting, where the amount of observations made be-
fore the prediction is considered a cost. This setting re-
flects rewards that depends on the response time, e.g., in
surveillance and diagnostic systems. However, there gener-
ally exists a trade-off between such cost and the accuracy
and the reliability. We formalize the task as the classi-
fication of subsequences in a time series, aimed at pre-
dicting both the label of events from subsequent observa-
tions and when to commit to a response considering the
trade-off. We propose a training algorithm for an ensem-
ble of classifiers that makes predictions from subsequences
of different lengths, respectively. The ensemble returns the
earliest confident prediction among the individual classi-
fiers, which are trained jointly considering their temporal
dependence. We compare the proposed algorithm against
conventional approaches over a collection of behavior tra-
jectory datasets.
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An Examination of Practical Granger Causality In-
ference

Granger causality is one of the most popular techniques in
uncovering the temporal dependencies among time series;
however it faces two main challenges: (i) the spurious ef-
fect of unobserved time series and (ii) the computational
challenges in high dimensional settings. In this paper, we
utilize the confounder path delays to find a subset of time
series that via conditioning on them we are able to cancel
out the spurious confounder effects. After study of con-
sistency of different Granger causality techniques, we pro-
pose Copula-Granger and show that while it is consistent
in high dimensions, it can efficiently capture non-linearity
in the data.
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Bregman Divergence and Triangle Inequality

While Bregman divergences have been used for clustering
and embedding problems in recent years, the facts that
they are asymmetric and do not satisfy triangle inequal-
ity have been a major concern. In this paper, we investi-
gate the relationship between two families of symmetrized
Bregman divergences and metrics that satisfy the trian-
gle inequality. The first family can be derived from any
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well-behaved convex function. The second family general-
izes the Jensen-Shannon divergence, and can only be de-
rived from convex functions with certain conditional posi-
tive definiteness structure. We interpret the required struc-
ture in terms of cumulants of infinitely divisible distribu-
tions, and related results in harmonic analysis. We investi-
gate kmeans-type clustering problems using both families
of symmetrized divergences, and give efficient algorithms
for the same.
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PP1

Joint Segmentation and Clustering in Text Cor-
puses

To allow for more effective information extraction from
digital corpuses, we propose combining two common doc-
ument processing tasks, (i) clustering and (ii) segmenta-
tion, into one process to simultaneously segment docu-
ments within a corpus and assign each segment to a cate-
gory. We have developed a generative probabilistic model
to accomplish this task and show by experiments that it
can accurately partition documents and assign meaningful
categories to each partition.
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Automatic Detection and Correction of Multi-
Class Classification Errors Using System Whole-
Part Relationships

Real-world dynamic systems often exhibit a hierarchical
system-subsystem structure. In this paper, we propose
Detector, a hierarchical method for detecting and cor-
recting forecast errors by employing the whole-part rela-
tionships. Experimental results show that Detector can
successfully detect and correct forecasting errors made by
state-of-art classifier ensemble techniques and traditional
single classifier methods at an average rate of 22% in sea-
sonal forecasting of hurricanes and landfalling hurricanes
in North Atlantic and North African rainfall.
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PP1

Contextual Time Series Change Detection

Time series data are common in a variety of fields rang-
ing from economics to medicine and manufacturing. As a
result, time series analysis and modeling has become an
active research area in statistics and data mining. In this
paper, we focus on a type of change we call contextual
time series change (CTC) and propose a novel two-stage
algorithm to address it. In contrast to traditional change
detection methods, which consider each time series sepa-
rately, CTC is defined as a change relative to the behavior
of a group of related time series. As a result, our proposed
method is able to identify novel types of changes not found
by other algorithms. We demonstrate the unique capabili-
ties of our approach with several case studies on real-world
datasets from the financial and Earth science domains.
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PP1

Very Fast Similarity Queries on Semi-Structured
Data from the Web

In this paper, we propose a single low-dimensional repre-
sentation for entities found in different datasets on the web.
Our proposed PIC-D embeddings can represent large D-
partite graphs using small number of dimensions enabling
fast similarity queries. Our experiments show that this
representation can be constructed in small amount of time
(linear in number of dimensions). We demonstrate how it
can be used for variety of similarity queries like set expan-
sion, automatic set instance acquisition, and column clas-
sification. Our approach results in comparable precision
with respect to task specific baselines and up to two or-
ders of magnitude improvement in terms of query response
time.
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Topic Models For Feature Selection in Document
Clustering

We investigate the idea of using a topic model such as the
popular Latent Dirichlet Allocation model as a feature se-
lection step for unsupervised document clustering, where
documents are clustered using the proportion of the vari-
ous topics that are present in each document. One concern
with using “vanilla’ LDA as a feature selection method for
input to a clustering algorithm is that the Dirichlet prior
on the topic mixing proportions is too smooth and well-
behaved. It does not encourage a “bumpy’ distribution of
topic mixing proportion vectors, which is what one would
desire as input to a clustering algorithm. As such, we pro-
pose two variant topic models that are designed to do a
better job of producing topic mixing proportions that have
a good clustering structure.
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PP1

A Nonparametric Mixture Model for Topic Mod-
eling over Time

A single, stationary topic model such as latent Dirichlet
allocation is inappropriate for modeling corpora that span
long time periods, as the popularity of topics is likely to
change over time. A number of models that incorporate
time have been proposed, but in general they either ex-
hibit limited forms of temporal variation, or require com-
putationally expensive inference methods. In this paper
we propose nonparametric Topics over Time (npTOT), a
model for time-varying topics that allows an unbounded
number of topics and ?exible distribution over the tempo-
ral variations in those topics popularity. We develop a col-
lapsed Gibbs sampler for the proposed model and compare

against existing models on synthetic and real document
sets.
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PP1

Discriminative Transfer Learning on Manifold

We impose a discriminative regression model over the la-
tent factors to enhance the capability of label prediction in
transfer learning. Moreover, we propose to minimize the
Maximum Mean Discrepancy in the latent manifold sub-
space, as opposed to typically in the original data space,
to bridge the gap between different domains. We formu-
late these objectives into a joint optimization framework
simultaneously. An iterative algorithm is developed and
empirical study validates the superiority in transfer learn-
ing classification.
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SemInf: A Burst-Based Semantic Influence Model
for Biomedical Topic Influence

In this paper we consider the problem of mining influence
in a network of topics, where we seek to model direct in-
fluences between topics over time, in the form of bursts
of topic occurrence and this influence propagates among
topics, leading to frequent occurrences of the topics. We
propose a novel model: SemInf. As topics can recur, influ-
ence in our model is not constant or single-timestamp, but
is instead multi-timestamp, with periods of influence that
can span multiple time intervals. A topic hierarchy is used
to provide a distance measure among topics and character-
ize their semantic relatedness. Experiments on biomedical
topics give some surprising results, showing both that our
model is successful at identifying topics with high impact,
and that it can be potentially used as an alternative model
of impact in the scientific literature (which can be useful
when citation information is not available).
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Pinch Ratio Clustering from a Topologically Intrin-
sic Lexicographic Ordering

This paper introduces an algorithm for determining data
clusters called TILO/PRC (Topologically Intrinsic Lexico-
graphic Ordering/Pinch Ratio Clustering). The theoreti-
cal foundation for this algorithm uses ideas from topology
(particularly knot theory) suggesting that it should be very
flexible and robust with respect to noise. The TILO por-
tion of the algorithm progressively improves a linear order-
ing of the points in a data set until the ordering satisfies a
topological condition called strongly irreducible. The PRC
algorithm then divides the data set based on this ordering
and a heuristic metric called the pinch ratio. We demon-
strate the effectiveness of TILO/PRC for finding clusters in
a wide variety of real and synthetic data sets and compare
the results to existing clustering methods. These results
verify that both the theoretical foundations of TILO and
the heuristic notion of pinch ratio are reasonable.
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PP1

Retweeting: An Act of Viral Users, Susceptible
Users, Or Viral Topics?

When a user retweets, there are three behavioral factors
that cause the actions. They are the topic virality, user
virality and user susceptibility. Topic virality captures the
degree to which a topic attracts retweets by users. For each
topic, user virality and susceptibility refer to the likelihood
that a user attracts retweets and performs retweeting re-
spectively. To model a set of observed retweet data as a
result of these three topic specific factors, we first represent
the retweets as a three-dimensional tensor of the tweet au-
thors, their followers, and the tweets themselves. We then
propose the V2S model, a tensor factorization model, to
simultaneously derive the three sets of behavioral factors.
Our experiments on a real Twitter data set show that the
V2S model can effectively mine the behavioral factors of
users and tweet topics during an election event. We also
demonstrate that the V2S model outperforms the other
topic based models in retweet prediction.
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Time Series Classification under More Realistic As-
sumptions

Abstract not available at time of publication.
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Finding Affordable and Collaborative Teams from
a Network of Experts

Given an expert network, we tackle the problem of finding a
team of experts that covers a set of required skills and also
minimizes the communication cost as well as the personnel
cost of the team. First, we propose several algorithms that
receive a budget on one objective and minimizes the other
objective within the budget with guaranteed performance
bounds. Then, an approximation algorithm is proposed to
find a set of Pareto-optimal teams.
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IBSM: Interval-Based Sequence Matching

Sequences of event intervals appear in several applica-
tion domains including sign language, medicine, motion
databases, and sensor networks. Such sequences comprise
events that occur at time intervals. In this paper, we pro-
pose a new method, called IBSM, for comparing such se-
quences, which performs full sequence matching using a
vector-based representation of the original sequences. Ex-
periments on eight real datasets show that IBSM outper-
forms existing state-of-the-art methods in terms of nearest
neighbor classification accuracy and runtime.
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Modeling the Diffusion of Preferences on Social
Networks

Information diffusion on social networks has been studied
for decades. Most models consider the propagated infor-
mation as single values. Representing media as single val-
ues however would not be proper for certain cases such as
voter preferences toward candidates in elections. The pa-
per aims at the diffusion of preferences on social networks,
which is a novel problem to solve in this direction. We
propose a preference propagation model to handle the dif-
fusion of vector-type information instead of single values.
We further prove the convergence of diffusion, and that a
consensus among strongly connected nodes can eventually
be reached. We extract relevant information from a public
bibliography datasets to evaluate our model. Lastly, we
exploit the extracted data to demonstrate the usefulness
of our model and compare it with other well-known diffu-
sion models such as independent cascade, linear threshold,
and diffusion rank. We find that our model consistently
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outperforms other models.
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Mining Labelled Tensors by Discovering Both
Their Common and Discriminative Subspaces

Practical data are usually generated from different time
periods or by different class labels, which are represented
by a sequence of multiple tensors associated with different
labels. This raises the problem that when one needs to an-
alyze and compare multiple tensors, existing non-negative
tensor factorization (NTF) is unsuitable for discovering all
potentially useful patterns. To tackle this problem, we de-
sign a novel factorization algorithm called CSNTF (common
subspace non-negative tensor factorization), which takes
both features and class labels into account in the factor-
ization process. Experiment results on solving graph clas-
sification problems demonstrate the power and the effec-
tiveness of the subspaces discovered by our method.
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Modeling Clinical Time Series Using Gaussian Pro-
cess Sequences

Abstract not available at time of publication.
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Integrity Verification of K-Means Clustering Out-
sourced to Infrastructure As a Service (IaaS)
Providers

The Cloud-
based infrastructure-as-a-service (IaaS) paradigm enables
a client to outsource her dataset and data mining tasks to
the Cloud. However, as the Cloud may not be fully trusted,
it raises serious concerns about the integrity of the mining
results returned by the Cloud. To this end, in this paper,
we provide a focused study about how to perform integrity
verification of the k-means clustering task outsourced to
an IaaS provider. We consider the untrusted sloppy IaaS

service provider that intends to return wrong clustering
results by terminating the iterations early to save compu-
tational cost. We develop both probabilistic and determin-
istic verification methods to catch the incorrect clustering
result by the service provider. Our experimental results
show that our verification methods can effectively and ef-
ficiently capture the sloppy service provider.

Wendy Hui Wang
Stevens Institute of Technology
hwang4@stevens.edu

Ruilin Liu, Philippos Mordohai
Department of Computer Science
Stevens Institute of Technology
rliu3@stevens.edu, philippos.mordohai@stevens.edu

Hui Xiong
Rutgers, the State University of New Jersey
hxiong@rutgers.edu

PP1

Selective Transfer Learning for Cross Domain Rec-
ommendation

Collaborative filtering (CF) aims to predict users’ ratings
on items according to historical user-item preference data.
In many real-world applications, preference data are usu-
ally sparse, which would make models overfit and fail to
give accurate predictions. Recently, several research works
show that by transferring knowledge from some manually
selected source domains, the data sparseness problem could
be mitigated. However for most cases, parts of source
domain data are not consistent with the observations in
the target domain, which may misguide the target domain
model building. In this paper, we propose a novel crite-
rion based on empirical prediction error and its variance to
better capture the consistency across domains in CF set-
tings. Consequently, we embed this criterion into a boost-
ing framework to perform selective knowledge transfer.
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Change Detection from Temporal Sequences of
Class Labels: Application to Land Cover Change
Mapping

Mapping land cover change is an important problem for
the scientific community as well as policy makers. Tradi-
tionally, bi-temporal classification of satellite data is used
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to identify areas of land cover change. However, these clas-
sification products often have errors due to classifier inac-
curacy or poor data, which poses significant issues when
using them for land cover change detection. In this pa-
per, we propose a generative model for land cover label
sequences and use it to reassign a more accurate sequence
of land cover labels to every pixel.
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Fractional Immunization in Networks

Preventing contagion in networks by targeting nodes is an
important problem in public health and other domains.
However, the assumption that selected nodes can be ren-
dered completely immune does not hold for infections for
which there is no vaccination or effective treatment. In-
stead, one can confer fractional immunity to some nodes
by allocating variable amounts of infection-prevention re-
source to them. We formulate the problem to distribute
a fixed amount of resource across nodes in a network such
that the infection rate is minimized, prove that it is NP-
complete and derive a highly effective and efficient linear-
time algorithm. We demonstrate the efficiency and accu-
racy of our algorithm real-world networks including US-
MEDICARE and state-level interhospital patient transfer
data. We find that concentrating resources using our al-
gorithm is up to 6 times more effective than distributing
them uniformly (as is current practice) or using network-
based heuristics.
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Fast Shapelets: A Scalable Algorithm for Discov-
ering Time Series Shapelets

Abstract not available at time of publication.
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Mc-MinH: Metagenome Clustering Using Minwise
Based Hashing

Abstract not available at time of publication.
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Shattering and Compressing Networks for Be-
tweenness Centrality

The betweenness metric has always been intriguing and
used in many analyses. Yet, it is one of the most com-
putationally expensive kernels in graph mining. For that
reason, making betweenness centrality computations faster
is an important and well-studied problem. In this work,
we propose the framework, BADIOS, which compresses a
network and shatters it into pieces so that the centrality
computation can be handled independently for each piece.
Although BADIOS is designed and tuned for betweenness
centrality, it can easily be adapted for other centrality met-
rics. Experimental results show that the proposed tech-
niques can be a great arsenal to reduce the centrality com-
putation time for various types and sizes of networks. In
particular, it reduces the computation time of a 4.6 million
edges graph from more than 5 days to less than 16 hours.
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CoSelect: Feature Selection with Instance Selec-
tion for Social Media Data

Feature selection is widely used in preparing high-
dimensional data for effective data mining. Attribute-value
data in traditional feature selection differs from social me-
dia data, although both can be large-scale. Social me-
dia data is inherently not independent and identically dis-
tributed (i.i.d.), but linked. Furthermore, there is a lot
of noise. The quality of social media data can vary drasti-
cally. These unique properties present challenges as well as
opportunities for feature selection. Motivated by these dif-
ferences, we propose a novel feature selection framework,
CoSelect, for social media data. In particular, CoSelect can
exploit link information by applying social correlation the-
ories, incorporate instance selection with feature selection,
and select relevant instances and features simultaneously.
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Experimental results on real-world social media datasets
demonstrate the effectiveness of our proposed framework
and its potential in mining social media data.
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A Hierarchical Probabilistic Model for Low Sample
Rate Home-Use Energy Disaggregation

Energy crisis and climate change have caused a global
concern and motivated efforts to reduce energy consump-
tion. Studies have shown that providing appliance-level
consumption information can help users conserve a signif-
icant amount of energy. Existing methods focus on learn-
ing parallel signal signatures, but the inherent relationships
between the signatures have not been well explored. This
paper presents a Hierarchical Probabilistic Model for En-
ergy Disaggregation (HPMED) to bridge the discriminative
features, working states, and aggregated consumption.
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On the Detectability of Node Grouping in Net-
works

In typical studies of node grouping detection, the group-
ing is presumed to have a certain type of correlation with
the network structure, which is quantified by different fit-
ness measures such as modularity and conductance. We
study a fundamental problem: Given a particular group-
ing in a network, whether and to what extent it can be dis-
covered with a given fitness measure. We propose two ap-
proaches of testing the detectability, namely ranking-based
and correlation-based randomization tests, which can ef-
fectively predict the detectability of groupings of various
types.
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Robust Textual Data Streams Mining Based on
Continuous Transfer Learning

In the data stream environment, since concept drift can
occur at any point of the streams, it will certainly oc-
cur within chunks, which is called random concept drift.
The paper proposed an approach, which is called chunk
level-based concept drift method (CLCD), that can over-
come this chunking problem by continuously monitoring
chunk characteristics to revise the classifier based on trans-
fer learning in positive and unlabeled (PU) textual data
stream environment.
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Mods: Multiple One-Class Data Streams Learning
from Homogeneous Data

This paper presents a novel approach, called MODS, to
build an accurate time evolving classifier from multiple
one-class data streams learning time evolving classifier. We
first construct local one-class classifiers on the labeled pos-
itive examples from each sub-data stream respectively and
collect the informative examples around each local classi-
fier. We then construct a global one-class classifier on the
collected informative examples. Experiments showed our
MODS approach can achieve high performance and effi-
ciency.
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Graphical Modeling of Macro Behavioral Targeting
in Social Networks

We investigate a class of emerging online marketing chal-
lenges in social networks; macro behavioral targeting
(MBT) is introduced as non-personalized broadcasting ef-
forts to massive populations. We propose a new proba-
bilistic graphical model for MBT. Further, a linear-time
approximation method is proposed to circumvent an in-
tractable parametric representation of user behaviors. We
compare the proposed model with the existing state-of-
the-art method on real datasets from social networks. Our
model outperforms in all categories by comfortable mar-
gins.
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Learning Topics in Short Texts by Non-Negative
Matrix Factorization on Term Correlation Matrix

The severe sparsity of short texts hinders existing topic
models to learn reliable topics.To tackle this problem, we
formulated the topic learning problem as symmetric non-
negative matrix factorization on the term correlation ma-
trix. After learning the topics, we can easily infer the top-
ics of documents. Experimental results on three data sets
show that our method provides substantially better perfor-
mance than the baseline methods.
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Set Coverage Problems in a One-Pass Data Stream

The Max-k-Cover and the Partial-Cover problems are im-
portant combinatorial optimization problems, and have
various applications. Dealing with large-scale dataset or
in an online environment, we need an one-pass algorithm
other than the in-memory standard greedy solution. Previ-
ous one-pass algorithms for the Max-k-Cover problem can-
not be extended to the Partial-Cover problem. In this pa-
per, we propose a novel one-pass streaming algorithm pro-
ducing a prefix-optimal ordering of sets which can easily
be used to solve both problems. Our algorithm consumes
space linear to the size of the universe of elements. The pro-
cessing time for a set is linear to the size of this set. We also
show with the aid of computer simulation that the approx-
imation ratio of the Max-k-Cover problem is around 0.3.
We conduct experiments on extensive datasets to study
the performance of our algorithm and demonstrate its effi-
ciency and quality.
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Sentiment Topic Model with Decomposed Prior
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Butterfly Mixing: Accelerating Incremental-
Update Algorithms on Clusters

Incremental model-update strategies are widely used in
machine learning and data mining. By “incremental up-
date’ we refer to models that are updated many times us-
ing small subsets of the training data. Two well-known ex-
amples are stochastic gradient and MCMC. Both provide
fast sequential performance and have generated many of
the best-performing methods for particular problems. But
these methods are difficult to adapt to parallel because of
the overhead of distributing model updates through the
network. Updates can be locally batched to reduce com-
munication overhead, but convergence typically suffers as
the batch size increases. In this paper we introduce but-
terfly mixing, an approach which interleaves communica-
tion with computation. We evaluate butterfly mixing on
stochastic gradient algorithms for logistic regression and
SVM. Results show that butterfly mix steps are fast and
failure-tolerant, and overall we achieved a 3.3x speed-up
over full mix on an Amazon EC2 cluster.
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Topic-Level Expert Modeling in Community Ques-
tion Answering

As more knowledge is shared in Community Question An-
swerings, how to use the repository for solving new ques-
tions has become a crucial problem. In this paper, we
tackle the problem by finding experts from the question
answering history first and then recommending the appro-
priate experts to answer the new questions. We develop the
Topic-level Expert Learning (TEL) model to find experts
on topic level in CQA. The main difference between TEL
and other generative models is that TEL can automatically
adjust and update the sampling parameters during itera-
tions in order to better model the experts on topic level.
The experimental results show that our method can effec-
tively find experts to answer new questions and can better
predict best responders for new questions.
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It Is Not Just What We Say, But How We Say
Them: Lda-Based Behavior-Topic Model

Textual information exchanged among users on online so-
cial network platforms provides deep understanding into
users’ interest and behavioral patterns. However, unlike
traditional text-dominant settings such as offline publish-
ing, one distinct feature for online social network is users’
rich interactions with the textual content, which, unfortu-
nately, has not yet been well incorporated in the existing
topic modeling frameworks. In this paper, we propose an
LDA-based behavior-topic model (B-LDA) which jointly
models user topic interests and behavioral patterns. We
focus the study of the model on online social network set-
tings such as microblogs like Twitter where the textual
content is relatively short but user interactions on them
are rich. Empirical evaluations show the topics obtained
by our model are both informative and insightful, and our
method can help the task of Twitter followee recommen-
dation.
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Feature Selection by Joint Graph Sparse Coding

This paper takes manifold learning and regression simul-
taneously into account to perform unsupervised spectral
feature selection. We first extract the bases of the data,
and then represent the data sparsely using the extracted
bases by proposing a novel joint graph sparse coding model,
JGSC for short. We design a new algorithm TOSC to com-

pute the resulting objective function of JGSC. We repeat
the extraction and the TOSC calculation until the value
of the objective function of JGSC satisfies pre-defined con-
ditions. Eventually the derived new representation of the
data may only have a few non-zero rows, and we delete the
zero rows (a.k.a. zero-valued features) to conduct feature
selection on the new representation of the data. Our empir-
ical studies demonstrate that the proposed method outper-
forms several state-of-the-art algorithms on real datasets in
term of the kNN classification performance.
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