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Overview 

In virtually every country, the cost of healthcare is increasing more rapidly than the willingness 
and the ability to pay for it. At the same time, more and more data is being captured around 
healthcare processes in the form of Electronic Health Records (EHR), health insurance claims, 
medical imaging databases, disease registries, spontaneous reporting sites, and clinical trials. As 
a result, data mining has become critical to the healthcare world. On the one hand, EHR offers 
the data that gets data miners excited, however on the other hand, is accompanied with 
challenges such as 1) the unavailability of large sources of data to academic researchers, and 2) 
limited access to data-mining experts. Healthcare entities are reluctant to release their internal 
data to academic researchers and in most cases there is limited interaction between industry 
practitioners and academic researchers working on related problems. 

The objectives of this workshop are: 

1. Bring together researchers (from both academia and industry) as well as practitioners to 
present their latest problems and ideas. 

2. Attract healthcare providers who have access to interesting sources of data and problems but 
lack the expertise in data mining to use the data effectively.  

3. Enhance interactions between data mining, text mining and visual analytics communities 
working on problems from medicine and healthcare. 
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Exploiting Hierarchy in Disease Codes - A Healthcare Application of

Tree Structured Sparsity-Inducing Norms

Jialiang Jiang∗ Sharon Hewner∗ Varun Chandola∗

Abstract

Hospital readmissions have become one of the key mea-
sures of healthcare quality. Preventable readmissions
have been identified as one of the primary targets for
reducing costs and improving healthcare delivery. How-
ever, most data driven studies for understanding read-
missions have produced black box classification and pre-
dictive models with moderate performance, which pre-
cludes them from being used effectively within the deci-
sion support systems in the hospitals. In this paper we
present an application of structured sparsity-inducing
norms for predicting readmission risk for patients based
on their disease history and demographics. Most exist-
ing studies have focused on hospital utilization, test re-
sults, etc., to assign a readmission label to each episode
of hospitalization. However, we focus on assigning a
readmission risk label to a patient based on her dis-
ease history. Our emphasis is on interpretability of the
learnt models. To achieve this, we exploit the domain
induced hierarchical structure available for the disease
codes which are the features for the classification algo-
rithm. We use a tree based sparsity-inducing regulariza-
tion strategy that explicitly uses the domain hierarchy.
The resulting model not only outperforms standard reg-
ularization procedures but is also highly sparse and in-
terpretable. We analyze the model and identify several
significant factors that have an effect on readmission
risk. Some of these factors conform to existing beliefs,
e.g., impact of surgical complications and infections dur-
ing hospital stay. Other factors, such as the impact of
mental disorder and substance abuse on readmission,
provide empirical evidence for several pre-existing but
unverified hypotheses. The analysis also reveals previ-
ously undiscovered connections such as the influence of
socioeconomic factors like lack of housing and malnutri-
tion. The findings of this study will be instrumental in
designing the next generation decision support systems
for preventing readmissions.

∗{jjiang6,hewner,chandola}@buffalo.edu, State University of
New York at Buffalo

1 Introduction

Hospital readmissions are prevalent in the healthcare
system and contribute significantly to avoidable costs.
In United States, recent studies have shown that the
30-day readmission rate among the Medicare1 is over
17%, with close to 75% of these being avoidable [1], with
an estimated cost of $15 Billion in Medicare spending.
Similar alarming statistics are reported for other private
and public insurance systems in US and other parts of
the world. In fact, management of care transitions to
avoid readmissions has become a priority for many acute
care facilities as readmission rates are increasingly being
used as a measure of quality [5].

Given that the rate of avoidable readmission has
now become a key measure of the quality of care pro-
vided in a hospital, there have been increasingly large
number of studies that use healthcare data for under-
standing readmissions. Most existing studies have fo-
cused on building models for predicting readmissions
using a variety of available data, including patient de-
mographic and social characteristics, hospital utiliza-
tion, medications, procedures, existing conditions, and
lab tests [8, 4, 7]. Other methods use less detailed infor-
mation such as insurance claim records [19, 9]. Many of
these methods use machine learning methods, primarily
Logistic Regression, to build classifiers and report con-
sistent performance. In fact, most papers about read-
mission prediction report AUC scores in the range of
0.65-0.75.

While the predictive models show promise, their
moderate performance means that they are still not at
a stage where hospitals could use them as “black-box”
decision support tools. However, given that the focus of
these predictive models has been on performance, the
models themselves are not easily interpretable to pro-
vide actionable insights to the decision makers. In this
paper, we present a methodology to infer such insights
from healthcare data in the context of readmissions. We
build a logistic regression based classifier to predict if a

1A federally funded insurace program representing 47.2 %

($182.7 billion) of total aggregate inpatient hospital costs in the
United States[16].
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patient is likely to be readmitted based on their dis-
ease history available from insurance records. We use
sparsity inducing regularizers in our predictive model to
promote interpretability. In particular, we show that by
exploiting the hierarchical relationship between disease
codes using the tree-structured hierarchical group regu-
larization [20], we are able to learn a predictive model
that outperforms all other types of sparsity inducing
norms. Moreover, the tree-structured norm allows us to
incorporate the rich semantic information present in the
disease code taxonomy into the model learning, yielding
highly interpretable models.

By analyzing the model trained on claims data ob-
tained from the New York State Medicaid Warehouse
(MDW), we infer several important insights to improve
the understanding of readmissions. Some of our findings
conform to existing beliefs, for example, the importance
of bacterial infections during hospital stay. Other find-
ings provide empirical evidence to support existing hy-
potheses amongst healthcare practitioners, for example,
the effect of the type of insurance on readmissions [10].
Most interesting findings from our study reveal surpris-
ing connections between a patient’s non-disease back-
ground and the risk of readmission. These include be-
havioral patterns (mental disorders, substance abuse)
and socio-economic background.

We believe that such findings can have a significant
impact on how healthcare providers develop effective
strategies to reduce readmissions. At present, the
healthcare efforts in this context have been two fold.
First is the effort to improve the quality of care within
the hospital and the second is to develop effective
post-discharge strategies such as telephone outreach,
community-based interventions, etc. The results from
this study inform the domain experts on both fronts.

Organization The rest of the paper is organized as
follows. We review existing literature on readmission
prediction in Section 2. We describe the data used
for our experiments in Section 3 and formulate the
machine learning problem in Section 4. We discuss the
classification methodology in Section 5. The results are
presented in Section 6. The analysis of the resulting
model in the context of readmissions is provided in
Section 7. We present analysis of experiments done on
subpopulations corresponding to major chronic diseases
in Section 8.

2 Related Work

Coincident with the rising importance of readmissions
in reducing healthcare costs, there have been several
papers that use clinical and insurance claims informa-
tion to build predictive models for readmissions. We

refer the readers to a recent survey on the topic [12]
for a comprehensive review. Most of these models
use machine learning models such as Logistic Regres-
sion [8, 4, 7, 15] and Support Vector Machines [19]. Fu-
toma et. al [8] provide a comparison of several machine
learning methods including Logistic Regression, SVM,
Random Forests for readmission prediction using fea-
tures such as the diagnosis codes, procedure codes, de-
mographics, patient’s hospitalization history. However,
the focus of most of these papers has been on improv-
ing accuracy of the classifier and not on interpreting
the models to improve the understanding of the read-
mission problem. Moreover, many of these studies have
either focused on a specific patient cohort or patient
data from one or few hospitals [19]. For example, there
have been several studies that focus on patients with
acute heart conditions [2]. Recently, healthcare commu-
nity has begun to study the impact of behavioral and
socioeconomic factors on readmissions [11]. However,
none of the data driven predictive models exploit this
aspect, primarily because such data is challenging to ob-
tain. However, in this paper we show that the diagnosis
codes in the claims data contains valuable non-disease
information about the patient which can be leveraged
to better understand the readmission issue. Finally, the
hierarchical relationship has never been exploited for
building predictive models for readmission. Singh, et.
al, [17] have presented a similar approach in the context
of predicting disease progression, however, the authors
focus on using the disease hierarchy to come up new
features that are fed into the classifier.

3 Data

The data is obtained from the New York State Medicaid
Warehouse (MDW). Medicaid is a social health care
program for families and individuals with low income
and limited resources. We analyzed four years (2009–
2012) of claims data from MDW. The claims correspond
to multiple types of health utilizations including hospi-
talizations, outpatient visits, etc. While the raw data
consisted of 4,073,189 claims for 352,716 patients, we
only included the patients in the age range 18–65 with
no obstetrics related hospitalizations. The number of
patients with at least one hospitalization who satisfied
these conditions were 11,774 and had 34,949 claims.

For each patient we have two types of informa-
tion. First type of information includes demographic
attributes (age, gender) and the type of insurance. The
second type of information is a patient history extracted
from four years of claims data represented as a binary
vector that indicates if the patient was diagnosed with
a certain disease in the last four years.
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2015 ICD-9-CM

Infectious

& Parasitic
Neoplasms . . . Injury &

Poisoning

Intestinal

Infections

Tuberculosis

Zoonotic
Bacterial

Infections

. . .

Malignant (Lip,
Oral Cavity, . . .)

Malignant
(Digestive)

. . .

External cause

status

Activity

Railway Acci-

dents

. . .

Figure 1: A sample portion of ICD9-CM classification. See http://www.icd9data.com/2015/Volume1/default.
htm for complete hierarchy.

3.1 Insurance Plan Information Patients covered
through Medicaid insurance can enroll into one of the
two plan options. First option is to enroll in a Managed
Care Organization (MCO). The MCO takes care of the
delivery of the medical care to the patient and gets paid
per person. The other option is called Fee-for-service
(FFS) in which the healthcare provider gets paid for
each service performed for the patient. While there has
been a gradual transition from FFS to MCO style of
insurance, the quality of care and costs under each plan
has always been an important issue. In the context
of readmissions it is important to understand how the
readmission rate is impacted by the type of plan.

3.2 Diagnosis Codes Disease information is en-
coded in insurance claims using diagnosis codes. The
International Classification of Diseases (ICD) is an in-
ternational standard for classification of disease codes.
The data used in this paper followed the ICD-9-CM
classification which is a US adaptation of the ICD-9
classification. Conceptually, the ICD-9-CM codes are
structured as a tree (See Figure 1 for a sample) with 19
broad disease categories at level 1. The entire tree has
5 levels and has total of 14,567 diagnosis codes. While
the primary purpose of ICD taxonomy has been to sup-
port the insurance billing process, it contains a wealth
of domain knowledge about the difference diseases.

3.3 Readmission Risk Flag For each patient in
the above described cohort, we assign a binary flag for
readmission risk. The readmission risk flag is set to
1 if the patient had at least one pair of consecutive
hospitalizations within 30 days of each other in a single
calendar year, otherwise it is set to 0.

4 Problem Statement

Given a patient’s demographic information and disease
history, we are interested in predicting the readmission
risk (binary flag) for the patient. The problem formu-
lation is different from many existing studies [8], where
the focus is on assigning a readmission risk to a single
hospitalization event. Our focus is on understanding
the impact of socio-economic and behavioral factors on
a readmission.

We denote each patient i as a vector xi consisting of
11,884 elements corresponding to 11,881 disease codes
and three elements for age, gender, and plan type.
Note that while ICD-9-CM classification contains 14,567
codes, only 11,881 codes are observed in the data set
used in this paper. All elements in the vector are
binary except for age which takes 10 possible values
corresponding to 10 equal width partitions between 18
and 65. The readmission risk flag is denoted using
yi ∈ {0, 1} where 1 indicates readmission risk.

From machine learning perspective our task is to
learn a classifier from a training data set 〈xi, yi〉Ni=1

which can be used to assign the readmission risk flag
to a new patient represented as x∗. Note that the input
vector xi is highly sparse for this data with nearly 36
non-zeros out of total 11,884 elements on an average.

5 Methodology

We use a logistic regression (LR) model [6] as the
classifier, which, is the most widely used model in the
context of readmission prediction [8]. The LR model,
for binary classification tasks, computes the probability
of the target y to be 1 (readmission risk), given the input
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variables, x as:

(5.1) p(y = 1|x) =
1

1 + exp(−β>x)

Where β is the LR model parameter (regression coef-
ficients). We assume that x includes a constant term
corresponding to the intercept. Thus β has the dimen-
sionality D + 1 where D = 11, 884.

The model parameter β are learnt from a training
data set (〈xi, yi〉Ni=1) by optimizing the following objec-
tive function:

(5.2) β̂ = arg min
β

N∑
i=1

log(1 + exp(−yiβ>xi)) + λΩ(β)

where the first term refers to the training loss and
the second terms is a regularization penalty imposed
on the solution; λ being the regularization parameter.
Different forms of regularization penalties have been
used in the past, including the widely used l1 and l2
norms [18]. While l2 norm (Ω(β) = ‖β‖2 = (

∑
j β

2
j )1/2)

is typically used to ensure stable results, l1 norm
(Ω(β) = ‖β‖1 =

∑
j |βj |) is used to promote sparsity in

the solution, i.e., most coefficients in β are 0.
However, l1 regularizer does not explicitly promote

structural sparsity. Given that the features used in pre-
dicting readmission risk have a well-defined structure
imposed by the ICD-9 standards, we explore regulariz-
ers that leverage this structure for model learning:

Sparse Group Regularizer This regularizer (also ref-
ered to as Sparse Group LASSO or SGL) assumes that
the input features can be arranged into K groups (non-
overlapping or overlapping) [3]. The SGL regularizer is
given by:

(5.3) Ω(β) = α‖β‖1 + (1− α)

K∑
k=1

‖βGk
‖2

where βGk
are the coefficients corresponding to the

group Gk. The above penalty function favors solutions
which selects only a few groups of features (group
sparsity). For the task of readmission prediction, we
divide the features corresponding to 11,881 diagnosis
codes into 19 non-overlapping groups, based on the
top level groupings in the ICD-9-CM classification (See
Table 1). The demographic and insurance plan features
are grouped into an additional group.

Tree Structured Group Regularizer This regular-
izer, also referred to as Tree Structured Group LASSO
(TSGL), explicitly uses the hierarchical structure im-
posed on the features. The TSGL regularizer is given

1 Infectious And Parasitic Diseases
2 Neoplasms

3 Endocrine, Nutritional And Metabolic Diseases, And

Immunity Disorders
4 Diseases Of The Blood And Blood-Forming Organs

5 Mental Disorders
6 Diseases Of The Nervous System And Sense Organs
7 Diseases Of The Circulatory System

8 Diseases Of The Respiratory System
9 Diseases Of The Digestive System
10 Diseases Of The Genitourinary System

11 Complications Of Pregnancy, Childbirth, And The
Puerperium

12 Diseases Of The Skin And Subcutaneous Tissue

13 Diseases Of The Musculoskeletal System And Connec-
tive Tissue

14 Congenital Anomalies

15 Certain Conditions Originating In The Perinatal Pe-
riod

16 Symptoms, Signs, And Ill-Defined Conditions
17 Injury And Poisoning

18 Supplementary Classification Of Factors Influencing

Health Status And Contact With Health Services
19 Supplementary Classification Of External Causes Of

Injury And Poisoning

Table 1: Top level disease groups in the ICD-9-CM
classification

by:

(5.4) Ω(β) =
D∑
i=0

Ni∑
j=1

‖βGi
j
‖1

where G denotes the tree constructed using the hierar-
chy of the diagnosis codes. Gi

j denotes the jth node in

the tree at the ith level. Thus G0
1 denotes the root level,

and so on. For readmission risk prediction, we consider
a three internal level hierarchy with 1193 nodes at level
3, 183 nodes at level 2, and 20 nodes at level 1.

6 Results

In this section we present our findings by applying
logistic regression classifier for the task of readmission
prediction on the MDW data described earlier. The full
data set consists of 11,774 patients with 4,580 patients
with readmission risk flag as true and 7,194 patients
with readmission risk flag as false. We first compare the
performance of the different regularization strategies to
the classification task using the F-measure (harmonic
mean of precision and recall for the readmission = yes
class) as our evaluation metric. We also report the
area under the ROC-curve (AUC) for each classifier.
For each strategy, we run 10 experiments with random
60-40 splits for training and test data, respectively.
The optimal values for the regularization parameter for
each strategy are chosen using cross-validation. We use
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the MATLAB package, SLEP [14], for the structured
regularization experiments.

6.1 Comparing Different Regularizations In the
past, researchers have shown that logistic regression
typically outperforms other methods for predicting
readmissions. Here we compare the performance of dif-
ferent regularization methods discussed in Section 5.
The results are summarized in Table 2 and Figure 2.

Regularization
F1 Measure

AUC
Mean Std.

l2 0.5364 0.0044 0.6889
l1 0.5343 0.0092 0.7152

SGL 0.5997 0.0027 0.7236
TSGL 0.6487 0.0027 0.7185

Table 2: Comparison of Different Regularization Strate-
gies

Figure 2: ROC for Different Regularization Strategies

The results indicate that leveraging the structure in
the features (disease codes) results in an improvement
in the performance of the logistic regression classifier.
However, based on the F1-scores, it is not clear which of
the structured regularization methods (SGL or TSGL)
is better.

6.2 Interpretability of models Table 2 shows a
clear evidence that leveraging the structure in the dis-
ease codes allows for a better classifier to predict read-
mission risk. We now focus on the interpretability of the
resulting model under the different regularization mech-
anisms. The weights for the logistic regression model

learnt under the four different types of regularizers is
shown in Figure 3. We first note that l2 regularizer,
for obvious reasons, does not produce a sparse solution
(45% zero weights), while the other three regularizers
induce significant sparsity (l1 - 92%, SGL - 97%, and
TSGL - 94%). However, the structured regularizers are
able to achieve structured sparsity which is consistent
with the ICD-9-CM hierarchy.

While SGL achieves higher sparsity, the TSGL
solution “aligns” better with the ICD-9-CM hierarchy.
To verify this, we measure the sparsity of the coefficients
at different levels of the hierarchy, as shown in Table 3.
We observe that the TSGL provides better sparsity at
higher levels of the hierarchy.

Level SGL TSGL
0 11537 11181
1 997 1021
2 110 119
3 4 6

Table 3: Number of nodes with all zero coefficients
at different levels of the ICD-9-CM hierarchy. Level 0
corresponds to the leafs and level 3 corresponds to the
coarsest level.

7 Discussions

Section 6 shows that leveraging the hierarchical infor-
mation in the ICD-9-CM classification improves the pre-
dictive capability of logistic regression while promoting
the structural sparsity to allow for better interpretabil-
ity. In this section, we study the learnt model from the
healthcare perspective. The focus is to understand the
factors that impact readmission risk using the coeffi-
cients of the model learnt using the TSGL constraint.

As shown in Figure 3d, the model is well-informed
by the ICD-9-CM hierarchy. In all, there are only 437
non-zero coefficients. We choose the top 40 diagnosis
codes with highest absolute coefficients. The most
important diagnosis codes are listed in Table 4. The
codes are grouped by their higher order functions.

The top codes listed in Table 4 reveal several
valuable insights into the issue of readmission. For
instance, while the role of age is understandable (older
patients tend to get readmitted more), the impact of
the insurance plan supports existing belief that disease
management and population health activities provided
by MCO would be associated with readmissions [10].

The next group of diagnosis codes pertain to infec-
tions and complications that happen during the hospi-
tal stay of the patients. This information is especially
useful for hospitals to identify the key improvement av-
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Figure 3: Distribution of logistic regression coefficient
values with different regularizers. The diagnosis codes
(features) are arranged in the same order as the ICD-9-
CM classification.

enues in the hospital operations to reduce the readmis-
sion rates. For example, it is well known that post-
operative infections result in the patients returning to
the hospital shortly after getting discharged. We are
able to identify the same issue through this analysis.

While the role of chronic diseases in readmissions
is well-understood in the literature, our results indicate
that the chronic diseases play less of role, compared to
other diagnosis codes.

However, the most important findings of our study
correspond to last three groups of diagnosis codes in Ta-
ble 4. Diagnosis codes related to mental health related
issues were some of the most important positive factors
in predicting readmissions. This is a valuable insight for
hospitals in creating post-discharge strategies for such
patients. This includes post discharge counseling and
home visits.

Another key factor in readmission is substance
abuse. In fact, the role of mental health and sub-
stance abuse in readmissions has long been studied in
the healthcare community [13]. Many of the substance
abuse issues might not be the direct cause of readmis-
sions but might be indirect indicators of the lack of so-
cial and family support to assist patient recovery after
the hospital discharge.

A direct evidence of the socio-economic effect on
readmissions is given by the last set of diagnosis codes
which includes lack of housing and malnutrition. These
factors had very high positive weights indicating their
importance. However, in most existing studies such
factors were not considered, primarily because of the
lack of relevant data. Through this study we discovery
that insurance claims data itself contains elements that
can be used to assess the socio-economic background of
a patient.

8 Analyzing Sub-populations with Chronic
Diseases

To further understand the role of various diagnosis
codes in predicting readmissions in the context of major
chronic diseases, we studied subpopulations of patients
suffering from one of 9 diseases listed in Table 5. Most
of these diseases have unique symptoms and treatments
and many hospitals and other medical facilities are spe-
cialized in one of these diseases. Hence, it is impor-
tant to understand if the important factors for readmis-
sion prediction are different from the entire population.
Table 6 the average performance of logistic regression
classifier (using cross-validation) on subpopulations cor-
responding each disease code. The subpopulations are
created by considering only those patients who have had
at least one admission for a given chronic disease. The
results match the values obtained for the entire popula-
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Age
Insurance Plan
Complications of surgery and medical care

Other unknown and unspecified cause of morbidity and

mortality
Hematoma complicating a procedure

Disruption of external operation (surgical) wound
Other postoperative infection
Renal dialysis status

Aortocoronary bypass status
Care involving other specified rehabilitation procedure

Encounter for antineoplastic chemotherapy
Intestinal infection due to Clostridium difficile
Chronic Diseases

Anemia of other chronic disease
Systolic heart failure, unspecified
Chronic diastolic heart failure

Hypotension, unspecified
Paralytic ileus
Acute kidney failure

Pressure ulcer, lower back
Other ascites

Bacteremia

Hypopotassemia
Mental Disorders

Paranoid type schizophrenia, chronic with acute exacerba-

tion
Unspecified schizophrenia, chronic

Major depressive affective disorder

Bipolar I disorder
Other personality disorders

Suicidal ideation

Substance Abuse
Alcohol withdrawal

Acute alcoholic intoxication in alcoholism, unspecified
Other and unspecified alcohol dependence, unspecified
Opioid type dependence, unspecified

Combinations of drug dependence excluding opioid type
drug, unspecified

Sedative, hypnotic or anxiolytic abuse, continuous

Long-term (current) use of aspirin
Socio-economic Factors
Lack of housing

Unspecified protein-calorie malnutrition

Table 4: Most important diagnosis codes for predicting
readmission risk

Number of patients
Major Disease Group Readmission Total

Coronary Artery Disease,

CAD

300 658

Heart Failure, HF 736 1692

Diabetes, DM 1267 3321

Chronic Kidney Disease,

CKD

528 1327

Asthma, ASTH 1036 2832

Hyperlipidemia-lipid dis-

order, LD

1448 4190

Hypertension, HTN 2405 6407

Chronic obstructive lung

Disease, COPD

1075 2798

Depression, DEP 2268 5598

Table 5: Details of subpopulations suffering from a
major chronic disease

tion.

Major disease group F1 Measure Std.

CAD 0.6588 0.0288

HF 0.6457 0.0250

DM 0.6200 0.0183

CKD 0.6239 0.0209

ASTH 0.5815 0.0110

LD 0.5631 0.0091

HTN 0.5966 0.0057

COPD 0.6031 0.0183

DEP 0.6098 0.0050

Table 6: Performance of TSGL based logistic regression
classifier on chronic disease subpopulations

Next, we study the diagnosis codes which are most
important in predicting readmission risk. Generally, we
observe that while a few codes are common to all dis-
ease types, there are certain disease codes which are
exclusively unique to each of the subtype. The diag-
nosis codes that have a strong impact on readmissions,
independent of the type of chronic disease the patient
suffers from, include postoperative infection and suicidal
ideation. On the other hand, for every chronic disease,
there are certain diagnosis codes that are unique, i.e.,
they are not a factor in any other chronic disease. Such
codes can be significant for organizations that specialize
in such diseases. Some of these codes are indicative of
other chronic diseases or comorbidities. For example,
for Diabetes patients, the presence of transient cerebral
ischemia is an important predictor of readmission risk.
Similarly, the presence of pancreatic disease codes in a
COPD patient is an important risk factor. Interestingly,
the unique diagnosis codes identified for each of the ma-
jor chronic diseases primarily contain other chronic dis-
ease related codes, thereby indicating a strong impact
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Entire population
Age
Insurance Plan

Suicidal Ideation
Other Postoperative Infection

Diabetes
Unspecified transient cerebral ischemia

Abnormality of gait
Schizophrenic disorders, residual type, chronic
Methicillin susceptible Staphylococcus aureus septicemia

Hematemesis
Chronic hepatitis C without mention of hepatic coma

Hyperlipidemia
Persistent vomiting
Diverticulitis of colon (without mention of hemorrhage)

Screening for malignant neoplasms of cervix

Hypertension
Candidiasis of mouth

Anemia of other chronic disease
Injury of face and neck

Coronary Artery Disease

Chronic obstructive asthma, unspecified
Asthma,unspecified type, unspecified
Diabetes with peripheral circulatory disorders

Urinary tract infection, site not specified
Epistaxis
Chronic kidney disease, Stage III (moderate)

Cerebral embolism with cerebral infarction

Chronic Kidney Disease
Hydronephrosis

Diabetes mellitus
Orthostatic hypotension

Other diseases of lung
Ventricular fibrillation

Acute respiratory failure

Chronic Obstructive Lung Disease
Secondary malignant neoplasm of bone and bone marrow
Thrombocytopenia, unspecified

Unspecified acquired hypothyroidism
Acute pancreatitis

Table 7: Most important diagnosis codes unique for few
selected chronic disease specific subpopulations. Codes
that are related to the same disease are ignored.

of comorbidity in readmissions.

9 Conclusions

In the last decade, there have been numerous studies
that link factors pertaining to a patient’s hospital stay
to the risk of readmission. However most studies
have been on a focused cohort, limited to one or few
hospitals. However, we show here that similar results
can be achieved using claims data, which has fewer
elements but provides a large population coverage; the
entire state of New York for this study. Even with the
large volume of data, the predictive algorithms are not
accurate enough (∼ 0.60 F1-score) to be used as decision
making tools. However, model interpretation can reveal
insights which can inform the strategies for reducing
and/or eliminating readmissions.

A patient’s disease history is typically expressed
using diagnosis codes, which can take as many as 18000
possible values, with many more possibilities in the next
generation ICD-10 disease classification. With so many
possible features, ensuring model interpretability is a
challenge. However, using structured sparsity inducing
models, such as the tree sparse group LASSO, used in
this paper, one can ensure that the truly important
factors can be identified. In this case study, we discover
several such interesting factors.

In particular, we conclude that while in-hospital
events such as infections are important, behavioral
factors such as mental disorders and substance abuse
and socio-economic factors, such as lack of housing or
malnutrition at home are equally important. Targeted
strategies, such as phone calls and home visits, will need
to be developed to handle such situations. In Section 8,
we analyze subpopulations specific to chronic diseases
and show that similar methodology can reveral disease
specific factors for readmissions.
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Abstract

In health care predictive analytics, limited data is often

a major obstacle for developing highly accurate predictive

models. The lack of data is related to various factors:

minimal data available as in rare diseases, the cost of data

collection, and privacy regulation related to patient data.

In order to enable data enrichment within and between

hospitals, while preserving privacy, we propose a system

for data enrichment that adds a randomization component

on top of existing anonymization techniques. In order

to prevent information loss (inclusive loss of predictive

accuracy of the algorithm) related to randomization, we

propose a technique for data generation that exploits fused

domain knowledge and available data-driven techniques as

complementary information sources. Such fusion allows the

generation of additional examples by controlled random-

ization and increased protection of privacy of personally

sensitive information when data is shared between different

sites. The initial evaluation was conducted on Electronic

Health Records (EHRs), for a 30-day hospital readmission

prediction based on pediatric hospital discharge data from

5 hospitals in California. It was demonstrated that besides

ensuring privacy, this approach preserves (and in some cases

even improves) predictive accuracy.

Keywords: virtual examples, electronic health records,

hospital readmission

1 Introduction

Healthcare predictive analytics have a potential for
high-impact applications for many stakeholders. Hos-
pitals can benefit from healthcare predictive analytics
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by monitoring of quality indicators, planning of health-
care capacities, optimization of supply levels etc. Insur-
ance companies can define adequate charging policies;
medical doctors can optimize treatment using decision
support in diagnostics while patients can receive bet-
ter quality of care, assessment of real costs by different
hospitals etc. Prediction of 30-day hospital re-admission
takes a special place in predictive analytics research [22].
Timely identification of potential unplanned readmis-
sions can have a high impact on the improvement of
healthcare services for patients, by reducing the need
for unnecessary interventions and hospital visits. In ad-
dition, hospital readmission is considered as a major in-
dicator of quality of care for hospitals, with significant
economic impact. It is reported that readmission rate
was 19.6% within 30 days, 34.0% within 90 days, and
56.1% within one year following discharge. According
to the Institute for Healthcare Improvement, of the 5
million U.S. hospital readmissions, approximately 76%
can be prevented, generating the annual cost of about
$25 billion. [21]

Many researchers addressed this problem by build-
ing predictive models on secondary healthcare data, but
they often failed to develop highly accurate models be-
cause of the lack of data. Regulations and privacy con-
cerns often hinder the exchange of healthcare data be-
tween hospitals or other healthcare providers [22, 24].
This problem can be solved by two major strategies: se-
cure multi-party computation (SMC) [22, 14], and ran-
domization [8]. In the case of SMC, the sites cooperate
to build the global prediction model without sharing
the data itself, and these techniques have already shown
their usefulness in many application areas [22, 14].

On the other hand, these techniques cannot help in
situations where the lack of data originates from long
and expensive clinical trials [2] or in the case of data
from rarely observed diseases [1]. In such situations a
randomization based pre-processing could be applied,
where some noise is added to the original data prior
to predictive modeling. Still, randomization techniques
often hamper the utility of the model [14].

One way to address these problems is the inclusion
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of additional training examples created from the current
set of examples by utilizing specic knowledge about the
task at hand (often called virtual examples VE [16]).
Compared to simple randomization techniques incorpo-
ration of VE as training examples in machine learning
not only preserves model accuracy (and data privacy)
but often improves it [25]. This is explained because
incorporation of prior knowledge may contain informa-
tion on a domain not present in the available domain
dataset [15, 18] and thus exploits advantages in domain
knowledge (knowledge driven) and data driven knowl-
edge as complementary information sources. In the area
of healthcare predictive modeling, virtual examples are
successfully used for sepsis analysis [17]. VEs are of cru-
cial significance for early sepsis prediction since patients
infected by this disease often die in the early stage, and
thus, temporal data cannot be gathered. Recently pro-
posed predictive models for addressing this problem are
based on VE that use differential equations [2] or med-
ical models [5] as prior knowledge sources. It can be
concluded that VE can be useful, and sometimes are
the only possible technique to compensate for the lack
of data in predictive modeling.

In this paper, we propose a method for VE genera-
tion which uses labeled examples and domain knowl-
edge in the form of the ICD-9-CM hierarchy of dis-
eases. The proposed technique is based on perturba-
tion techniques that preserve privacy, but also allow
generation of unobserved comorbidities. We consider
three perturbation techniques based on apriori proba-
bilities (data driven) and ICD-9-CM hierarchy informa-
tion (knowledge driven) in order to randomize examples
in a controlled manner while preserving privacy and ad-
dressing the problem of potentially existing, but non-
observed comorbidities in data at hand. Additionally,
features that indicate patient identity (patient identi-
fication, hospital identification and year of admission)
are excluded. The intuition for the inclusion of hierar-
chy of diseases is based on too specific diagnoses that
medical experts can assign. In case of similar symp-
toms, medical experts can make mistakes and assign
false diagnoses. However, such diagnoses often belong
to the same group of diagnoses due to their similarity.
Therefore, the inclusion of a hierarchy of diseases in or-
der to emphasize diagnoses from the same group or to
generate unseen comorbidities can be used as a privacy
preserving technique.

2 State of the art

Virtual examples are very popular in areas where
data are hard to obtain or where data interchange is
impossible due to regulations. This kind of problems
is defined as small sample data set problems. This

means that sample size is smaller compared to the
number of features which leads to a poor generalization
of classifiers.

One of the first efforts in investigating the effects of
virtual examples is presented in [19]. They compared
two ways for incorporation of domain knowledge in
learning algorithm. One approach was based on chang-
ing the learning algorithm and other by incorporating
virtual examples. The first approach may perform bet-
ter and faster, but it requires significant effort in chang-
ing the goal function, or optimization of the learning al-
gorithm. An approach based on virtual examples have
two major advantages. First, it improves accuracy of
the learning algorithm and second, it can be readily im-
plemented for any learning algorithm. However, the vir-
tual examples based approach increases overall training
time and specifically for support vector machines leads
to situation where many virtual examples becomes sup-
port vectors hence decreasing classification speed.

Virtual examples can be divided into two categories.
First, more popular category, is to generate virtual ex-
amples by extracting the nontrivial knowledge hidden
in the problem being solved. The task of extracting
nontrivial knowledge is being formulated as a probabil-
ity density function estimation [16]. This approach im-
proved performance of pattern recognition by, given a
3D view of an object, generating new images from other
angles through mathematical transformations. Extract-
ing prior knowledge is a highly challenging task which
requires a lot of efforts. This approach assures ratio-
nality, however adaptability to other problems is very
low. Our approach can be categorized as the extraction
of nontrivial knowledge. However, we added formally
specified domain knowledge in the form of ICD-9-CM
ontology (hierarchy). This way information about simi-
larity of features is included in the generation of virtual
examples.

Another approach, called perturbation, is to gener-
ate virtual examples by adding the noise to the orig-
inal examples. This approach often adds noise using
uniform or normal distribution. An interesting pertur-
bation examples are presented in [27] where training
samples of the rare class are divided into p groups using
the k nearest-neighbor algorithm, then generated vir-
tual examples by averaging every two samples of each
group, and leaving the labels unchanged. Compared to
the first approach, adaptability of these methods is more
evident, but rationality cannot be assured.

There are four problems the virtual generator needs
to address: inputs, the strategy of the virtual examples
generator, outputs and the number of virtual examples.
Most of the virtual example approaches differ in strat-
egy. To the best of our knowledge, there are several
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strategies of virtual example generation.
The first strategy randomly picks a sample inside

of the hypersphere of a real samples input point, where
the hypersphere is defined by uniform or Gaussian
distribution. Since the point is selected near an original
data point, it is similar, but not the same as an original
data point. Further, the output is selected by a weighted
average of original data points in a hypersphere or using
evolutionary approach. This approach emphasizes that
utilizing virtual examples does improve the performance
of the classifier. [3]

Another approach of functional virtual population
generation [11] is developed for specific types of systems
such as manufacturing systems. The process of virtual
examples generation starts from one system attribute
and generate a specified number of virtual examples
in the neighborhood of selected attribute. To test
a virtual population, neural network is used, where
the real performance of manufacturing system is used
as an output. Once accuracy reaches its peak, a
different system attribute is selected and the process
is repeated. When all system attributes are processed,
an integrated virtual population is used for artificial
testing of the manufacturing process. Experimentally
this approach dramatically improved learning accuracy
and scheduling in a manufacturing system. This system
inspired our strategy of virtual example generation.
Similarly as selecting one system attribute, we select one
diagnosis from ICD-9-CM codes (the proposed system
is explained in more details in the following section).

The need for virtual examples in a small sample
studies is explained in [7]. They elaborate that a classi-
cal network cannot recognize a non-linear function with
a small sample. Therefore, they utilized the information
diffusion principle. This principle asserts that, when
an incomplete data set is used to estimate a relation-
ship between features, there must exist reasonable dif-
fusion means to change observations into fuzzy sets to
partly fill the gap. They proposed a random generator
controlled by probability density function as a diffusion
function. Derived patterns are controlled to match us-
ing BP networks.

Another paper demonstrationg the importance of
virtual examples in small data sets [9]. Small sam-
ple size learning cannot achieve high performance with
respect to the overall population independent of the
learning algorithm employed. However, small sample
has a certain distribution, and virtual examples can be
derived from density function obtained from interval-
ized kernel density estimation. This approach is shown
to improve the performance of the learning algorithm.
However, this approach seemed less suitable with nom-
inal attributes (which is the case in our problem).

Virtual examples are highly utilized in medical do-
main, especially for the problem of rare disease and mi-
croarray analysis, which are formulated as small sample
problems. One paper which utilizes virtual examples in
order to improve the performance of learning algorithm
for cancer identification is [12]. Their procedure for the
binary classification problems with small sample data
sets consists of three steps. First, a gene selection algo-
rithm, which selects genes based on t-statistic value is
employed to reduce dimensionality and improve learn-
ing ability (which is expected in gene expression prob-
lems due to high noise in attributes). Then, by utilizing
group discovery technique, they profile related charac-
teristics of each discriminative gene within a dataset.
This step primarily searches for sample grouping (clus-
ters) based on the spatial relationship between each
other. As such, outliers are presented as a separate
group. It is expected that clusters have the same label.
Further, random noise is added to real examples using
mean and standard deviation for each cluster. Simula-
tion on both synthetic and real world data sets have
shown that performance improved dramatically com-
pared to the original data set. This paper motivated
us to use groupings of features, not samples. Since we
can utilize domain knowledge in the form of ICD-9-CM
ontology (hierarchy) we grouped features which are sim-
ilar in terms of effects and charging.

Virtual examples are also utilized in scheduling. Be-
cause of limited information in early dynamic flexible
manufacturing systems, scheduling knowledge is diffi-
cult or impossible to obtain. Therefore, virtual exam-
ples must be generated and utilized for simulation. In
[13] mega-trend-diffusion technique is performed to de-
velop virtual examples. The mega-diffusion method dif-
fuses a set of data using a common diffusion function
with the objective to determine possible dataset cover-
age on a group consideration basis. When the group
is found (domain range) samples are randomly selected
from group and value of the diffusion function is added.
The idea of grouping of data is also implemented in
our research, where we grouped data based on hierar-
chy (domain knowledge). Namely, in the process of se-
lection of samples, we used samples which have a same
or similar diagnosis. Our approach is explained in more
details in the following section.

Smoothing aiming for better estimation of pdf is
used in [26]. Their virtual examples generator estimates
parameters of Normal distribution from data. Further,
using a random number generator they produce a vir-
tual example. Although, this seems obvious it is math-
ematically and empirically shown that virtual exam-
ples improve the performance of learning algorithms for
small size data sets and imbalanced data sets. These re-
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sults motivated us to develop domain knowledge-based
virtual examples generator.

Metaheuristics have also been used for virtual ex-
amples generators. In [10] a genetic algorithm is used for
virtual example generation specially designed for small
data prediction problems. Their mathematical model
optimized mean absolute percentage error of linear re-
gression function with constraints. The acceptable value
of each attribute was determined with lower and upper
bound. Virtual examples were defined as units in ge-
netic algorithms, which were optimized in each itera-
tion. The output of virtual example is defined based on
real world samples with defined upper and lower bound.
If the output does not satisfy these conditions the pro-
cess is repeated. This way virtual examples are gen-
erated with an optimization procedure which reduces
the error of learning algorithm. However, since virtual
examples use class information adding the noise is es-
sential in order to prevent overfitting.

Medical records including rare diseases are one of
the most challenging prediction tasks where virtual ex-
amples generator is needed in order to obtain acceptable
performance of learning algorithm.

In [5] a population of virtual patients is generated
by random initialization of some parameters and by
random initialization of the states initial conditions.
Further, a patient is tracked over time using ordinary
differential equations and based on results it can be
either in survival group or in non-survival group. This
random initialization and random selection of states,
both using pdf from real data, have shown promising
results. Another paper [2] produced in silico or virtual
patients for sepsis prediction. Virtual examples were
created using dynamical equation, but each of the
patients has a unique set of parameters and therefore
unique response to the CLP induction of sepsis. This
is especially important since sepsis is highly progressive
disease and early prediction is a must. As in majority
of virtual example generator papers parameters are
randomly sampled from predefined intervals and and
if the likelihood for sepsis is high enough over time
then the virtual patient is accepted as valid. It has
been shown that this approach in combination with
domain knowledge improves performance of prediction
compared to a data driven approach. Therefore, we
find this motivating to include formally written domain
knowledge in order to improve performance of learning
algorithm. In same domain (sepsis prediction) there is
another approach for virtual patients generation which
shown promising results

In [23] a feasibility based programming method is
used as a virtual example generator. Model optimize
mean absolute prediction error. Inputs are chosen ran-

domly while outputs are defined using a genetic algo-
rithm and backup propagation neural networks based
feasibility-based programming model, with a constraint
on output (must be inside lower and upper bound).
When a virtual example is created latent spectral fea-
tures are extracted which simplify model (thus reduc-
ing model training time). It has been shown that this
approach improves the performance of learning algo-
rithm for shell vibration and acoustic spectral data of a
laboratory-scale ball mill.

This paper extends the first method for generat-
ing virtual examples which utilizes structured domain
knowledge in the form of ontology (hierarchy) [25]. The
hypothesis in this work is that using higher level con-
cepts for probability smoothing and selection of diag-
noses (as a step of virtual example construction) would
positively influence readmission prediction and that this
approach would enable data sharing between hospitals.

3 Proposed System

In order to address problems discussed above we
propose a system for data enrichment and sharing
of information about EHRs between hospitals that
adds an additional layer of privacy protection into
existing predictive modeling systems (Figure 1).The
process of privacy protection starts with traditional
anonymization techniques, which map personal and
hospital identity into encrypted form. Additionally,
time and duration of hospital visits are presented in
relative form (number of days from initial admission),
while exact dates are removed. Even though these
techniques can substantially reduce the risk of patient
identification, the state of the art predictive techniques
theoretically can still identify the person based on
procedures, diagnoses, and other data that cannot be
encrypted if they serve as a basis for collaborative
building and evaluation of predictive models. In order
to increase privacy protection and allow data sharing
and building of the more accurate predictive models,
we propose a data enrichment mechanism that is based
on randomization. However, data enrichment based on
simple probabilistic randomization most often reduces
the predictive performance, because of additional noise
that is added to data. In order to prevent data
quality loss by randomization we introduce a mechanism
for fusion of data randomization techniques with the
domain knowledge sources (ontologies or rules), and
thus, randomization of the original data in a controlled
manner.

We consider three types of EHR randomization: a
priori, knowledge-based and hybrid. For the purpose
of clarity, this will be more thoroughly explained later
in the text. After anonymization and randomization,
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this additional example can be used for data enrichment
within or between hospitals. Further, each hospital can
build predictive models on enriched data (generated on
its own or by other hospitals) and these models can
be used for assessment of the risk of readmission for
new patients. Finally, predictive models (classification,
regression, etc.) can be built on enriched data sources
and applied for many different problems in healthcare
e.g. prediction of re-admission risk, a number of
admissions in hospitals, cost-to-charge ratios, etc. In
this research, we built and evaluated predictive models
for readmission risk prediction. These models should
serve as decision support for medical doctors when
making a decision about diagnoses and/or therapy.
High readmission risk can indicate that diagnosis or
therapy are not adequate for the given patient and
that doctor should re-examine the patient, or send
him to additional testing in order to prevent potential
readmission. The proposed system is depicted on Figure
1.

Figure 1: DSS for privacy-preserving sharing of data

In the further text, we explain in more detail the
procedures for enabling data sharing through a priory
(probability) based and knowledge guided randomiza-
tion. These techniques are similar to one recently pro-
posed [25], which was previously used for the gener-
ation of rare diseases and improved generalization of
predictive algorithms. Here it will be used as a general
knowledge-based randomization mechanism that allows
more secure data sharing.

The additive (a priori) randomization approach
uses a technique for smoothing the probabilities of ev-
ery diagnosis, in a similar way as Laplace smoothing in
the Naive Bayes algorithm. For each new VE, we start
the generation process by selecting a diagnosis based on

a priori probabilities of all diagnoses that are smoothed
(increased) with parameter . The initial disease may be
selected based on the highest probability of appearance
(if most common disease from the hospitals should be
shared), or inverted probabilities (if rare diseases should
be shared). When the first feature (disease) is selected,
the next disease (comorbidity) is selected in the follow-
ing way: First, the comorbidity subset (CS) is formed
with all diagnoses that have comorbidities with the pre-
viously selected diagnosis. Next, features are chosen
based on λ-updated probabilities from CS. This pro-
cedure is iteratively repeated by forming CS based on
conditional probabilities of comorbidities for already se-
lected features. It is intuitively clear that this procedure
will result in feature distribution that is similar to the
original data. Namely, all new features will have the
same or reduced set of features compared to the origi-
nal dataset, where privacy will be preserved, but there
is no chance of generating unseen comorbidities.

Knowledge-based randomization - enables gen-
eration of features (i.e. comorbidities) that are not
observed in the original dataset. This generation can
preserve privacy, but also, could be useful in situations
when hospitals did not have patients with a specific set
of diseases (and it is known that such a set can appear in
the future). Of course, by using simple randomization
such VE cannot be generated, and thus the process of
randomization has to be guided by some form of domain
knowledge.

In this study, we use hierarchical ICD-9 (excerpt of
hierarchy is given in Figure 2) classification of diseases
as a knowledge source. The ICD-9 codes are organized
in a hierarchy where an edge represents an is-a relation-
ship between a parent and its children. Hence, the codes
become more specific as we go down the hierarchy [20].
When leveraging the ICD-9 hierarchy for generating vir-
tual examples, we can assume that the child nodes have
a correlated relationship with the feature of interest (se-
lected feature). There are about 15,000 diagnostic codes
in the ICD-9-CM hierarchy. Each three-digit diagnostic
code is associated with a hierarchy tree. In this pa-
per, we refer to it as a top-level diagnostic code. Figure
2 shows a part of hierarchy within the top-level (most
general) diagnostic code that represents infectious and
parasitic diseases. Top-level can be represented as a set
of lower level concept group of diagnoses, which present
more specific diagnoses. Further, that set of diagnoses
can be specified to more specific concepts (five digit
codes). Hierarchy used in this paper is Clinical Classifi-
cation Software (CCS) which clusters patient diagnoses
and procedures into clinically meaningful categories. [4]

When leveraging the ICD-9 hierarchy for generating
virtual examples, we can assume that the child nodes
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Algorithm 1 Pseudo-code for VE generator

Inputs: dataset D, # examples n, smoothing λ,
continue parameter cp, number of examples k
Output: list of virtual examples VE

VE = ∅ //initialize list of virtual examples
while k virtual examples are created do

set CS = D //create comorbidity subset CS
V = ∅ //initialize virtual example
while cp is true do

//calculate probabilities of diagnoses in CS
//smooth probabilities of every ICD-9 code
//smooth probabilities of similar diagnoses

P =
|X|+ λ× |X|+ λ× |Xcs|

ncs

if first step then
//invert probabilities

P =
1

P

end if
//add disease i to V
//using roulette wheel selection
Add(V, i)
//select CS with examples having at least
//one diagnosis from three level group of
//selected diagnosis
CS = Dcs

//calculate ratio of examples in CS with
//higher number of diagnoses and number of
//examples with lower number of diagnosis

ratio =
|CS>|+ λ× |CS>|
|CS|+ 2λ× |CS>|

if random number ≥ ratio then
cp = false

end if
end while
//roulette wheel selection for other features
//excluding hospital and date of admission

//add virtual example to list
Add(VE, V)

end while

Figure 2: ICD-9 hierarchy of diseases

and a parent node are both correlated with the fea-
ture of interest (in this case, the risk of 30-day hospital
readmission). So the main idea is to generate VEs with
similar readmission outcome for diseases or comorbidi-
ties (combination of diseases) from the same hierarchy
group.

The first step is the same as in Additive smoothing:
the first diagnosis is chosen from rare diagnoses that
are favored for selection. The main contribution is
the iterative step, where CS is formed not only from
comorbidities with previously selected diseases but all
comorbidities of 3-digit hierarchy level that selected
diagnoses to originate from. This extends the space
of possible diagnosis (now not only comorbidities with
one diagnosis are considered, but comorbidities with the
hierarchy group) and allows knowledge-guided selection
of unseen cases. Intuition behind this approach is that
diagnoses from the same hierarchical group are often
treated the same way and that on the low level of
hierarchy diagnosis could be too specific, since various
diagnoses from the same group at symptom level seem
to share similar behavioral symptoms and diagnostic
criteria [28], meaning that real diagnosis could be
overlooked.

This way it is possible to adapt models for the
unseen cases, but also to randomize them in a controlled
manner and thus preserve privacy when sharing data.

Integrated randomization (Additive and ICD9
based) smoothing combines previously described ap-
proaches by executing Additive and ICD9 smoothing,
respectively. After execution, feature probabilities are
updated by the sum of aforementioned smoothing up-
dates. Further CS is formed the same way as in the
ICD9 smoothing. The level of randomization and ICD9
influence is controlled by smoothing parameters that
control smoothing levels for each type of smoothing.
Users also provide the number of examples to be gen-
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Table 1: Accuracy of logistic regression (AUC) when using enriched data of a single hospital versus using an
individual hospital data alone or shared data from all hospitals.

# Examples # Readmitted % Readmitted Individual Shared Enriched
7884 1,336 16.95 0.695 0.820 0.815
6394 1,450 22.68 0.693 0.793 0.771
6317 1,064 16.84 0.644 0.782 0.762
5103 705 13.82 0.621 0.780 0.794
4405 813 18.46 0.636 0.728 0.761
7884 1,336 16.95 0.695 0.825 0.817
6394 1,450 22.68 0.693 0.802 0.810
6317 1,064 16.84 0.644 0.791 0.741

erated and a parameter for smoothing variables other
than diagnoses. Pseudo-code is given in Algorithm 1.

4 Experimental Evaluation

In this research, we addressed the problem of hos-
pital readmission prediction in situations where EHRs
are not shared between hospitals. Our main hypothesis
was that the controlled (knowledge guided) randomiza-
tion of data can provide additional examples that can
be shared in a more secure way and increase the perfor-
mance of predictive models built by each hospital.

4.1 Data In Hospital discharge data from California,
State Inpatient Databases (SID), Healthcare Cost and
Utilization Project (HCUP), Agency for Healthcare Re-
search and Quality was used [6]. This data tracks all
hospital admissions at the individual level, having a
maximum of 15 diagnoses for each admission. Since
there are over 14,000 ICD-9-CM codes, and using diag-
noses as 15 polynomial attributes would be unfeasible
for any learning algorithm to handle, we transformed
the feature space by presenting each code as a feature.
Therefore, we have about 14,000 binary features, where
positive value marks the presence of the diagnosis. The
final data set was preprocessed as in [22], with 850 input
features (diagnoses) and as predictors for single binary
output (patient was re-admitted within 30 days or not).

4.2 Experimental setup Since Data from 2009 and
2010 (about 2/3 of the entire data set) were used for
training, while data from 2011 was used for testing.
As a learning algorithm, we used logistic regression
(LR), since it often showed good performance in medical
applications, also performing well on this type of data
and most importantly, providing interpretable models.
Interpretability of models is especially important in
Healthcare predictive analytics because of high costs

of wrong decisions. We used all pediatric patient data
from 8 hospitals with the highest numbers of patients
and highest numbers of different diseases and highest
number of patients.

Hybrid strategy (both additive and knowledge
based randomization) was used in order to generate ad-
ditional examples in a controlled (knowledge guided)
manner. For each hospital, the same number of ran-
domized examples is created, leading to a repository of
30,103 examples that were used for data enrichment of
each hospital. In order to show usefulness of enrich-
ing data from specific hospitals with virtual examples,
we made the following sets of data (on which logistic
regression is applied and evaluated):

• Individual LR was trained on data from a single
hospital.to predict readmission at that hospital.

• Shared LR model is developed on integrated data
from all hospitals.

• Enriched LR was trained on data from an individ-
ual hospital enriched with data from VE repository.

Since the data has a high class imbalance (about
20% of all patients were readmitted), we evaluated
all models with Area Under Curve (AUC) instead of
classification accuracy.

4.3 Results In contrast to medical applications
where data sharing is not applied or not allowed, the
proposed method can generate additional examples,
which can allow developing more accurate and with bet-
ter generalization power. Since there are a lot of hos-
pitals with a relatively small number of admissions, at
these hospitals this method can supplement missing ex-
amples. Table 1 shows brief data description and AUC
values for each experiment on each hospital (larger val-
ues are better and the best performance is presented in
bold letters).
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It can be seen at Table 1 that sharing the data dras-
tically improves model performance. All models that
are built on Original data have AUC less than 0.696,
while models on Shared data had AUC performance
from 0.728, up to 0.825. Still, such sharing of data is of-
ten not possible due to strict data privacy regulations.
On the other hand, models built using data from VE
repository allow sharing the data without compromis-
ing privacy. It can be seen that models that are built on
data from VE repository (and original data from each
hospital) achieved results comparable to using shared
data. Performance on all hospitals was very similar and
for hospitals 4, 5 and 7 results were even slightly better.

5 Conclusion and Future Research

In this paper we proposed a method that allows
privacy while preserving data sharing between hospitals.
The system is based on domain knowledge guided
randomization techniques, where domain knowledge is
presented in the form of a hierarchy of diagnoses.
It is shown that sharing the data through generated
virtual examples as such improves model performance
for hospital readmission prediction. We conclude that
hospitals could reduce costs for readmitted patients by
using data sharing and virtual examples.

In future work, we plan to extend the system to
other types of domain knowledge sources, such as other
hierarchies and ontologies, where additional information
about relations between diseases is present.

6 Acknowledgment

This research was partially supported by the
U.S. Office of Naval Research grant N00014-15-1-2729,
and by SNSF Joint Research project (SCOPES), ID:
IZ73Z0 152415.

References

[1] Bavisetty, S., Grody, W. W., & Yazdani, S. (2013).
Emergence of pediatric rare diseases: Review of present
policies and opportunities for improvement. Rare Dis-
eases, 1 (1), e23579.

[2] Cao, X. H., Stojkovic, I., & Obradovic, Z. (2014, Jan-
uary). Predicting Sepsis Severity from Limited Tem-
poral Observations. In Discovery Science (pp. 37-48).
Springer International Publishing.

[3] Cho, S., Jang, M., & Chang, S. (1997). Virtual sample
generation using a population of networks. Neural
Processing Letters, 5 (2), 21-27.

[4] Elixhauser, A., Steiner, C., & Palmer, L. (2008).
Clinical classifications software (CCS). Book Clinical
Classifications Software (CCS)(Editor ed eds).

[5] Ghalwash, M., & Obradovic, Z. A Data-Driven Model
for Optimizing Therapy Duration for Septic Patients.

In Proc. 14th SIAM Intl. Conf. Data Mining, 3rd
Workshop on Data Mining for Medicine and Health-
care, Philadelphia, PA, USA (April 2014).

[6] Healthcare Cost and Utilization Project. (2008). Intro-
duction to the HCUP Kids inpatient database (KID)
2006. Rockville (MD): Agency for Healthcare Research
and Quality.

[7] Huang, C., & Moraga, C. (2004). A diffusion-neural-
network for learning from small samples. International
Journal of Approximate Reasoning, 35 (2), 137-161.

[8] Kantarcioglu, M., Nix, R., & Vaidya, J. (2009). An
efficient approximate protocol for privacy-preserving
association rule mining. In Advances in Knowledge
Discovery and Data Mining (pp. 515-524). Springer
Berlin Heidelberg.

[9] Li, D. C., & Lin, Y. S. (2006). Using virtual sample
generation to build up management knowledge in the
early manufacturing stages. European Journal of Op-
erational Research, 175 (1), 413-434.

[10] Li, D. C., & Wen, I. H. (2014). A genetic algorithm-
based virtual sample generation technique to improve
small data set learning. Neurocomputing,143, 222-230.

[11] Li, D. C., Chen, L. S., & Lin, Y. S. (2003). Using
functional virtual population as assistance to learn
scheduling knowledge in dynamic manufacturing en-
vironments. International Journal of Production Re-
search, 41 (17), 4011-4024.

[12] Li, D. C., Fang, Y. H., Lai, Y. Y., & Hu, S. C. (2009).
Utilization of virtual samples to facilitate cancer identi-
fication for DNA microarray data in the early stages of
an investigation. Information Sciences, 179 (16), 2740-
2753.

[13] Li, D. C., Wu, C. S., Tsai, T. I., & Lina, Y. S. (2007).
Using mega-trend-diffusion and artificial samples in
small data set learning for early flexible manufacturing
system scheduling knowledge. Computers & Operations
Research, 34 (4), 966-982.

[14] Mathew, G., & Obradovic, Z. (2013). Distributed
Privacy-Preserving Decision Support System for
Highly Imbalanced Clinical Data. ACM Transactions
on Management Information Systems (TMIS), 4 (3),
12.

[15] Mirchevska, V., Lutrek, M., & Gams, M. (2014).
Combining domain knowledge and machine learning for
robust fall detection. Expert Systems, 31 (2), 163-175.

[16] Niyogi, P., Girosi, F., & Poggio, T. (1998). Incorpo-
rating prior information in machine learning by creat-
ing virtual examples. Proceedings of the IEEE, 86 (11),
2196-2209.

[17] Radosavljevic, V., Ristovski, K., & Obradovic, Z.
(2013). A data-driven acute inflammation therapy.
BMC Medical Genomics, 6 (Suppl 3), S7.

[18] Radovanovic, S., Vukicevic, M., Kovacevic, A., Stiglic,
G., & Obradovic, Z. (2015). Domain knowledge
based hierarchical feature selection for 30-day hospi-
tal readmission prediction. In Artificial Intelligence in
Medicine (pp. 96-100). Springer International Publish-
ing.

17



[19] Schlkopf, S. P., Simard, P., Vapnik, V., & Smola, A.
J. (1997). Improving the accuracy and speed of sup-
port vector machines. Advances in neural information
processing systems, 9, 375-381.

[20] Singh, A., Nadkarni, G., Guttag, J., & Bottinger, E.
(2014, September). Leveraging hierarchy in medical
codes for predictive modeling. In Proceedings of the 5th
ACM Conference on Bioinformatics, Computational
Biology, and Health Informatics (pp. 96-103). ACM.

[21] Srivastava, R., & Keren, R. (2013). Pediatric readmis-
sions as a hospital quality measure. JAMA, 309 (4),
396-398.

[22] Stiglic, G., Wang, F., Davey, A., & Obradovic,
Z. (2014). Pediatric Readmission Classification Using
Stacked Regularized Logistic Regression Models. In
AMIA Annual Symposium Proceedings (Vol. 2014, p.
1072). American Medical Informatics Association.

[23] Tang, J., Jia, M., Liu, Z., Chai, T., & Yu, W. (2015,
August). Modeling high dimensional frequency spectral
data based on virtual sample generation technique. In
Information and Automation, 2015 IEEE International
Conference on (pp. 1090-1095). IEEE.

[24] Vest, J. R., & Gamm, L. D. (2010). Health informa-
tion exchange: persistent challenges and new strate-
gies. Journal of the American Medical Informatics As-
sociation, 17 (3), 288-294.

[25] Vukicevic, M., Radovanovic, S., Kovacevic, A., Stiglic,
G., & Obradovic, Z. (2015). Improving Hospital Read-
mission Prediction Using Domain Knowledge Based
Virtual Examples. In Knowledge Management in Or-
ganizations (pp. 695-706). Springer International Pub-
lishing.

[26] Yang, J., Yu, X., Xie, Z. Q., & Zhang, J. P. (2011). A
novel virtual sample generation method based on Gaus-
sian distribution. Knowledge-Based Systems, 24 (6),
740-748.

[27] Zhang L. & Chen G.H. (2006), Method for constructing
training data set in intrusion detection system, Com-
puter Engineering and Applications, 42 (28). 145 146.

[28] Zhou, J., Lu, Z., Sun, J., Yuan, L., Wang, F., & Ye,
J. (2013, August). FeaFiner: biomarker identification
from medical data through feature generalization and
selection. In Proceedings of the 19th ACM SIGKDD
international conference on Knowledge discovery and
data mining (pp. 1034-1042). ACM.

18



Effect of the Definition of Non-Exposed Population in Risk Pattern Mining

Giulia Toti1, Ricardo Vilalta1, Peggy Lindner2, and Daniel Price2

1Department of Computer Science, University of Houston
2Honors College, University of Houston

Abstract
Odds ratios, and other traditional metrics used to quantify
the correlation between illness and risk factors, rely on the
correct definition of exposed and non-exposed populations.
This definition has always been straightforward in conven-
tional epidemiological studies that focus on the effect of a
single risk factor. Current data mining techniques, like as-
sociation rule mining, allow the evaluation of the effect of
combinations of multiple risk factors. In this new scenario,
what would be, the optimal definition of non-exposed pop-
ulation?

So far in the literature, the non-exposed group included
every subject who was not exposed to all of the risk factors
under analysis. Alternatively, we may decide to include in
the non-exposed group subjects who were not exposed to
any of them. A study to determine which definition should
be favored in differing circumstances is currently missing. In
this paper, we discuss possible advantages and disadvantages
in using one definition or the other. We also show the
differences in results obtained when the two definitions are
implemented in an association rule mining algorithm and
used to extract rules from a group of datasets. We conclude
that these differences should not be ignored and proper
attention should be given to finding the correct definition
of non-exposed population in risk assessment studies.

1 Introduction.

In recent years we have observed an exponential growth
in the amount of data available in the medical field. This
trend creates an opportunity for modern data mining
techniques, which can be employed to extract mean-
ingful and useful information from massive repositories
[11]. Techniques that can extract and report the infor-
mation in the form of rules are particularly favored, be-
cause they are readily interpretable for all health prac-
titioners, even those who do not have a background in
data analytics. The most popular algorithms for extrac-
tion of rules from data can be grouped into two families:
Decision Trees and Association Rule Mining (ARM). In
this paper, we will focus on ARM.

Association rule mining was originally designed
to find frequent associations between items in large
databases [1]. Since then, different formulation of ARM
have been studied, and many have also been applied
in clinical environments. One of the first applications
was presented by Brossette et al. in 1998, to study
the association between hospital infections and public

health surveillance [4]. Other publications include
studies on chronic hepatitis, septic shock, heart disease,
association deficit disorder, cancer prevention, response
to drugs and general lifestyle risk behaviors [6, 12, 17,
18, 19, 20, 21, 22]. In its early formulation, ARM was
designed to find rules with high support and confidence,
that is, groups of elements that appear frequently in
the dataset and that are highly correlated. However,
sometimes associations of interest in the medical domain
can be infrequent and not particularly highly correlated.
Therefore, it was necessary to introduce new metrics
to evaluate the interestingness of a rule. A list of
these metrics and an evaluation of their effectiveness
is presented in [18].

The list of objective measures available to evalu-
ate rules includes Risk Ratio (RR) and Odds Ratio
(OR). These two measures are largely used in the field
of medicine and public health to establish a correlation
between one or more factors and the health outcome
under study. The factors implicated in the health out-
come may differ widely (from genetic, to demographic,
to environmental) and are generally called exposures.
By computing risk ratio and odds ratio, it is possible to
compare the exposed and non exposed populations to
determine if one of them has higher chances to develop
the outcome under study.

In 2009, Li et al. [13] presented a variant of
association rule mining that abandoned the traditional
support-confidence framework in favor of a pattern
search guided by risk ratio. The proposed method
was more efficient in covering the search space, and
produced a smaller number of rules. But the number
of rules in the output could still be too large for easy
interpretation. Later, another paper by Li et al. [14]
presented a method to prune redundant rules based on
overlapping of the confidence interval of the odds ratio.
The odds ratio is usually reported with its confidence
interval to show the accuracy of the estimate. Li et
al. used confidence intervals to determine if a rule and
its parent are statistically different. If the confidence
intervals do not overlap, the rules must carry different
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Figure 1: Schematic representation of OR confidence
interval of different rules. Rule X → Y is the parent. By
adding other exposures to the parent rule, we obtaine
the new rules Xz → Y and Xw → Y . Because only the
confidence interval of Xw → Y does not overlap with
the parent rule, only this new association is statistically
different. Xw → Y brings new relevant information,
while Xz → Y should be pruned.

information; otherwise, they are considered equivalent
and the subrule is pruned. A schematic representation
of this concept is visible in Figure 1.

The odds ratio measures the correlation between
the exposure under study and a particular health out-
come by comparing two groups of subjects, exposed
and non-exposed (Eq. 2.2). Traditional epidemiolog-
ical studies analyze one risk factor at a time. While
other factors can be included in the data collection to
control for confounders and interactions; the interest is
usually limited to one new exposure that has not been
studied before. In this way, defining exposed and non-
exposed populations becomes straightforward. But in
ARM, multiple risk factors are often combined to form
a rule, therefore a new question arises: given a set of ex-
posures, which subjects should be included in the non-
exposed group?

So far in the literature [14, 18], researchers have
chosen to define non-exposed subjects as all those
subjects other than those exposed to all the factors
included in the rule. This definition is also implemented
in popular software for ARM such as the arules package
in R [8, 9]. An alternative definition, which to our
knowledge has not been discussed before, includes in the
non-exposed population only those subjects who have
not been exposed to any of the factors included in the
rule. In this paper, we will discuss possible advantages
and disadvantages of the two definitions and we will
show their impact when the pruning criteria described
in [14] is used.

2 Problem definition.

We will start this section with some of the foundations of
rules and rule mining. A rule represents an association

between two sets of items, i.e. X and Y . The
notation X → Y indicates that when X occurs Y
also occurs with a probability P (Y |X). In association
rule mining, rules are extracted from large binary
databases. The columns of the database represent the
set of possible items I = {i1, i2, ..., im}. A subset of
items X ⊆ I is called an itemset. The rows of the
database represent all instances, or transactions, that
occurred in the dataset. In a medical study, each row
represents a different subject of study, columns are
used to represent characteristics or conditions of the
corresponding subject. Possible items could be {Male}
or {Age : 30 ÷ 40} or {Smoker}. Medical data are
mined to find significant rules such as {Smoker,Age :
30 ÷ 40} → {Lung cancer}. Similar rules may have
low confidence (not all smokers in their 30s have lung
cancer!), but help finding a significant change in risk for
exposed and non-exposed population.

Not every possible combination of itemsets (X,Y )
forms an interesting rule. Different criteria have been
defined to differentiate meaningful rules from the rest.
The most common, introduced by Agrawal in its first
ARM formulation [1], forms the support-confidence
framework. The support of a rule represents how of-
ten the items of the rule occur together in the dataset
(supp(XY ) = P (Y ∧X)). The confidence of a rule mea-
sures the chance of finding the itemset Y (also called
consequent or RHS, right hand side) in a transaction,
given the presence of the itemset X (also called an-
tecedent or LHS, left hand side). Therefore, the confi-
dence is simply a conditional probability:

(2.1) conf(X → Y ) = P (Y |X) =
supp(XY )

supp(X)

The support-confidence framework requires selected
rules to have support and confidence larger than some
minimum thresholds, normally imposed by the user ac-
cording to the situation. But in a public health study
this framework represents a limitation. Some of the
interactions between exposures and health outcome can
be infrequent or not very strong, but still significant, es-
pecially if they capture an important difference between
who is exposed and who is not. Fortunately other met-
rics can be used to determine if a rule is significant for
medical purposes. One of them is the odds ratio:

OR(X → Y ) =
P (X ∧ Y )/(1− P (X ∧ Y ))

P (¬X ∧ Y )/(1− P (¬X ∧ Y ))
=

=
supp(XY )/supp(X¬Y )

supp(¬XY )/supp(¬X¬Y )

=
supp(XY )supp(¬X¬Y )

supp(¬XY )supp(X¬Y )

(2.2)
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The odds ratio allows us to compare health out-
comes in two populations differentiated by some expo-
sure(s). A positive (negative) correlation between out-
come and exposure exists if the OR is greater (less)
than 1. OR = 1 indicates no correlation. Epidemiolog-
ical studies normally report odds ratios with their con-
fidence interval (CI) [exp(log(OR)− ω), exp(log(OR) +
ω)], where

ω =zα/2

√
1

supp(XY )
+

1

supp(¬XY )
+

+
1

supp(X¬Y )
+

1

supp(¬X¬Y )

(2.3)

z is the critical value of the confidence interval,
and it is typically equal to 1.96, for a 95% level of
significance.

ARM can be used to mine rules of the form X → Y
with a significant odds ratio (that is, an odds ratio which
confidence interval does not cross 1). X represents
a set including one or more exposures and Y is the
health outcome under study. The great value of ARM
is that it allows us to explore the impact of all possible
combinations of exposures and report only those that
produce an interesting OR.

Unfortunately, this application, like many other
forms of ARM, is affected by the problem of redun-
dant rules. A redundant rule is a rule whose LHS
could be simplified by reducing the number of items
without any loss of information. For example, the rule
{Pregnant} → {Age : 20 ÷ 40} is just as informative
as the rule {Pregnant, Female} → {Age : 20 ÷ 40}.
Or, in the case of a medical study, adding an exposure
may not change the odds of having the health outcome.
Consider for example the rules {Smoker, Female} →
{Lung cancer} and {Smoker} → {Lung cancer}, re-
sulting in the same odds ratio. Clearly, smoking is re-
sponsible for the health outcome. The fact that some
subjects were females and smokers did not worsen their
odds, even if women and men have different levels of
risk. Therefore, the simpler rule should be preferred.
Not controlling for redundant rules can cause the num-
ber of output rules to grow exponentially and make
the results impossible to understand. Kotsiantis and
Kanellopoulos [10] offer a good overview of association
rule mining techniques and open questions, including a
paragraph on redundant association rules. The most
popular methods include selection of k best rules [2, 5],
mining only maximal itemsets [3, 7], and integration of
external knowledge to facilitate the search. This latter
became particularly popular in mining relationships in
gene expression data [16, 15].

Li et al. built an algorithm [14] based on the follow-
ing assumption: if adding an exposure to a rule does not
produce a significant change in OR, the rule should not
be reported. The odds ratio between two rules is signif-
icantly different if their 95% confidence intervals do not
overlap. The assumption seems reasonable, but it is af-
fected by how the non-exposed population is defined in
the presence of multiple risk factors. Changing the non-
exposed population results in different odds ratio, and
as a consequence must be designed carefully. The defi-
nition of the exposed population when the antecedent X
includes more than one exposure is straightforward: all
risk factors must be present at the same time. However,
in the current literature, ¬X includes every other possi-
ble scenario. This may create some confusion in the in-
terpretation of the rule, because the comparison group
is non-homogenous (it includes partially exposed and
completely non-exposed subjects). We also argue that
it results in a wrong comparison between rules. Con-
sider the rule {X} → {Y } and its child {Xw} → {Y },
where w is a single new exposure (w /∈ X). We ob-
serve the confidence intervals of the rule to determine
if they are statistically different. The odds ratio of the
parent rule is computed against a non-exposed popu-
lation composed by the union of (¬Xw) and (¬X¬w).
But the odds ratio of the child rule includes in the non-
exposed population (¬Xw), (¬X¬w), and also (X¬w).
The non-exposed group of the child rule is not included
in the non-exposed group of its parents. This makes the
rule intrinsically different.

The alternative definition of non-exposed popula-
tion, which includes only subjects that have not been
exposed to any of the risk factors under examination
((¬X¬w)), results in easily interpretable rules, because
the non-exposed group is homogenous. It also offers a
more consistent comparison between child and parent
rule, because now the non-exposed group of the child
rule is a subset of the parent non-exposed group. How-
ever, this definition may be problematic as it reduces
significantly the size of the non-exposed group, thus
reducing the power of the analysis. Furthermore, the
comparison with a completely non-exposed population
results in higher odds ratios that must be interpreted
carefully.

We performed a set of tests to observe the differ-
ences in performance obtained by the two definitions of
non-exposed group. The following section describes the
data used for the experiments and the different tests
conducted, followed by a summary of results and dis-
cussion.
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3 Experimental setting.

3.1 Method. We used a basic A Priori association
rule mining algorithm to extract rules from the data
(described in details in the following section). We con-
ducted our experiment using the Rstudio environment
and the arules package [8, 9]. We used three different
variations of the basic algorithm to evaluate the effect
of pruning and of using different population definitions:

• Traditional (Trad): the first method uses the
traditional definition of non-exposed population,
that is, any subject who has not been exposed to
all the risk factors included in the LHS. No pruning
criteria is used to filter redundant rules.

• Traditional + Pruning (TradP): this method
adds to the traditional definition of non-exposed
population a pruning criteria of redundant rules
based on overlapping of 95% CI.

• Alternative + Pruning (AltP): the last method
uses the same CI based pruning criteria, but the
non-exposed population used to compute the OR
is limited to subjects who have not been exposed
to any of the risk factors included in the LHS.

All methods have low thresholds for minimum sup-
port (1%) and confidence (0.0%) to preserve a large
number of rules and observe the differences in the re-
sults. The rules that satisfy the requirements of mini-
mum support and confidence were checked for statisti-
cally significant OR confidence interval. Only rules with
an interval that does not cross 1 were included in the
output (for all three methods).

3.2 Data. First, we tested the three methods de-
scribed in the previous section on six synthetic datasets
including 20,000 subjects and 51 features (one indicat-
ing whether the subject is a case or a control, the other
50 describing the exposure history). A single rule was
embedded in each of the six datasets. By knowing in
advance what rule should be found in each dataset, it
was possible to evaluate the performance of each algo-
rithm. Embedded rules have different lengths (from 1
to 3 risk factors in combination) and different strengths
(weak, P (Y |X) = 0.4 or strong, P (Y |X) = 0.8). All the
features not included in the embedded rule have no im-
pact on the outcome and are potential sources of noise.
A baseline probability P (Y |¬X) = 0.1 was introduced
to create a population of exposed controls, the absence
of which would result in infinite OR. Table 1 offers a
summary of the six datasets.

We also tested the three methods on a more com-
plex synthetic dataset designed to have a controlled in-
teraction between exposure and health outcome. The

ID Rule length Strength Cases
1 1 weak 3795
2 1 strong 6197
3 2 weak 2486
4 2 strong 3184
5 3 weak 2124
6 3 strong 2342

Table 1: :
Description of the six single-rule synthetic datasets used
in the experiment. Each dataset was embedded with a
rule of different length and strength. The last column
reports how many of the 20,000 subjects included in
each datasets are cases.

data represent a case-control study including 3220 cases
and 16780 controls. The database includes six exposures
designed to have a different impact on the chances of
developing the health outcome. Features are named for
ease of understanding. However, the data is not repre-
sentative of a real clinical study. We gave subjects the
following features across the database:

• Age; continuous, uniform distribution from 20 to
80 years.

• Gender; binary (male = 1), p(male)=0.5.

• Smoker; continuous, from 0 to 30 cigarettes per
day; p(0 = non smoker) = 0.6; remaining 40% is
uniformly distributed.

• Systolic blood pressure (SBP); continuous, normal
(mu = 130, sigma = 25).

• Diabetes; binary (diabetes = 1), p(diabetes) = 0.2.

• Daily exercise; categorical (none = 0, light = 1,
intense = 2), uniformly distributed.

The features have been designed to have different
impact on the chances of contracting the disease. Every
subject starts from a baseline probability of 5%. Ex-
posures can have a gradual impact or only act after a
certain threshold. They can also be affected by other
exposures. Here is the complete list:

• Age: the probability increases by 0.0025 by year of
age, starting at 0 for age = 20 and ending at +0.15
for age = 80.

• Gender: no effect.

• Smoker: the impact of cigarettes has been designed
as a step function. No impact up to 20 cigarettes
per day, then the probability of developing the
health outcome rises by 0.4 (+40%).
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• High SBP and diabetes: these two features have
no impact unless they happen together (diabetes
= true and pressure ≥ 150). If this condition is
verified, the probability of the event goes up by 0.2
(+20%).

• Exercise reduces the risk of cases by 0.2 if light and
0.4 if intense. However, exercise has no effect in
case of high blood pressure.

The database described above includes 5 embedded
meaningful rules: 3 caused by single exposures (Age,
Smoker and Exercise), and 2 caused by interaction
between exposures (high SBP with Diabetes, and high
SBP with Exercise). A good rule miner should capture
all these rules and avoid other less meaningful rules.
Less meaningful rules can be divided into two categories:
rules caused by simultaneous presence of two or more
risk factors, and truly redundant rules. The first
category includes those rules that do not represent true
interaction between risk factors, but produce a different
odds ratio because of their simultaneous presence. For
example, we expect the rule {Age, Smoker} → {Event}
to result in a higher odds ratio than its single parent
rules. Although the rule is not representative of a real
interaction between risk factors, it can still be of interest
for the study; therefore, we do not penalize methods
that output these associations. Truly redundant rules
include risk factors whose removal would result in no
changes in odds ratio. For example, we expect the rule
{Male, Smoker} → {Event} to have approximatively
the same OR of {Smoker} → {Event}, because gender
has no impact. In this case, the longer rule has no added
utility and should be avoided.

4 Results.

We recorded the number of rules reported by the
different methods when they were used to mine the six
one-rule datasets. Ideally, the output should be limited
to the one embedded rule. However, this is highly
unlikely because of the noise in the data and correlations
introduced when embedding the rule. A good output
should include the embedded rule and limit the number
of other associations.

Every method was able to find the embedded rule
in all of the six datasets. The total number of rules
found was variable, as visible in Figure 2. Because
of the low support and confidence thresholds used and
the absence of a pruning criterion for redundant rules,
the Traditional method reports a very high number of
rules, sometimes over a thousand. This proves that
pruning for redundancy can be very useful in lowering
the number of output rules, when other selection criteria
are missing or less strict.

Figure 2: Number of rules found by the different
methods in the six one-rule datasets. Datasets are
labeled on the x-axis using length of embedded rule and
strength of association.

TradP and AltP report a very similar number of
rules, although the first method appears slightly more
effective at filtering rules and returns in average 3.83
rules less than AltP, per trial. No remarkable difference
was found in the overall value of the reported odds ratios
and p-values.

When tested on the more complex synthetic
dataset, Trad output 23 associations, including the em-
bedded five. 9 rules represented additive effects between
risk factors. And 9 of the 23 reported rules were redun-
dant, as they were composed by simpler rules and the
risk factor {Male}, which we know by design has no
effect. Again, the high number of redundant rules out-
put shows that this method alone is not effective for the
task.

TradP output 14 associations, including the 5 em-
bedded in the synthetic set. 7 rules represented addi-
tive effects between risk factors. Two redundant rule
were also included: {Male, Smoker} → {Event}, and
{Male,Diabetes} → {Event}.

Alt3 reports a total of 14 rules: the 5 most signif-
icant plus 9 additive effects. No redundant rules are
reported. A summary of the rules found by each algo-
rithm is visible in Figure 3.

5 Conclusions.

We confirmed that mining with no pruning criteria pro-
duces a high number of redundant rules, thus proving
the necessity of a process for their elimination. TradP
and AltP were both effective in reducing the number
of rules and the size of their output is almost identi-
cal. However, AltP appeared to be slightly more effec-
tive at eliminating redundant rules in a more complex
scenario. TradP produced some undesired results, in

23



Figure 3: Number of rules found by the different
methods. The first three groups of columns represent
rules of different quality. The significant rules are
important and should be preserved. Additive effects
are tolerable. Redundant rules should be avoided.

the form of the rules {Male, Smoker} → {Event}, and
{Male,Diabetes} → {Event}. As suspected, compar-
ing the combination {Male, Smoker} against a mixed
non-exposed population resulted in an OR different
from the parent rules (it is more than {Male}, but
less than {Smoker}), tricking the algorithm into think-
ing they were significantly different. If the comparison
were made against the uniform non-exposed population,
the OR would be similar to the rule with the single
{Smoker} risk factor and would be pruned. Similar cir-
cumstances occurred for {Male,Diabetes} → {Event}.

AltP was the only one capable of avoiding all
truly redundant rules when mining the more complex
database, thanks to a more consistent comparison be-
tween populations of child rules with their parents.
However, it reported a slightly higher number of rules
in the tests done using the one-rule datasets.

TradP appeared to be more resistant against in-
teraction and produced fewer rules caused by additive
effects between exposures than AltP, possibly because
comparing non-homogenous populations may require
more significant differences to be present to produce the
necessary change in the odds ratio.

This experiment shows that different definitions of
non-exposed groups can be used when using ARM for
risk estimate. The differences in using one or the
other definition may seem unimportant in these simple
mining scenarios, however they represents on a small
scale the risk of using the wrong method when mining
association rule in large medical databases. In the
future, the three methods should be tested on real
datasets to better understand their performance when
mining perturbed data. We currently do not know

what is causing the differences in performance over
the proposed datasets. We believe that exploring this
question would be beneficial for the development of
medical data mining for risk evaluation and of interest
for the participants of the workshop.
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Knowledge Transfer with Medical Language Embeddings∗

Stephanie L. Hyland†‡ Theofanis Karaletsos‡ Gunnar Rätsch‡

Abstract

Identifying relationships between concepts is a key aspect

of scientific knowledge synthesis. Finding these links often

requires a researcher to laboriously search through scien-

tific papers and databases, as the size of these resources

grows ever larger. In this paper we describe how distribu-

tional semantics can be used to unify structured knowledge

graphs with unstructured text to predict new relationships

between medical concepts, using a probabilistic generative

model. Our approach is also designed to ameliorate data

sparsity and scarcity issues in the medical domain, which

make language modelling more challenging. Specifically,

we integrate the medical relational database (SemMedDB)

with text from electronic health records (EHRs) to perform

knowledge graph completion. We further demonstrate the

ability of our model to predict relationships between tokens

not appearing in the relational database.

1 Introduction

The accelerating pace of scientific progress presents both
challenge and opportunity to researchers and health-
care providers. Reading and comprehending the ever-
growing body of literature is a difficult but necessary
part of knowledge discovery and synthesis. This is
particularly important for biomedical research, where
therapeutic breakthroughs may rely on insights derived
from disparate subfields. Curating literature at such
breadth and scale is infeasible for individuals, neces-
sitating the development of domain-specific computa-
tional approaches.

We present here a method using language embed-
dings. Such an embedding is a representation of the
tokens of a language (such as words, or objects in a
controlled vocabulary) as elements of a vector space.
Semantic similarity is then captured by vector similar-
ity, typically through Euclidean or cosine distance. The
dimensionality of the space is typically much less than
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provided by the Tri-Institutional Training Program in Computa-

tional Biology and Medicine.
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Cancer Center (MSKCC)

the size of the vocabulary, so this procedure allows to-
kens to be represented more compactly while also cap-
turing semantics. Such representations can be used as
features in downstream language-processing tasks. In
our case, we aim to exploit the embedding itself to dis-
cover new relationships between tokens. This is possi-
ble because our embedding procedure defines a proba-
bility distribution over token-relationship-token triples,
allowing for questions such as ‘is abdominal pain more
likely to be associated with acute appendicitis or
pulmonary tuberculosis?’, or ‘how is radium related
to carcinoma?’1

The tokens of interest are chiefly Concept Unique
Identifiers (CUIs) from the Unified Medical Lan-
gauage System (UMLS) [3]. These represent dis-
crete medical concepts, which may require several
words to describe, for example: C0023473: chronic

myelogenous leukemia. We consider it more mean-
ingful and interesting to consider relationships between
CUIs rather than words themselves, when possible. We
exploit the exisence of SemMedDB [9], a database of se-
mantic predications in the form of subject-relationship-
object triples, where the subjects and objects are such
CUIs. These were derived from PubMed abstracts using
the tool SemRep [16]. We combine this structured data
with unstructured text consisting of clinical notes writ-
ten by physicians at Memorial Sloan Kettering Cancer
Center (MSKCC).

2 Related Work

Neural language models [2] are an approach to learning
embeddings which use a word’s representation to predict
its surrounding context. This relies on the fact that
words with similar meanings have similar contexts (the
distributional hypothesis of language [17]), which forces
their representations to be similar. Intriguingly, it was
observed [13] [4] that the geometry of the resulting space
preserved functional relationships between terms. An
example is a consistent offset vector existing between
‘Berlin’ and ‘Germany’, and ‘Dublin’ and ‘Ireland’,
seemingly representing the relationship capital city

of country. This property has been exploited to
perform knowledge-base completion, for example [4] [18]

1These are real examples from SemMedDB.
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[20], however these approaches have restricted their
attention to edge-discovery within a knowledge graph.
To extend such a graph we therefore developed a model
[7] which can combine structured and unstructured
data sources while explicitly modelling the types of
relationships present in the structured data.

Despite the popularity of language embeddings in
the broader natural language processing (NLP) com-
munity, the biomedical domain has yet to fully exploit
them. Pedersen et al. [15] highlight the need to per-
form domain-specific NLP and discuss measures of se-
mantic relatedness. Other recent applications include
using representations of nominal elements of the EHR
to predict hospital readmission [11], identifying adverse
drug reactions [6], and clinical concept extraction [8].

3 Approach

3.1 Model We briefly describe the bf model; see our
earlier paper [7] for more details. This is a probabilis-
tic generative model over directed subject-relationship-
object triples (S, R, O). Subject and object are both to-
kens from the vocabulary (e.g., UMLS CUIs), although
following [12] and [5] we give them independent repre-
sentations. This is formulated mathematically through
an energy function,

(3.1) E(S,R,O|Θ) = − vO ·GRcS
‖vO‖‖GRcS‖

Entities S and O are represented as vectors, while each
representation R corresponds to an affine transforma-
tion on the vector space. Intuitively, our energy func-
tion is the cosine distance between (the representation
of) O and S under the context of R, where this context-
specific similarity is achieved by first transforming the
representation of S by the affine transformation associ-
ated to R.

This energy function defines a Boltzmann probabil-
ity distribution over (S,R,O) triples,

(3.2) P (S,R,O|Θ) =
1

Z(Θ)
e−E(S,R,O|Θ)

where the denominator is the partition function,
Z(Θ) =

∑
s,r,o e

−E(s,r,o|Θ). Equation 3.2 defines the
probability of observing a triple (S,R,O), given the
embedding Θ, which is the set of all vectors {cs,
vo}s,o∈tokens and matrices {Gr}r∈relationships.

3.2 Training To learn the embedding (the parame-
ters Θ consisting of all word vectors cs, vo, and the
relationship matrices Gr), we maximise the joint proba-
bility of a set of true triples (S,R, T ) under this model.
Likely pairs have a high cosine similarity (low energy) in

the context of their shared relationship, requiring simi-
lar vector representations. We employ stochastic max-
imum likelihood for learning, approximating gradients
of the partition function using persistent contrastive di-
vergence [19].

In all cases, we perform early stopping using a held-
out validation set. The hyperparameters of the model
are as follows: vector dimension is 100, batch size is 100,
we use 3 rounds of Gibbs sampling to get model samples,
of which we maintain one persistent Markov chain. The
learning rate is 0.001 and we use a l2 regulariser with
strength 0.01 on Gr parameters. To make learning
more stable, we use Adam [10] with hyperparameters
as suggested in the original paper.

3.3 Prediction Equation 3.2 defines a joint distri-
bution over triples. However, we are often interested in
conditional probabilities: given a pair of entities S and
O, which R most likely exists between them (if any)?
Such a distribution over R (or equivalently S, O) can
easily be derived from the joint distribution, for exam-
ple:

(3.3) P (R|S,O; Θ) =
e−E(S,R,O|Θ)∑
r e
−E(S,r,O|Θ)

The cost of calculating the conditional probability is at
worst linear in the size of the vocabulary, as the (gen-
erally intractable) partition function is not required.

4 Experiments

4.1 Data preparation We train the model on two
types of data: unstructured (EHR) and structured
(SemMedDB). The unstructured data is a corpus of
de-identified clinical notes written by physicians at
MSKCC. We process raw text by replacing numbers
with generic tokens such as HEIGHT or YEAR, and re-
moving most punctuation. In total, the corpus contains
99,334,543 sentences, of which 46,242,167 are unique.
This demonstrates the prevalence of terse language and
sentence fragments in clinical text; for example the
fragment no known drug allergies appears 192,334
times as a sentence. We identify CUIs in this text by
greedily matching against strings associated with CUIs
(each CUI can have multiple such strings). This results
in 45,402 unique CUIs, leaving 270,100 non-CUI word
tokens. We note that the MetaMap [1] tool is a more
sophisticated approach for this task, but found it too
inefficient to use on a dataset of our size. To generate
(S,R,O) triples, we consider two words in a appears

in a sentence with relationship if they are within a
five-word window of each other.

The structured data (SemMedDB) consists of
CUI-relationship-CUI statements, for example
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C0027530(Neck) is LOCATION OF C0039979(Thoracic

Duct) or C0013798(Electrocardiogram) DIAGNOSES

C0026269(Mitral Valve Stenosis). These were
derived from PubMed abstracts using SemRep [16].
SemMedDB contains 82,239,653 such statements, of
which 16,305,000 are unique. This covers 237,269
unique CUIs.

Since the distribution of CUI/token frequencies has
a long tail in both data sources, we threshold tokens by
their frequency. Firstly, tokens (words of CUIs) must
appear at least 100 times in either dataset, and then at
least 50 times in the pruned datasets. That is, in the
first round we remove sentences (in EHR) or statements
(in SemMedDB) containing ‘rare’ tokens. In addition, the
58 relationships in SemMedDB also exhibit a long-tailed
frequency distribution, so we retain only the top twenty.

From this pool of (S,R,O) triples (from EHR and
SemMedDB) we create fixed test sets (see next subsection)
and smaller datasets with varying relative abundances
of each data type, using 0, 10, 50, 100, 500, and
1000 thousand training examples. The final list of
tokens has size W = 45, 586, with 21 relationships:
twenty from SemMedDB and an additional appears in

sentence with from EHR. Of the W tokens, 7,510
appear in both data sources. These overlapping tokens
are critical to ensure embeddings derived from the
knowledge graph are consistent with those derived from
the free text, allowing information transfer.

4.2 Knowledge-base completion
Experimental design As the model defines con-

ditional distributions for each element of a triple given
the remaining two (Equation 3.3), we can test the abil-
ity to predict new components of a knowledge graph.
For example, by selecting the best R given S and O,
we predict the relationship (the type of edge) between
tokens S and O.

Without loss of generality, we describe the proce-
dure for generating the test set for the R task. We
select a random set of S,O pairs appearing in the data.
For each pair, we record all entities r which appear in a
triple with them, removing these triples from the train-
ing set. The S,O → {ri}i task is then recorded in the
test set. Evidently, there may be many correct com-
pletions of a triple; in this case we expect the model to
distribute probability mass across all answers. How best
to evaluate this is task-dependent; we consider both the
rank and the combined probability mass in these exper-
iments.

Results Figure 1 shows results for the task of
predicting R given S and O. The model produces
a ranking of all possible Rs (high probability → low
rank) and we report the mean reciprocral rank of the
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Figure 1: With more evidence from the knowledge
graph, the model better predicts the correct relationship
for a given (S, O) pair. bf++ has an additional 100,000
triples from EHR: with little structured data, so much off-
task information is harmful, but provides some benefit
when there is enough signal from the knowledge graph.
Baselines are a random forest taking [f(S) : f(O)]
as an input to predict the label R, where the feature
representation f is either a 1-hot encoding (1ofN) or
200-dimensional word2vec vectors trained on PubMed.
1ofN proved too computationally expensive for large
data.

lowest-ranked correct answer over the test set. We use
this metric to evaluate the utility of these predictions
in prioritising hypotheses to test: we would like any
correct answer to be ranked highly, and don’t apply
a penalty for a failure to capture alternative answers.
Results for our model are marked by bf2 and bf++.
The latter model uses an additional 100,000 training
examples from the EHR: these are ‘off-task’ information.
As a baseline we consider a random forest trained to
predict R given the concatenation [f(S) : f(O)], where
the representation f is either: a) 1ofN: each token has a
binary vector of length W (W = 45,586), b) word2vec:
each token has a 200-dimensional vector obtained by
running word2vec [12] trained on PubMed [14]. We
note that the PubMed corpus contains over 2 billions
tokens, far more data than was available to bf. We
additionally trained TransE [4] on this data, but it
proved unsuited to the task (data not shown).

As we can see, adding examples from SemMedDB

improves performance for all model types, but bf seems
to make better use of the additional data. In spite of

2bf stands for ‘bŕı-focal’, which means word meaning in Irish.
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its very large input vector size (2W = 91172), 1ofN

struggles, likely as it treats all tokens as independent
entities. We note that for bf++, performance is degraded
when the amount of structured data is low. This is
consistent with earlier observations on non-medical data
[7], as the quantity of ‘off-task’ information added is in
this case comparable to that of ‘on-task’. Interestingly
however, the model appears slightly better able to
exploit more structured data when some ‘semantic
background’ is provided by EHR.

4.3 Information transfer
Experimental design As mentioned, the model

is capable of combining structured and unstructured
data. In [7] we observed that classification performance
on a knowledge base could be improved by addition of
unstructured data. However, the task in that case was
quite ‘easy’; the model simply needed to differentiate
between true and false triples. Here we consider the
harder problem of correctly selecting which entity would
complete the triple.

In addition to possibly improving performance,
access to unstructured data provides the opportunity
to augment the knowlede base. That is, we can predict
relationships for tokens not appearing in SemMedDB. This
uses the joint embedding of all tokens into one vector
space, regardless of their data source. The geometric
action of the relationships learned from SemMedDB can
then be applied to the representation of any token,
such as those uniquely found in EHR. We note that this
procedure amounts to label transfer from structured to
unstructured examples, which can be understood as a
form of semi-supervised learning.

To generate ground truth for this task, we select
some tokens {Ti} (these could appear as S or O entities)
found in both SemMedDB and EHR and remove them
from SemMedDB, recording them to use in the test set.
Put another way, as in the previous setting, during the
‘random’ selection of S,O (still wlog) pairs, we make
sure all of these recording them to use in the test set.
Put another way, as in the previous setting, during the
‘random’ selection of S,O (still wlog) pairs, we make
sure all Ti in the deletion list are included, alongside
any other tokens which appear in a SemMedDB-derived
relationship with them. The task is then to use purely
semantic similarity gleaned from EHR to place these
tokens in the embedding space such that the action of
relationship operators is still meaningful.

Results Figure 2 shows results on all three tasks
(predicting S, R, O given the remaining two), as a
function of the type of test example. The right column of
results is for test entities involving at least one element
not appearing in SemMedDB. As we are now interested
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Figure 2: Total probability mass assigned to correct
answers for all tasks. The right column shows results
for test triples where at least one of S and O is found
only in EHR, and therefore represents the knowledge
transfer setting. Information about relationships found
in SemMedDB must be transferred through the joint
embedding to enable these predictions. Grey dotted
lines represent a random-guessing baseline.

in the embeddings themselves we report the probability
mass of true entities, feeling this better captures the
information contained in the embeddings. That is,
it is no longer sufficient for the model to correctly
predict a single answer, we want it to assign appropriate
probability mass to all correct answers. The dotted grey
lines demonstrate the random baseline, where all tokens
are equally likely. The probability mass assigned by the
baseline is therefore equal to k/W (or k/R) where k is
the average number of correct options in that task type.

There are several observations to be made here:

• Most of the time, performance is best with a non-
zero, but relatively small amount of EHR data (x-
axis). This supports our observations that off-task
information improves embeddings, but can ‘drown
out’ signal if it dominates relative to the on-task
examples. This can be improved by including a
pre-factor on gradient contributions from the off-
task data to adjust their contribution relative to
the structured examples, as demonstrated in our
previous work [7].

• The EHR-only setting is much harder, as antici-
pated. In the case of S and O it is comparable to
the random baseline. For R however, the model
successfully assigns probability mass when there is
enough SemMedDB data available.
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• The S and O tasks are not symmetric. The S task
features slightly more correct options on average
than O (1.87 and 1.5 respectively, for the generic

task), but this does not account for the difference
in proportional performance relative baseline, espe-
cially at low EHR abundance. A possible explana-
tion is the energy function (Equation 3.1): it does
not treat S-type and O-type variables identically.
However, experiments using the Frobenius norm of
GR in the denominator of E did not remove asym-
metry, so it is likely that the tasks are simply not
equivalent. This could arise due to bias in the di-
rectionality of edges in the knowledge graph.

We conclude that it is possible to use the joint em-
bedding procedure to predict R for pairs of S, O entities
even if they do not appear in SemMedDB. For the harder
S and O tasks, the model generally succeeds in improv-
ing visibly over baseline, but its assignments are still
quite ‘soft’. This may reflect premature stopping during
training (most results reported were before 50 epochs
had elapsed), an insufficiently powerful model formula-
tion, or an excess of noise in the training data. Many
predicates in SemMedDB are vague, and some relation-
ships lend themselves to a one-to-many situation, for
example part of, or location of. A core assumption
in our model is that a token with fixed vector represen-
tation can be transformed by a single affine transforma-
tion to be similar to its partner in a relationship. Many-
to-one (or vice-versa) type relationships requires that
multiple unique locations must be mapped to the same
point, which necessitates a rank-deficient linear oper-
ator or a more complex transformation function (one
which is locally-sensitive, for example). Future work in
relational modelling must carefully address the issue of
many-to-many and hierarchical relationships.

5 Discussion

Distributed language representations have seen limited
application in healthcare to date, but present a po-
tentially very powerful tool for analysis and discov-
ery. We have demonstrated their use in knowledge
synthesis and text mining using a probabilistic gener-
ative model which combines structured and unstruc-
tured data. These embeddings can further be used in
downstream tasks, for example to reduce variation in
language use between doctors (by identifying and col-
lapsing similar terms), for ‘fuzzy’ term-matching, or as
inputs to compositional approaches to represent larger
structures such as sentences, documents, or even pa-
tients. Expressive knowledge representations such as
these will be facilitate richer clinical data analysis in
the future.
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IDEA: Integrative Detection of Early-stage Alzheimer’s disease

Wei Ye∗ Bianca Wackersreuther∗ Christian Böhm∗ Michael Ewers† Claudia Plant‡

Abstract
Data integration and selecting only the relevant information
for solving biological and environmental problems is one of
the most important challenges in today’s data mining. One
urgent problem in the medical community is to support the
classification of dementia caused by Alzheimer’s disease and
even its detection in the predementia phase to optimize the
medical treatment of a disease that accounts for 60 to 80 per-
cent of dementia cases and affects more than 35 million peo-
ple world-wide. In this paper we present IDEA, a fully au-
tomated, easy-to-use and clinically interpretable diagnostic
software for early-stage Alzheimer’s. The main contribution
of our framework is that it allows for a combined analysis
of various feature types such as neuroimaging data sourcing
from different modalities, and non-image data that consist of
numerical and categorical values, resulting in high classifi-
cation accuracy results. Using advanced information theory,
we select only subsets out of the rich pool of information that
build high-predictive feature combinations. In an extensive
medical case-study on a large real-world data set, we show
that already small feature subsets are adequate to derive sig-
nificant classification accuracies. And, as IDEA usually de-
termines more than one suitable feature set, it even can be
used for an optimized analysis process by selecting the as-
sessment tools that produce minimal cost (in terms of money
or stress for the patients) without loosing accuracy.

1 Introduction
Analyzing mixed-type attributes or also known as integra-
tive data mining is among the top 10 challenging problems
in data mining research identified in panel discussions [19]
and position papers [25]. Moreover, it is essential for solving
many of the other top 10 challenges, including data mining
in social networks and data mining for biological and en-
vironmental problems. In this paper, we address the appli-
cation of integrative data mining for the detection of early-
stage patterns for Alzheimers’s disease (AD) dementia, by a
combined analysis of different medical imaging modalities
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together with multiple numerical and categorical attributes,
resulting from neuropsychological tests or genetic and bio-
chemical screenings.

AD is the most common form of dementia, that usu-
ally develops slowly and includes gradual onset of cogni-
tive impairment in episodic memory and at least one other
domain [16]. Although, there is currently no cure for
Alzheimer’s that stops the disease from progressing, medi-
cal treatment can temporarily slow down the worsening of
dementia symptoms. However, the benefit of this treat-
ment strongly correlates with a reliable early detection of
AD in predementia stages such as mild cognitive impairment
(MCI). But, cerebral or cognitive changes are only of subtle
degree at MCI stages, and therefore much harder to detect.

Usually AD is diagnosed on the basis of a patient’s med-
ical history and a variety of cognitive tests. Most of these
tests produce sets of continuous numerical values or catego-
rize a certain screening result in predefined bins. In order
to exclude other cerebral pathology or subtypes of demen-
tia, advanced medical imaging techniques, like initially com-
puted tomography (CT) and then magnetic resonance imag-
ing (MRI), are often used. Structural MRI detects tissue
changes in the grey and white matter of the human brain.
Cognitive task-related changes in brain activity and basal
brain activity during resting state are assessed by functional
MRI (fMRI). The positron emission tomography (PET) vi-
sualizes and quantifies abnormal structures called plaques
caused by the protein amyloid-beta (Aβ) in the brains of pa-
tients with AD, even in stages of MCI or complete presymp-
tomatic states. Figure 1 shows a hypothetical model of the
predicted utility during the progression of AD for different
biomarkers, following the studies of Jack et al. [14].

Consequently, we do not rely on single test modes in this
project, but rather combine different sources to determine in-
dividual risk profiles. We develop IDEA, a new Integrative
Detection framework for Early-stage AD patterns. We ex-
ploit an unprecedented amount of heterogeneous knowledge
sources, including multimodal neuroimaging, biochemical
markers and neuropsychological tests. However, the essen-
tial effort (in terms of money, time and stress factor for the
patients) for collecting the data strongly depends on the dif-
ferent data acquisition tools. Consequently, we select a set of
relevant key features yielding best possible classification re-
sults concerning both accuracy and cost-effectiveness based
on an information-theoretic driven feature selection, and pro-

32



Figure 1: Predicted utility of various biomarkers during the pro-
gression of Alzheimer’s.

vide a suggestion for the most promising association of dif-
ferent assessment tools. Therefore, IDEA provides two main
contributions.

1. A combined analysis of image and non-image data
achieves more accurate prediction results.

2. Unavailable measures (due to any reason) can be re-
placed by equivalent sets of feature combinations.

The rest of this paper is organized as follows: Section 2
gives a brief survey of the large previous work on integra-
tive data mining and related research for early-stage detec-
tion of Alzheimer’s disease. Section 3 presents our new di-
agnosis framework which performs heterogeneous data min-
ing for image, numerical and categorical data to achieve
high accurate risk profiles for Alzheimer’s disease. Sec-
tion 4 documents a medical case-study, where we present
each processing step on a real-world data set provided by
the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
(http://adni.loni.usc.edu/). Finally, Section 5
summarizes the paper.

2 Related Work
In this section, we survey relevant research in the field
of data integration and describe related classification ap-
proaches for neuroscience application.

Integrative Data Mining. Several papers address the prob-
lem of finding dependencies among heterogeneous data.
Most integrative clustering approaches, as for instance the
algorithms K-Prototypes [13], CFIKP [26], CAVE [12], and
K-means-mixed [1] rely on the basic algorithmic paradigm
of K-means [11]. While K-means focuses on clustering nu-
merical data, the aforementioned approaches typically use
several different optimization goals, one for each data type.
Whenever these goals disagree, a manually chosen weight-
ing factor has to decide how to resolve this tie situation.

But, it is not trivial to select a suitable weighting factor
that is valid for different clusters or for a complete clus-
tering process (while the clusters evolve). Moreover, such
approaches implicitly assume the independence between at-
tributes of different types. More advanced solutions, like
INTEGRATE [2] or INCONCO [20], consider the task of
learning weighting factors and even the number of expected
clusters K to detect dependencies between attributes (of the
same or different type) as part of the overall clustering pro-
cess.

The proposed ideas for integrative clustering can
be easily applied for a classification scenario. But none
of these approaches are suitable for the combination of
numerical, categorical and imaging data. Rather, we present
a solution for this clinically relevant task without the
need of challenging parameter settings by using advanced
information-theoretic techniques.

Classification of Neuroimaging Data for Early Stage AD
Detection. Pattern classifiction methods on the basis of high-
dimensional neuroimaging data sets are promising tools to
aid the clinical diagnosis of Alzheimer’s fully automatically.
Support vector machines (SVM) have been applied in a num-
ber of studies to exploit structual or functional MRI and PET
images for the early diagnosis of AD in MCI and healthy
controls [7, 15] and also have been applied to multicenter
MRI data sets [5]. However, the cross-validation results of
SVM derived patterns show only limited robustness for the
prediction of clinical progression in MCI. Other classifica-
tion algorithms such as Bayes statistics and voting feature in-
tervals show clinically acceptable accuracy (> 85%) for the
detection of AD dementia, but insufficient accuracy for the
prediction of AD dementia at the MCI stage [21, 3]. A major
reason for the limited clinical applicability for the early de-
tection is the inherent heterogeneity of brain changes that are
characteristic of AD. In keeping with the diagnostic guide-
lines, we propose here to source different types of measures
including neuroimaging, biochemical markers, genetic fea-
tures and neuropsychological tests.

The most related approach is the work by Shuo Xiang
et al. [24], that examines AD prediction on the basis of het-
erogeneous data with the focus on missing values. However,
besides balancing missing attributes, IDEA tries to find an
optimal set of independent features by identifying redundant
information sources.

3 Integrative Detection of Early-stage AD Patterns
The first step of the integrative diagnosis framework IDEA is
selecting the most informative features of each data modality
(neuroimaging, numerical or categorical). This step deserves
high diligence, because selecting subsets of strong discrimi-
nating features is indispensable for reliable classification re-
sults.
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Slice 1 Slice 3Slice 2

Figure 2: Example for a 3-dimensional DBSCAN used for density-
based clustering of neuroimaging data to find brain regions with
high-discriminatory power.

3.1 Feature Selection
With the Information Gain (IG) [22, 10], we perform class

separation based on the concept of entropy, as IG rates the
interestingness of a specific attribute (e.g. one voxel of
neuroimage scan) for the separation. To formalize the IG,
first the definition of the entropy of the class distribution is
needed.

DEFINITION 3.1. (ENTROPY OF CLASS DISTRIBUTION)
Given a class ci (e.g. AD patients) and its corresponding
class probability p(ci), the entropy of the class distribution
is defined as follows:

H(C) =
∑
ci∈C

p(ci) · log2(p(ci)).

H(C) corresponds to the required amount of bits to predict
the class of an unknown subject and scales between 0 and 1.

The entropy of the class distribution before and after observ-
ing an attribute a refers to the information gain (IG) of a and
is formally defined as follows:

DEFINITION 3.2. (INFORMATION GAIN) Given an at-
tribute a (e.g. a voxel), the information gain of a is:

IG(a) = H(C)−H(C|a).

In the case of k = 2 (e.g. if we consider the classes MCI
and AD), IG scales between 0 and 1, where 0 means that
the attribute a provides no information on class label of the
subject. An IG of 1 means that the class label of all subjects
can be derived from the corresponding attribute a without
any error.

We can compute the IG for each attribute type, regard-
less of being an image, numerical or categorical attribute.
For features with continuous values (e.g. voxel intensi-
ties), we apply the discretization algorithm by Fayyad and
Irani [8], which divides the attribute range into class pure in-
tervals, where the IG of the split defines the cut points. To
avoid a disproportional high number of cut points, the MDL
principle is used to determine the optimal number and loca-
tion of the cut points. For all attributes, regardless of arising

in an image data or not, we hereby calculate class-separation
information without the need for data format transforma-
tions, which means that we combine the different data types
without loss. Only features that have an IG value above a
specified threshold IGopt are kept for further processing.

However, the huge amount of information present espe-
cially in the neuroimaging data (each image consists of more
than two million voxels) poses a major problem for the auto-
mated analysis including noisy data and replicability, irrele-
vant information, and costs in terms of data acquisition and
processing time. For this purpose, we apply a density-based
clustering approach on the spatially complex imaging data.
Thereby, we receive connected brain regions which are much
more informative for further processing than single voxels.

3.2 Clustering of Neuroimaging Data
In general, clustering algorithms aim at deriving a partition-

ing of the data into groups (clusters) such that similar objects
are grouped together. To identify groups of adjacent voxels
that commonly share high IG values, and to remove noise
in the imaging data, we use a variant of the well-established
density-based clustering approach DBSCAN [6] as recom-
mended in the paper of Plant et al. [21]. Density-based clus-
tering algorithms are designed to find clusters of arbitrary
shape in noisy data.

The notion of the original DBSCAN algorithm, which
was designed for clustering data objects represented by
feature vectors, is defined as follows. An object O is
called core object if it has at least MinPts objects in
its ε-range, i.e. |Nε(O) ≥ MinPts|, where Nε(O) =
{O′|dist(O,O′) ≤ ε}. An object O is directly density
reachable from another object P w.r.t. ε and MinPts if
P is a core object and O ∈ Nε(P ). An object O is density-
reachable from an object P w.r.t. ε and MinPts if there
exists a sequence of objects O1, · · · , On such that O1 = P
and On = O and Oi+1 is directly density-reachable w.r.t. ε
and MinPts from Oi for 1 ≤ i ≤ n. Two objects O and P
are density-connected w.r.t. ε andMinPts if there exists an
object Q such that both O and P are density-reachable from
Q. A density-based cluster is the maximum set of density-
connected objects, i.e. the transitive closure of the density
reachability relation.

To adapt this algorithm to the setting of neuroimage
data, where each object is represented by 3-dimensional
voxels, a core voxel is a voxel, which is surrounded by at
least six voxels that commonly share an IG value higher
than IGopt. Figure 2 illustrates an example. It shows three
sequent slices in the brain, each of which contains 6 × 6
voxels. Colored voxels (red, blue or green) indicate voxels
with high IG-values. The red voxels are core voxels w.r.t.
ε = 1 and MinPts = 6. The blue voxels are noise and the
green voxels are density-reachable w.r.t. to the given values
of ε and MinPts.
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Figure 3: Data analysis stream from heterogeneous data sources to the visualization of optimal feature sets. Input of the combined
analysis are the IG values of numerical and categorical non-image data and a representative IG-value per informative voxel cluster for
each neuroimage modality. The calculation of the pairwise mutual information leads to feature subsets that provide maximum information
for the classification process, visualized by multidimensional scaling. The feature sets, determined by partitioning clustering, serve as
input for the classification algorithms.

After selecting single informative features, IDEA com-
putes dependencies among all possible pairs of attributes re-
gardless of being a clustered neuroimaging feature or being a
numerical or categorical non-image assessment value in the
next step.

3.3 Calculating Dependencies Among Features
To build sets of informative features, we use the concept of

mutual information (MI) as suggested by Peng et al. [17].
Hereby, IDEA rates the information dependencies among
the different attributes. Informative brain regions that re-
sult from the aforementioned feature selection step are repre-
sented by the mean values of the corresponding voxels. MI is
not limited to real-valued random variables like the correla-
tion coefficient, but rather MI is more general and determines

how similar the joint distribution of two random variables x
and y is.

DEFINITION 3.3. (MUTUAL INFORMATION) Given two
random variables x and y, their mutual information is
defined in terms of their probabilistic density functions p(x),
p(y) and p(x, y):

MI(x; y) =

∫ ∫
p(x, y)log

p(x, y)

p(x)p(y)
dxdy.

The resulting MI-matrix forms a metric space, which enables
us to determine irrelevant or redundant information sourcing
from the various analysis methods for the clinical diagnosis
of AD. This means, that the clinician might chose only one
assessment modality out of multiple redundant features to
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reduce cost, or receives a recommendation for further tests
that maximize the accuracy of the classification.

3.4 Visualization of Feature Subsets
Finally, the results of the MI-matrix are representable in 2-

dimensional space to facilitate the application of our hetero-
geneous data mining approach in the clinical environment.
For this purpose, we use a standard technique in statistics
called multidimensional scaling (MDS) [4]. For a measure of
the global similarity among a set of features (in our case the
MI matrix), MDS provides a spatial configuration, in which
the distances between the objects match their proximities as
closely as possible. Each object in the spatial configuration
(each point in the visual mapping) is one assessable attribute,
its radius visualizes its IG, which is an additional criterion
for an optimal subset configuration. The smaller the distance
between two objects is, the higher is the amount of redun-
dant information. Therefore, an optimal subset of measures
consists of attributes with large radius and high distance to
each other.

In order to build sets of informative features, IDEA per-
forms partitioning clustering (e.g. K-means [11]), where
each cluster represents one source of independent informa-
tion. As each cluster usually contains several attributes, we
select the features of one cluster according their IG-values.
If one attribute can not be assessed (due to expensive costs
or accessability) a feature in its direct neigborhood is chosen
instead.

3.5 Summary and Implementation Details
Figure 3 summarizes the overall workflow for our integra-

tive diagnosis tool IDEA. After identifying the most infor-
mative voxels in all imaging modalities in step (a), a clus-
tering algorithm groups these voxels into areas of interest
in step (b) that can be mapped to real anatomical brain re-
gions, e.g. ’Left Cuneus’. Together with the non-image data
(e.g. the FDG-value and the sex of the subject), the pair-
wise mutual information is calculated in step (c). By use of
multidimensional scaling, the pairwise dependencies are vi-
sualized. This can be used to decide which measure should
be assessed to achieve best accuracy with minimal number
of tests. In our example, ’Left Cuneus’ (feature A) and the
FDG-value (feature D) provide the highest IG (radius sizes
of the circles correspond to IG values) and therefore should
be favored. However, if A is not an option for any reason,
feature E is closest to A and thus the best alternative, as E
and A share a lot of common information, while C (higher
IG) is redundant to D. The detected feature sets are the input
data for the classification algorithms.

The implementation of IDEA roughly consists of three
parts. Part (1) determines the best IG threshold value for
each fold of image data. Part (2) is dedicated to masking
the training data and test data in each fold, and part (3)

integrates data from different sources. For the first step, we
store the candidate IG threshold values in a vector t, and
select the optimal value by 10-fold cross validation. For
part (2), we perform an IG-based feature selection on the
training data and mask the test data in each fold, i.e. we keep
voxels in the test data which have the same positions as those
kept in the training data. Part (3) is the core part of IDEA.
Here, each image cluster is represented by its mean image
intensity value. We combine the mean value matrix with
non-image data and compute pairwise MI. After applying
partitioning clustering in the space returned by MDS on MI-
matrix, each cluster is represented by the feature with highest
IG value. Finally, IDEA performs Support Vector Machine
(SVM) classification with polynomial kernel [23] on selected
features.

4 Experimental Evaluation
In this section, we present our medical case-study for early-
stage AD pattern detection on an open-source data set.

4.1 The Data
We evaluate IDEA on a study that was conducted

in the years 2005 to 2007 and attended by 395 par-
ticipants. The corresponding data set is obtained
from the Alzheimer’s Disease Neuroimaging Initiative
(http://adni.loni.usc.edu/). It includes scans
for 98 healthy control subjects (HC), 201 patients with MCI
(amnestic w.r.t. the study by Petersen et al. [18]) and 96
patients with clinically probable AD dementia (referring to
McKhann et al. [16]). All subjects underwent volumetric
MRI (performed on a T1 MRI scanner) and PET, resulting
in 121 × 145 × 121 voxels per scan. In addition, the data
set provides information for multiple clinical examinations.
Table 1 summarizes eight non-image attributes we used for
further processing, including demographic variables (e.g.
age and sex), biochemical measures (e.g. FDG), genetics
(e.g. ApoE genotype) and neuropsychological test scores
(e.g. MMSE). The epsilon 4 allele of APOE is the strongest
known genetic risk factor for AD with a two- to three-fold
increased risk for AD in people with one allele of this kind,
rising up to approximately 12-fold in those with two alleles.

4.2 IG-based Feature Selection
Our medical case-study includes three different settings,

namely AD vs. HC, AD vs. MCI and HC vs. MCI. To
process the neuroimaging data, all scans were randomly di-
vided and stratified w.r.t. the diagnosis into ten folds us-
ing 10-fold cross-validation. For each experiment, we also
used 10-fold cross-validation on the training data to select
a suitable information gain threshold IGopt in a range of
0.02, 0.04, · · · , 0.5. To determine relevant brain regions,
IDEA performs density-based clustering (cf. Section 3.2)
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Table 1: Demographic, biochemical, genetic and neuropsychological variables for the different groups. For each numerical attribute, we
report mean and standard deviation of the underlying values. For each categorical variable, we specify the number of subjects in each
category.

Attribute Type HC MCI AD
Age numerical µAge = 74.75 µAge = 75.50 µAge = 75.30

σAge = 6.90 σAge = 6.60 σAge = 6.61

Sex categorical female: 37 (37.76 %) female: 64 (31.84 %) female: 38 (39.58 %)
male: 61 (62.24 %) male: 137 (68.16 %) male: 58 (60.42 %)

Years of numerical µEducation = 15.95 µEducation = 15.76 µEducation = 14.61
education σEducation = 3.02 σEducation = 2.87 σEducation = 3.20

Race categorical white: 90 (91.84 %) white: 187 (93.03 %) white: 89 (92.71 %)
black: 7 (7.14 %) black: 10 (4.98 %) black: 5 (5.21 %)
asian: 1 (1.02 %) asian: 4 (1.99 %) asian: 2 (2.08 %)

Marital status categorical never married: 6 (6.12 %) never married: 3 (1.49 %) never married: 3 (3.13 %)
married: 71 (72.45 %) married: 151 (75.12 %) married: 83 (86.46 %)
divorced: 8 (8.16 %) divorced: 18 (8.96 %) divorced: 4 (4.17 %)
widowed: 13 (13.27 %) widowed: (14.43 %) widowed: 6 (6.25 %)

Number of categorical 0: 73 (74.49 %) 0: 94 (46.77 %) 0: 33 (34.38 %)
ApoE4 alleles 1: 23 (23.47 %) 1: 81 (40.30 %) 1: 48 (50.00 %)

2: 2 (2.04 %) 2: 26 (12.94 %) 2: 15 (15.63 %)
FDG value numerical µFDG = 6.09 µFDG = 5.85 µFDG = 6.06

σFGD = 0.76 σFDG = 0.76 σFDG = 0.64

MMSE-Score categorical none: 90 (91.84 %) none: 92 (45.77 %) none: 0 (0.00 %)
(28 ≤MMSE ≤ 30)
mild: 8 (8.16 %) mild: 93 (46.27 %) mild: 39 (40.63 %)
(25 ≤MMSE ≤ 27)
moderate: 0 (0.00 %) moderate: 16 (9.96 %) moderate: 56 (58.33 %)
(20 ≤MMSE ≤ 24)
severe: 0(0.00 %) severe: 0 (0.00 %) severe: 1 (1.04 %)
(MMSE < 20)

MMSE: The Mini Mental State Examination (also known as Folstein test is a 30-point neuropsychological questionnaire, used in clinical and research
settings to measure general cognitive impairment [9].

with a parametrization of MinPts = 4 voxels and ε = 1
voxel. We only keep robust clusters that are detected across
all folds. Figure 4a shows ten robust clusters detected in MRI
data for the setting AD vs. HC. The two identified clusters of
the PET data are illustrated in Figure 4b, respectively. Sin-
gle informative voxels, which distinguish AD patients from
HC are spread all over the brain (162,532 voxels in MRI and
110,117 voxels in PET). To interpret the detected clusters,
we map them to real brain regions according their anatom-
ical location information using the Talairach Daemon soft-
ware available at http://www.talairach.org. This
mapping is presented in Table 2.

Only a few features (49 voxels in MRI and 675 voxels
in PET) classify HC from MCI. For AD vs. MCI, 64,265
voxels in MRI and 37 voxels in PET have an IG value above
IGopt. Consequently, IDEA did not detect any informative
neuroimaging clusters for AD vs. MCI and HC vs. MCI.

Finally, Table 3 summarizes the IG values of each
attribute for the non-image data (cf. Table 1). For further
processing, IDEA selects all attributes with an IG value
higher than zero.

Table 3: IG values for each attribute of the non-image data for the
settings AD vs. HC, AD vs. MCI and HC vs. MCI, respectively.

AD vs. AD vs. HC vs.
HC MCI MCI

Age 0.06 0.00 0.05
Sex 0.00 0.00 0.00
Years of 0.00 0.00 0.00
education
Race 0.00 0.00 0.00
Marital status 0.00 0.00 0.00
Number of 0.12 0.00 0.15
ApoE4 alleles
FDG value 0.41 0.15 0.07
MMSE-Score 0.83 0.49 0.20

4.3 Dependencies among Features
For all features identified in the aforementioned section and

each experimental setting, we calculate the pairwise MI and
visualize it using MDS, as described in Sections 3.3 and 3.4.
Figure 5a shows the MI-matrix of informative attributes
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Figure 4: Selected informative clusters appearing in all folds
of MRI and PET data for the AD vs. HC study.

Cluster Cluster Brain region
ID size

MRI data
1 4 Left Cerebellar Tonsil
2 4 Left Cingulate Gyrus
3 4 Right Precuneus
4 36 Right Medial Frontal Gyrus
5 51 Right Precentral Gyrus
6 66 Left Parahippocampal Gyrus
7 236 Right Cerebellar Tonsil
8 355 Right Superior Parietal Lobule
9 576 Left Cuneus

10 161,200 Right Middle Temporal Gyrus
PET data

1 37,197 Left Precuneus
2 72,920 Left Middle Temporal Gyrus

Table 2: Mapping of detected clusters in the neuroimaging data to
real brain regions using the Talairach Daemon software for the study
AD vs. HC.

sourcing from neuroimaging scans and non-image data for
the class of MCI patients in one fold. Figure 5b illustrates the
corresponding dependencies by MDS. The depicted distance
of two objects in this plot, directly correlates with their
joined degree of information. Hence, it is obvious that some
features provide redundant information. By partitioning
clustering, IDEA determines different kind of information.
To represent the discriminatory attributes, shown in Figure 5,
only five features (one of each cluster) are adequate to
achieve strong classification results (cf. Section 4.4).

(a) MI-matrix of merged
attributes sourcing from neuro-
imaging and non-imaging data.

(b) 2D-representation by MDS. Cir-
cles indicate neuroimaging attributes,
squares formalize non-image features.

Figure 5: Calculation and illustration of dependencies among
features for the group of MCI patients.

4.4 Classification Results
For classification, we use the WEKA implementation

(available at http://www.cs.waikato.ac.nz/ml/
weka) of the Support Vector Machine (SVM) with polyno-
mial kernel. For each classification result, we report accu-
racy (acc), sensitivity (sen) and specificity (spec). Table 4
presents the results on neuroimaging data w.r.t. using all

voxels of the detected clusters versus the mean value of the
underlying voxels of each cluster.

The next experiments document the benefit of an in-
tegrative classification procedure as performed by IDEA.
Again, we distinguish between image cluster representations
by all voxels or mean values. The classification results de-
scribed by accuracy, sensitivity and specificity are repre-
sented in Table 5. The accuracy of AD vs. HC of MRI and
PET image data combined with the non-image attributes is
approximately the same due to the number of features of
image data dominate the number of non-image attributes.
However, when combining mean value of clusters with the
informative non-image features, the classification results are
improved above 90%.

As stated in the aforementioned section, IDEA automat-
ically provides small feature sets that achieve accurate clas-
sification results. For this experiment, we evaluate the clas-
sification results on a set of features that was built by parti-
tioning clustering with k = 5 and an IG-driven feature selec-
tion for each cluster on the data illustrated in Figure 5b. The
corresponding results are presented in Table 6. Compared
with Table 5, where we were using all available attributes,
selecting the right set of (few) features yield to similar clas-
sification accuracies.

5 Conclusion
With IDEA, we presented a data mining framework for In-
tegrative Detection of Early-stage Alzheimer’s disease based
on multimodal neuroimaging and heterogeneous non-image
data types. The combination of information gain, mutual in-
formation, multidimensional scaling and clustering enables
us to find feature combinations that have a high potential to
predict Alzheimer’s at an early stage. In near future, we per-

38



Table 4: Classification results on neuroimaging data using all
voxels of a cluster vs. using the mean value of the voxels to
represent a cluster.

AD vs. AD vs. HC vs.
HC MCI MCI

MRI data
acc (all) 0.8029 0.6959 0.6556
acc (mean) 0.7458 0.7095 0.6723
sen (all) 0.8067 0.3700 0.1433
sen (mean) 0.69221 0.1656 0
spec (all) 0.7978 0.8510 0. 9055
spec (mean) 0.7978 0.9650 1

PET data
acc (all) 0.8763 0.7128 0.6956
acc (mean) 0.7513 0.7024 0.6723
sen (all) 0.8422 0.3478 0.2900
sen (mean) 0.7378 0.2089 0
spec (all) 0.9100 0.8857 0.8900
spec (mean) 0.7600 0.9355 1

form a big data study on a second data set contributed by
partners of the Institute for Stroke and Dementia Research
(ISD), University of Munich based on a compact data repre-
sentation. Here, we again expect new insight to the develop-
ment and diagnosis of a disease that causes problems with
memory, thinking and behavior for a multitude of elderly
people. Furthermore, we currently work on a user-optimized
graphical presentation based on scatter-plots that enable the
medical scientists to rate the individual risk profile of a par-
ticular subject.
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tificial Intelligence. Chambéry, France, August 28 - Septem-
ber 3, 1993. pp. 1022–1029 (1993)

[9] Folstein, M.F., Folstein, S.E., McHugh, P.R.: Mini-Mental
State (a practical method for grading the state of patients for
the clinician). Journal of Psychiatric Research 12(3), 189–198

39



(1975)
[10] Hall, M.A., Holmes, G.: Benchmarking Attribute Selection

Techniques for Discrete Class Data Mining. IEEE Transac-
tions on Knowledge and Data Engineering 15(6), 1437–1447
(2003)

[11] Hartigan, J.A.: Clustering Algorithms. John Wiley & Sons,
Inc., New York, NY, USA, 99th edn. (1975)

[12] Hsu, C., Chen, Y.: Mining of mixed data with application to
catalog marketing. Expert Systems with Applications 32(1),
12–23 (2007)

[13] Huang, Z.: Extensions to the k-Means Algorithm for Clus-
tering Large Data Sets with Categorical Values. Data Mining
and Knowledge Discovery 2(3), 283–304 (1998)

[14] Jack, C.R., Knopman, D.S., Jagust, W.J., Shaw, L.M., Aisen,
P.S., Weiner, M.W., Petersen, R.C., Trojanowski, J.Q.: Hy-
pothetical model of dynamic biomarkers of the Alzheimer’s
pathological cascade. The Lancet Neurology 9(1), 119–128
(2010)

[15] Kloppel, S., Stonnington, C., Chu, C., Draganski, B., Scahill,
R., Rohrer, J., Fox, N., Jack, C., Ashburner, J., Frackowiak,
R.: Automatic classification of MR scans in Alzheimer’s
disease. Brain 131(3), 681–689 (2008)

[16] McKhann, G., Drachman, D., Folstein, M., Katzman, R.,
Price, D., Stadlan, E.M.: Clinical diagnosis of Alzheimer’s
disease: report of the NINCDS-ADRDA Work Group under
the auspices of Department of Health and Human Services
Task Force on Alzheimer’s Disease. Neurology 34(7), 939–
944 (1984)

[17] Peng, H., Long, F., Ding, C.H.Q.: Feature Selection Based
on Mutual Information: Criteria of Max-Dependency, Max-
Relevance, and Min-Redundancy. IEEE Transactions on Pat-
tern Analysis and Machine Intelligence 27(8), 1226–1238
(2005)

[18] Petersen, R.C., Doody, R., Kurz, A., Mohs, R.C., Morris, J.C.,
Rabins, P.V., Ritchie, K., Rossor, M., Thal, L., Winblad, B.:
Current Concepts in Mild Cognitive Impairment. Archives of
neurology 85(12), 1985–1992 (2001)

[19] Piatetsky-Shapiro, G., Djeraba, C., Getoor, L., Grossman,
R., Feldman, R., Zaki, M.J.: What are the grand challenges
for data mining?: KDD-2006 panel report. SIGKDD Explo-
rations 8(2), 70–77 (2006)
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Identifying Significance of Discrepancies
in Radiology Reports
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Abstract

At many teaching hospitals, it is common practice for on-call

radiology residents to interpret radiology examinations; such

reports are later reviewed and revised by an attending

physician before being used for any decision making.

In case there are substantial problems in the resident’s

initial report, the resident is called and the problems

are reviewed to prevent similar future reporting errors.

However, due to the large volume of reports produced,

attending physicians rarely discuss the problems side by

side with residents, thus missing an educational opportunity.

In this work, we introduce a pipeline to discriminate

between reports with significant discrepancies and those

with non-significant discrepancies. The former contain

severe errors or mis-interpretations, thus representing a great

learning opportunity for the resident; the latter presents

only minor differences (often stylistic) and have a minor

role in the education of a resident. By discriminating

between the two, the proposed system could flag those

reports that an attending radiology should definitely review

with residents under their supervision. We evaluated our

approach on 350 manually annotated radiology reports

sampled from a collection of tens of thousands. The

proposed classifier achieves an Area Under the Curve (AUC)

of 0.837, which represent a 14% improvement over the

baselines. Furthermore, the classifier reduces the False

Negative Rate (FNR) by 52%, a desirable performance

metric for any recall-oriented task such as the one studied

in this work.

1 Introduction

A key aspect of the education of resident radiologists
is the development of the necessary skills to interpret
radiology examinations and report their findings.
Reports are later examined by an experienced attending
physician, who revises eventual interpretation errors

∗Information Retrieval Lab, Computer Science Department,

Georgetown University
†National Center for Human Factors in Healthcare, MedStar

Health
‡Department of Radiology, MedStar Georgetown University

Hospital

or minor mistakes. In case the attending performs
substantial edits to the report, we say that significant
discrepancies exist between the initial and the
revised report. These discrepancies are due to
potential erroneous image interpretation of the resident.
Prevention of such errors is essential to the education
of the radiology residents as well as the patient care.
On the other hand, if a report has been edited to
only address minor errors or style issues, we say
that non-significant discrepancies exists. In Figure 1,
examples of significant and non-significant discrepancies
are shown (each example is a small section of a much
longer report).

Researchers have studied the frequency of
discrepancies in radiology reports [28, 24], as well
as their impact on resident learning and patient care
[23]. Moreover, recent studies have also determined
that residents produce less reports that need to be
significantly edited by attending radiologists as their
experience increase [9].

The large volume of radiology reports generated
each day makes manual surveillance challenging; thus,
in recent years, systems to identify reports that have
major discrepancies have been introduced. Sharpe,
et al. [25] proposed an interactive dashboard that
highlights the differences between reports written by
residents alongside the version edited by attending
radiologists. Kalaria and Filice [11] used the number
of words differing between the preliminary and final
report to measure the significance of the discrepancies.
However, deviation detected using this measure does
not fully capture the difference between reports with
significant discrepancies and non-significant ones, as
dissimilarities in the writing styles between residents
and attending radiologists can also cause differences in
word counts.

We propose an accurate and effective two-stage
pipeline to distinguish between significant and
non-significant discrepancies in radiology reports. In
other words, given a set of preliminary radiology reports
with the respective final reports, we identify those with
significant discrepancies. The first stage of our pipeline
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 Significant discrepancies Non-significant discrepancy 
Preliminary 

report  
(resident 

radiologist) 

“No acute hemorrhage. No extra-axial fluid 
collections. The differentiation of gray and 
white matter is normal.” 

“Postsurgical changes related to right 
thoracotomy with surgical packing material and 
hemorrhagic blood products in the right lower 
chest.”  

Final report 
(attending 

radiologist) 

“Subtle hypodensities in the inferolateral left 
frontal lobe and anterolateral left temporal 
lobe likely represent acute cortical 
contusions. No acute hemorrhage. No extra-
axial fluid collections. Small area of 
encephalomalacia in the right parietal 
lobe.” 

“Postsurgical changes related to right 
thoracotomy with surgical packing material and 
large amount of hemorrhagic blood products in 
the right lower chest.” 

 
Figure 1: Example of significant and non-significant discrepancies between reports. The stroked-through text has
been removed from the preliminary report by the attending radiologist, while the underlined sections have been
added.

employs an ontology of radiology terms and expressions
to identify reports with no significant differences. The
remaining reports are then separated by a Support
Vector Machine (SVM) classifier. We evaluate the
impact of a diverse set of textual, statistical, and
assessment score features on the performance of the
second-stage classifier. Some of these features have
been previously used to assess the quality of the
text summarization and machine translation systems.
Results illustrate significant improvement over the
baseline (up to +14.6% AUC, -52% FNR) and show
the effectiveness of the proposed approach. Our focus
on false negative rate is motivated by the fact that each
missed significant discrepancy is a missed opportunity
to educate a resident about a significant error in
interpreting an examination.

To summarize, the main contributions of this work
are as follows:

• We introduce an approach for automatically
classifying the type of discrepancies between
preliminary and final radiology reports.

• We explore the use of summarization and
machine translation evaluation metrics as features
identifying reports with significant discrepancies.

• We provide extensive evaluation of different aspects
of the proposed pipeline.

2 Related Works

A related–yet ultimately different–problem to the one
studied in this paper is the classification of radiology
reports based on their content. In this task, which
falls under the text classification domain, the goal

is to classify radiology reports into a discrete set of
predefined categories. For example, Nguyen and Patrick
[19] aimed at grouping radiology reports into cancerous
or non-cancerous cases using an SVM. Chapman, et
al. [4] presented a system for detecting reports
with mediastinal findings associated with inhalational
anthrax. Percha, et al. [21] classified reports by breast
tissue decomposition using a rule based classification
scheme. Johnson, et al. [10] proposed a hybrid
approach that combines rules with SVM to classify
radiology reports with respect to their findings. Bath,
et al. [3] introduced a classifier to determine the
appropriate radiology protocol among those available
for each disease. Their semi-supervised system takes
advantage of the UMLS1 ontology.

Researchers have also proposed methods for
quantifying or comparing the quality of text in various
domains. For example, Louis and Nenkova [15]
introduced a model for classifying sentences in news
articles into general/specific depending on the level
of the information carried by each sentence. Their
classifier uses word, syntax, and language modeling
features. Feng, et al. [7] explored a range of text
features such as discourse properties, language modeling
features, part-of-speech-based features, and syntactic
features to quantify text complexity. Zeng-Treitler, et
al. [29] proposed a system to grade the readability
of health content; their tool employs lexical, syntactic,
semantic and stylistic characteristics to accomplish such
goal. Ashok, et al. [2] proposed an SVM classifier
based on part of speech and lexical distributions,
sentiment features, and grammatical properties to
predict the success of novels. Lastly, Louise and
Nenkova [16] proposed a model for predicting the
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appropriate length for a textual content in response to
a specific information need.

Another line of related work is detecting plagiarism;
systems designed for such task are concerned with
determining if a given document was plagiarized
from another source. To do so, current approaches
in literature attempt to capture the significance of
differences between a suspicious text and a source
document (e.g., [1, 22, 27]). Most of the previous
efforts in plagiarism detection are centered on the
retrieval aspect to find the original source of plagiarized
content; thus, they focus on information and passage
retrieval. Our problem differs from plagiarism detection
in that our system takes as input a a candidate-source
pair (preliminary and final reports) and attempts at
classifying the significance of differences between them;
instead, in plagiarism detection, the goal is the retrieval
of source document.

3 Methodology

We propose a two stage pipeline for classification of
type of discrepancies in radiology reports based on
their significance. The overview of our approach is
shown in Figure 2. In first stage, we utilize a heuristic
based on domain ontology to identify non-significant
discrepancies. In next stage, reports that are labeled as
significant by the heuristic are processed by a classifier
that exploits a variety of textual features. Specifically,
we adapt features that are originally used to evaluate
text summarization and machine translation systems
to our problem. The following sections provide details
about each one of these two stages.

3.1 Stage 1: Domain ontology. We first link
the significance of the discrepancies to the differences
between the domain specific concepts in the reports.
To extract domain specific concepts, we use RadLex1,
which is a comprehensive ontology of radiology terms
and expressions with about 68K entries.

The domain specific concepts between the
preliminary report and the final report are then
compared. There might be cases in which there
are no difference between the concepts of radiology
reports but in one report some concepts are negated.
As an example, consider these two sentences: “ ...
hypodensities in the inferolateral left frontal lobe ...”
and “... no hypodensity in the inferolateral left frontal
lobe ...”. Although the radiology concepts are identical,
the negation might indicate significant discrepancy.
Therefore, we also consider the negations in which the
RadLex concepts appear to prevent false classification.

1https://www.nlm.nih.gov/research/umls/
1http://www.rsna.org/radlex.aspx

To detect negations, we use the dependency parse
tree of the sentences and a set of seed negation words
(not and no). That is, we mark a radiology concept
as negated if these seed words are dependent on the
concept. If the RadLex concepts of the reports are
identical and the negations are consistent, we classify
the type of changes as non-significant. We call this
stage, the RadLex heuristic (As indicated in Figure 2).
A more comprehensive negation detection algorithm
(NeGex [5]) was also evaluated; however, its results did
not show any significant improvement.

The RadLex heuristic highly correlates with human
judgments in identifying non-significant changes, as
shown in Section 4.2. However, this simple heuristic is
not accurate for detecting the significant discrepancies.
In other words, if RadLex terms or their associated
negations are not consistent, one can not necessarily
classify the report as significant.

3.2 Stage 2: Classification using textual
features. In this section, we detail a binary classifier
designed to address the shortcoming of the RadLex
heuristic, we propose a binary classifier. The classifier
uses diverse sets of textual features that aim to capture
significance of discrepancies in radiology reports. The
features that we use include surface textual features,
summarization evaluation metrics, machine translation
evaluation metrics, and readability assessment scores.
We briefly explain each of these feature sets and provide
the intuition behind each one of them.

3.2.1 Surface Textual Features. Previous work
used word count discrepancy as a measure for
quantifying the differences between preliminary and
final radiology reports [11]. We use an improved version
of the aforementioned method as one of the baselines.
That is, in addition to the word count differences,
we also consider the character and sentence differences
between the two reports as an indicator of significance
of changes.

3.2.2 Summarization evaluation features.
Rouge1 [14], one of the most widely used set of metrics
in summarization evaluation, estimates the quality of
a system generated summary by comparing it to a
set of human generated summaries. Rouge has been
proposed as an alternative to manual evaluation of
the quality of system generated summaries which can
be a long and exhausting process. Rather than using
Rouge as evaluation metric, we exploit it as a feature
for comparing the quality of the preliminary radiology
report with respect to the final report. Higher Rouge
scores indicate that the discrepancies between the
preliminary and the final reports are less significant.
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Radiology Report Radlex heuristic

Non-sig.

Classifier Sig.

Identical

Different

Figure 2: Overview of the proposed approach. The radiology reports are first classified by the Radlex heuristic.
If there is no Radlex difference between a preliminary and the associated final report, the case is classified as
non-significant discrepancy (Non-sig in the figure). Otherwise the case is sent to the a binary classifier for further
analysis. The classifier which works based on several textual features, classifies the reports as having either
significant (Sig. in the figure) or non-significant discrepancies

We utilize the following variants of Rouge:

Rouge-N: In our setting, Rouge-N is the N-gram
precision and recall between the preliminary and final
report, where N is the gram length (e.g., N=1 indicates
a single term, N=2 a word bigram, and so on.) We
consider Rouge-1 to Rouge-4.

Rouge-L: This metric compares the two reports
based on the Longest Common Subsequence (LCS).
Intuitively, longer LCS between the preliminary and the
final report shows that the quality of the two reports
are closer and therefore differences between the two are
less significant.

Rouge-S: Rouge-S computes the skip-bigram
co-occurrence statistics between the two reports. It
is similar to Rouge-2 except that it allows gaps
between the bigrams. Skip-grams are used in different
NLP application; they consider additional n-grams
by skipping middle tokens. Applying skip-bigrams
without any threshold on the distance between tokens
often results in incorrect matches (e.g. we do not want
to consider all “the the” skip-bigrams in a sentence
with multiple “the” expressions). To prevent this, we
limit the maximum allowed distance to 10.

3.2.3 Machine translation evaluation features.
The Machine Translation (MT) evaluation metrics
quantify the quality of a system-generated translation
against a given set of reference or gold translations.
We consider the final report as the reference and
evaluate the quality of the preliminary report with
respect to it. Higher scores indicate a better quality of
the preliminary report, showing that the discrepancies
between the preliminary and final versions are less

1Recall-Oriented Understudy for Gisting Evaluation

significant. In detail, we use the following MT metrics:
Bleu [20], Word Error Rate and Meteor [6].

Bleu (Bi-Lingual Evaluation Understudy): In our
setting, Bleu is an n-gram based comparison metric
for evaluating the quality of a candidate translation
with respect to several reference translations. It
is conceptually similar to Rouge-N, except being
precision-oriented. Specifically, Bleu combines a
modified n-gram-based precision and a so-called
“Brevity Penalty” (BP), which penalizes short
sentences with respect to the reference. Here, we use
the Bleu score of the preliminary report with respect
to the final report as a feature that indicates the quality
of the preliminary report.

Word Error Rate (WER): WER is another commonly
used metric for the evaluation of machine translation
[26]. It is based on the minimum edit distance between
the words of a candidate translation versus reference
translations; we consider WER as the following
formula:

WER
def
= (100 × (S + I +D)/N)

where N is the total number of words in the preliminary
report; S, I, and D are the number of Substitutions,
Insertions, and Deletions made to the preliminary
report to yield the final report.

Metric for Evaluation of Translation with Explicit
word Ordering (Meteor): Meteor is a metric
for evaluation of machine translation that aligns the
translations to the references. Here, we want to find
the best alignment between the preliminary report and
the final report. In addition to exact matches between
terms, Meteor also accounts for synonyms and
paraphrase matches between the words and sentences
which are not captured by previous features such as
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RadLex A B

non-significant
RadLex 1.0 0.964 0.942

A 0.964 1.0 0.906
B 0.942 0.906 1.0

count=139 Fleiss κ = 0.880

significant
RadLex 1.0 0.557 0.492

A 0.557 1.0 0.934
B 0.492 0.934 1.0

count=61 Fleiss κ = 0.468

Table 1: Agreement rate between the RadLex heuristic
and two annotators A and B. Agreement for significant
and non-significant reports are separately presented.
Both raw agreement rates as well as Fleiss κ between
the annotators and the RadLex heuristic are shown.

Rouge. We use both the WordNet [18] synonyms
and RadLex ontology synonyms for calculation of the
Meteor score.

3.3 Readability assessment features. To
quantify complexity of textual content and the style
of the reports, we use readability assessment features.
Here, “style” refers to reporting style of the radiology
reports, such as lexical and syntactic properties.
In detail, we use the Automated Readability Index
(ARI) [12] and the Simple Measure Of Gobbledygook
(SMOG) index [17]. These two metrics are based on
distributional features such as the average number of
syllables per word, the number of words per sentence,
or binned word frequencies. In addition to these
statistics, we also consider average phrase counts
(noun, verb and propositional phrases) among the
features.

4 Empirical Results

4.1 Experimental setup We use a collection of
radiology reports with discrepancies obtained from a
large urban hospital for evaluation. These reports
contain two main textual sections: findings, which
contains the full interpretation of the radiology
examination, and impression, which is a concise section
that highlights important aspects of the report. We use
both sections for evaluation of our proposed pipeline.
We use 10 fold cross validation for evaluating the
proposed classification scheme.

4.2 Classification using RadLex ontology. As
explained in Section 3, we first classify the reports
using the RadLex ontology and the negation differences
between the preliminary and final versions of the report.
We ran this method on 200 randomly sampled reports
from the dataset; two annotators were asked to label
the reports based on significance of discrepancies. The

Baselines F-1 FNR AUC ACC

Sf (Improved v. of [11]) 0.650 0.329 0.642 0.633
RL 0.690 0.355 0.746 0.707
Sf+RL 0.694 0.329 0.730 0.700

Our methods F-1 FNR AUC ACC

Rd 0.568 0.421 0.594 0.553
BL 0.709 0.184* 0.757 0.660
M 0.604 0.368 0.627 0.580
Rg 0.767* 0.197* 0.838* 0.753*
Rg+BL 0.739* 0.237* 0.831* 0.727*
Rg+M 0.775* 0.184* 0.847* 0.760*
Rg+WER 0.702 0.211* 0.746 0.660
Rg+BL+M 0.780* 0.184* 0.843* 0.767*
Rg+BL+M+RL 0.769* 0.211* 0.841* 0.760*
Rg+BL+M+RL+Rd 0.797* 0.171* 0.837* 0.787*

Table 2: F-1 score (F1) and False Negative Rate (FNR)
for significant reports as well as overall Area Under the
Curver (AUC) and Accuracy (ACC) based on different
set of features. The top part of the table shows the
baselines and the bottom part shows our proposed
features. Sf: Surface features – character, word
and sentence differences; RL: RadLex concepts and
their associated negation differences; Rd: Readability
features; M: Meteor; BL: Bleu. Rg: Rouge.
Asterisk (*) shows statistically significant improvement
over all baselines (two-tailed student t-test, p < 0.05).

annotators were allowed to label a case as “not-sure” if
they could not confidently assign a label for the report.
The agreement rates between the annotators and the
RadLex heuristic is shown in Table 1. As illustrated,
RadLex heuristic is highly correlated with human
judgments and the Fleiss κ for non-significant reports is
above 0.8, which can be interpreted as perfect agreement
[13, 8]. However, the simple RadLex heuristic’s
performance for the reports that it labels as significant is
low. Thus, we conclude that RadLex concept differences
between the reports do not necessarily mean that the
changes between them is significant. As we show in
next section, the proposed classification scheme with
the textual features can solve this problem for reports
with RadLex differences.

4.3 Classification by textual features. To
evaluate our proposed classification approach, a
radiologist manually identified types of discrepancies of
150 randomly sampled radiology reports that include
RadLex concept differences.

4.3.1 Feature analysis. Table 2 shows the cross
validated classification results using the set of features
described in Section 3. We use an SVM classifier
with linear kernel. We report F-1 score and false
negative rates for significant reports, and the overall
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Figure 3: ROC curves

area under the curve and accuracy. We consider
the following baselines: (i) Surface textual features
including character, word and sentence differences
between the reports (Indicated as “Sf” in the table).
(ii) RadLex concepts and associated negation differences
(Indicated as “RL”). (iii) Surface textual features
along with RadLex concepts and negation differences
(RL+Sf). Results based on different sets of features
are presented. We experimented with all possible
combinations of features; for the sake of brevity, we only
report combination of features of significance.

We observe that majority of the proposed features
outperform the baseline significantly. One feature set
performing worse than the baseline is the readability
features. As described in Section 3.3, readability
features mostly capture the differences between the
reporting styles, as well as the readability of the written
text. However, the reporting style and readability of the
preliminary and final report might be similar although
their content differs. For example, some important
radiology concepts relating to a certain interpretation
might be contradictory in the preliminary and final
report while they both follow the same style. Thus,
the readability features on their own are not able to
capture significant discrepancies. However, when used
with other features such as Rouge, they are able to
capture style differences that are not realized by other
features especially in insignificant change category. This
causes the performance of combined metrics to increase.

Rouge features are able to significantly improve
over the baseline. When we add Meteor features,

we observe a further improvement over Rouge alone.
This is likely due to the fact that Meteor considers
synonyms in aligning the sentences as well, which is not
captured by Rouge. However, we note that Meteor
by itself underperforms the baseline. We attribute
this to the concept drift that may have been caused
by consideration of synonyms in Meteor as observed
in high FNR of Meteor. The highest scores are
achieved when we combine Meteor, Rouge, Bleu,
RadLex and readability features. We attribute the
high performance of this setting to different aspects of
reporting discrepancies captured by each of the features.
ROC curve differences between our best performing
features and the baseline (Figure 3a) further shows
the effectiveness of our approach. Individual effects of
features in terms of ROC curves are also compared in
Figure 3b. As shown, Rouge features are the most
informative for identifying significant discrepancies.

4.3.2 Sections of the report. We evaluated which
sections of the radiology report have more influence
on the final significance of the discrepancies. As
explained in Section 4.1, the reports have two main
sections: findings and impression. As shown in table
3, impression section features have higher F-1 scores
(+6.68%), lower false negative rates (-31.8%) and
higher accuracy (+4.5%) than findings section. This
is expected, since impression contains key points of the
report. However, the best results are achieved when
both sections are considered, thus indicating that the
findings section contains valuable information that are
not present in the impression.
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Sections F-1 FNR AUC ACC
Impression 0.772 0.197 0.821 0.760
Findings 0.725 0.289 0.817 0.727

All 0.797 0.171 0.837 0.787

Table 3: Comparison of the results based on features
extracted from different sections of the reports.

4.4 Error Analysis. We examined the cases that
our approach incorrectly classified. First, many
of the false positive cases (i.e., reports that were
incorrectly flagged as having significant discrepancies)
were due to unnecessarily long length of preliminary
reports. We saw that in many cases, the preliminary
report, especially in impression section, contains extra
information that is later removed by the attending
editor. In these cases, when almost half of the
preliminary report is removed in the final version,
our classification scheme fails to classify them as
insignificant. According to the domain expert
annotator, however, those removed sections do not
convey any critical information. Since our features are
mostly considering lexical overlaps between the reports,
they fail to capture these special cases.

Second, we noticed that some of the false negative
cases were due to only slight changes between the two
reports. An example is illustrated below which shows a
snippet from the preliminary and the final reports:

• preliminary report: “Worsening airspace
disease at the left base represents aspiration.”

• final report “Worsening airspace disease at the
left base could represent aspiration.”

This small change in the report is interpreted as
a significant discrepancy between the two reports by
the domain expert. Since there is only a slight change
between the two reports and the term could is not a
domain specific term, our features fail to detect this
case as significant. In this special case, the term could
changes a specific interpretation from a definite fact
to a possibility, thus can be considered as significant
discrepancy.

Although the proposed approach misclassifies these
cases, such discrepancies are very rare. In future work,
we will focus on designing features that can capture
significance of discrepancies in such cases.

5 Conclusions and future work

Identifying significance of discrepancies in radiology
reports is essential for education of radiology residents
and patient care. We proposed a two-stage pipeline
to distinguish between significant and non-significant
discrepancies in radiology reports. In the first stage

we adopted a heuristic based on the RadLex domain
ontology and negations in radiology narratives. In
the second stage, we proposed a classifier based on
several features including summarization and machine
translation evaluation, and text readability features
for classification of the reports. We validated our
approach using a real world dataset obtained from a
large urban hospital. We showed the effectiveness of our
proposed pipeline which gains statistically significant
improvement (+14.6% AUC, -52% FNR) over the
several baselines. A provisional patent based on the
proposed approach has been filed at United States
Patent and Trademark Office (application number
62280883).

We only focused on the binary classification
of changes into two categories: significant and
non-significant. Future work will be concerned with
exploring the problem of categorizing changes into
multiple levels of significance.

Error analysis revealed some rare cases that our
features are not designed to capture. Such cases are
mostly due to either very small textual differences
between the reports that imply significant discrepancy
or huge textual differences that do not reflect any
significant discrepancies. One natural extension is
to design features that can capture such cases. For
example, one can consider differences between modality
of the reports.

An important goal in detecting significant
discrepancies is to prevent future similar problems.
One intuitive direction to follow would be clustering
discrepancies based on certain textual descriptors.
Thus, finding common problems in the collection of
initial reports can further promote patient care and
resident education.
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B. Stein, Crowdsourcing interaction logs to
understand text reuse from the web., in ACL (1),
2013, pp. 1212–1221.

[23] A. T. Ruutiainen, D. J. Durand, M. H. Scanlon,
and J. N. Itri, Increased error rates in preliminary
reports issued by radiology residents working more than
10 consecutive hours overnight, Academic radiology, 20
(2013), pp. 305–311.

[24] A. T. Ruutiainen, M. H. Scanlon, and J. N.
Itri, Identifying benchmarks for discrepancy rates
in preliminary interpretations provided by radiology
trainees at an academic institution, Journal of the
American College of Radiology, 8 (2011), pp. 644–648.

[25] R. E. Sharpe Jr, D. Surrey, R. J. Gorniak,
L. Nazarian, V. M. Rao, and A. E. Flanders,
Radiology report comparator: a novel method to
augment resident education, Journal of digital imaging,
25 (2012), pp. 330–336.

[26] M. Snover, B. Dorr, R. Schwartz, L. Micciulla,
and J. Makhoul, A study of translation edit rate
with targeted human annotation, in Proceedings of
association for machine translation in the Americas,
2006, pp. 223–231.

[27] E. Stamatatos, M. Potthast, F. Rangel,
P. Rosso, and B. Stein, Overview of the
pan/clef 2015 evaluation lab, in Experimental IR
Meets Multilinguality, Multimodality, and Interaction,
Springer, 2015, pp. 518–538.

[28] J. Walls, N. Hunter, P. M. Brasher, and S. G.
Ho, The depictors study: discrepancies in preliminary
interpretation of ct scans between on-call residents and
staff, Emergency radiology, 16 (2009), pp. 303–308.

[29] Q. Zeng-Treitler, L. Ngo, S. Kandula,
G. Rosemblat, H.-E. Kim, and B. Hill, A
method to estimate readability of health content,
Association for Computing Machinery, (2012).

48



Multi-task Spare Group Lasso for Characterizing Alzheimer’s Disease∗
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Abstract

Alzheimers disease (AD) is a severe neurodegenerative

disorder characterized by loss of memory and reduction

in cognitive functions due to progressive degeneration of

neurons and their connections, eventually leading to death.

AD is the most common cause of dementia in the elderly,

and currently affects over 5 million individuals in the US,

and over 30 million individuals worldwide. In this paper, we

consider the problem of simultaneously predicting several

different cognitive scores associated with categorizing

subjects as normal, mild cognitive impairment (MCI), or

Alzheimer’s disease (AD) in a multi-task learning framework

using features extracted from brain images obtained from

ADNI (Alzheimer’s Disease Neuroimaging Initiative). To

solve the problem, we present multi-task sparse group lasso

(MT-SGL), which does hierarchical sparse feature selection

in a multi-task setting, and propose a FISTA-style com-

posite objective accelerated descent method for efficiently

learning the model. Through comparisons on a variety

of baseline models using multiple evaluation metrics, we

illustrate the promising performance of MT-SGL on real

imaging data drawn from ADNI.

Keywords: Alzheimer’s disease, multi-task learning,
sparse group lasso, optimization

1 Introduction

Alzheimer’s Disease (AD) is a severe neurodegenerative
disorder that results in a loss of mental function due
to the deterioration of brain tissue, leading directly
to death [10]. It accounts for 60−70% of age related
dementia, affecting an estimated 30 million individuals
in 2011 and the number is projected to be over 114
million by 2050 [27]. The cause of AD is poorly
understood and currently there is no cure for AD. AD
has a long preclinical phase, lasting a decade or more.
There is increasing research emphasis on detecting
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†College of Computer Science and Engineering, Key Labo-
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AD in the pre-clinical phase, before the onset of the
irreversible neuron loss that characterizes the dementia
phase of the disease, since therapies/treatment are most
likely to be effective in this early phase.

The Alzheimer’s Disease Neuroimaging Initiative
(ADNI, http://adni.loni.usc.edu/) has been facil-
itating the scientific evaluation of neuroimaging data
including magnetic resonance imaging (MRI), positron
emission tomography (PET), along with other biomark-
ers, and clinical and neuropsychological assessments for
predicting the onset and progression of MCI (mild cog-
nitive impairment) and AD. Early diagnosis of AD is
key to the development, assessment, and monitoring of
new treatments for AD. Using datasets from ADNI, pre-
dictive models have been developed in recent years to
better characterize AD, including classifying a patient’s
data into categories such as normal, mild cognitive im-
pairment (MCI), and Alzheimer’s disease (AD). Accu-
rate classification, especially for early stage MCI in pa-
tients, will be key to research and develop cures for AD.
From a data analysis perspective, the problem is often
posed as a multi-task learning (MTL) problem with a
set of tasks derived from salient properties of the differ-
ent categories of patients.

Existing works in this context has considered sparse
models, for example Lasso [23, 14], which does feature
selection from high-dimensional imaging data, where
the features correspond to specific properties of different
regions of the brain. Group Lasso methods, which take
group information of the features into account while
doing feature selection has also been considered [30,
29, 4, 15, 7]. However, unstructured sparse models
neglect potential parameter coupling between tasks. In
order to address this problem, multi-task group lasso
has been considered in [13, 21]. In recent work, these
existing ideas are combined in Group-sparse Multitask
Regression and Feature Selection (G-SMuRFS) [28, 25]
which takes into account both coupled feature sparsity
across tasks using the L2,1-norm and coupled group
sparsity using the G2,1-norm.

In this paper, inspired by the recent success of group
sparse methods, we consider a framework of multi-task
learning with hierarchical group sparsity. In particular,
we consider a specific hierarchical model called multi-
task sparse group lasso (MT-SGL) which considers a
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two-level hierarchy with feature-level and group-level
sparsity and parameter coupling across tasks. The regu-
larization for MT-SGL considers both L2,1-norm to get
feature-level coupled sparsity as well as LG2,1 -norm to
get group-level coupled sparsity across tasks. In the con-
text of AD, the groups correspond to specific regions-
of-interest (ROIs) in the brain, and the individual fea-
tures are specific properties of those regions. While the
formulation of MT-SGL follows the recent advances in
G-SMuRFS, the key difference between the two formu-
lations is the optimization method. While G-SMuRFS
focuses on a sub-gradient approach [25], which can be
slow and inaccurate at times, we propose an efficient
FISTA-style [3] accelerated descent method for the com-
posite objective under consideration. The key step com-
putational step in the proposed iterative optimization
approach is the computation of the proximal operator
corresponding to the mixed L2,1 and LG2,1 regulariza-
tion. Building on the existing literature, we show that
the proximal operator can in fact be computed by sim-
ple sequential row-wise and group-wise soft-thresholding
operations, making the proposed algorithm really effi-
cient in practice.

Through empirical evaluation and comparison with
four different groups of baseline methods on data from
ADNI, we illustrate MT-SGL compares favorably with
respect to the baselines. In particular, the performance
of MT-SGL is better than G-SMuRFS according to dif-
ferent evaluation metrics, and the improvements are sta-
tistically significant for most tasks. Also the proposed
MT-SGL outperforms all the basic baseline methods,
including Ridge regression [18], Lasso [23], Group Lasso
[30] applied independently to each task, and multi-task
group lasso (MT-GL) based on L2,1-norm regularization
[13]. Compared with Robust MTL methods, which con-
sider a low-rank and sparse parameter structure with
suitable notions of sparsity, MT-SGL outperforms all
the three types of Robust MTL methods we considered.
Finally, MT-SGL is shown to be competitive with the
recently proposed multi-task sparse structure learning
(MSSL), which explicitly models task-relationships as a
graphical model.

The rest of the paper is organized as follows.
Section 2 briefly discusses related work in regression
analysis. Section 3 gives the formulation of the proposed
MT-SGL. Section 4 discusses an efficient optimization
for MT-SGL. Section 5 discusses experimental results on
regression using ADNI dataset. We conclude in Section
6.

2 Related Work

Recent studies have shown that regression analysis helps
explore the relationship between imaging measures and

cognitive outcomes. Many regression models have been
used to enhance the AD regression accuracy on the
ADNI data.

For example, the standard ridge regression model
[18] is a continuous process that shrinks coefficients
and hence produces non-sparse results, which is not
interpretable for biomarker discovery. Sparse structure
learning models tend to produce some coefficients that
are exactly zero and hence give sparse results, such as
Lasso [23]. Group Lasso [30] is an extension of Lasso,
considering the problem of selecting grouped features
for accurate prediction in regression. However, these
two methods are based on single task learning structure,
neglecting the correlations between multiple tasks.

Multi-task sparse matrix learning aims to learn the
shared information among related tasks for improved
performance. For example, L2,1-norm [13] encourages
multiple predictors from different tasks to share similar
parameter sparsity patterns. Multi-task sparse struc-
ture learning (MSSL) [8] considers a joint estimation
problem of the task relationship structure and the in-
dividual task parameters, which is solved using alter-
nating minimization. FoGLasso [29] considers the effi-
cient optimization of the overlapping group Lasso pe-
nalized problem and generalized to tackle the general
overlapping group Lasso formulation based on the Lq

norm. Robust multi-task learning (RMTL) [5] captures
the task relationships using a low-rank structure, and
simultaneously identifies the outlier tasks using a group-
sparse structure.

Using ADNI data, a sparse inverse covariance esti-
mation technique for identifying the connectivity among
different brain regions is investigated by Ye et al. in [22],
in which a novel algorithm based on the block coordi-
nate descent approach is proposed for the direct esti-
mation of the inverse covariance matrix. In [24], Ye et
al. combined a predictive multi-task machine learning
method with novel MR-based multivariate morphome-
tric surface map of the hippocampus to predict future
cognitive scores of patients. Recently, some works focus
on longitudinal neuroimaging data. In [33], Ye et al. for-
mulate the prediction problem as a multi-task regression
problem by considering the prediction at each time point
as a task and propose two novel multi-task learning for-
mulations. Unlike the previous methods that explicitly
combined the longitudinal information in a feature do-
main, Shen et al. in [16] propose a multi-task sparse
representation classifier to discriminate between MCI-C
and MCI-NC utilizing longitudinal neuroimaging data.
It can be considered as the combination of the gener-
ative and discriminative methods, which are known to
be effective in classification enhancement. Most existing
works focus on the prediction of target using modalities
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of biomarkers. In [31], Shen et al. propose to com-
bine three modalities of biomarkers, i.e., MRI, FDG-
PET, and CSF biomarkers, to discriminate between AD
(or MCI) and healthy controls, using a kernel combina-
tion method. A novel multi-task learning based fea-
ture selection method is proposed by Shen et al. in
[12] to effectively preserve the complementary informa-
tion from multi-modal neuroimaging data for AD/MCI
identification. In which, the selection of features from
each modality is treated as a task and then a new con-
straint to preserve the inter-modality relationship dur-
ing the feature selection is proposed. Taking into ac-
count both the L2,1-norm and group information of the
features (G2,1-norm), Group-Sparse Multi-task Regres-
sion and Feature Selection (G-SMuRFS) is proposed in
[25], which is used to identify quantitative trait loci for
multiple disease-relevant quantitative traits and applied
to a study in mild cognitive impairment and Alzheimers
disease. In [28], G-SMuRFS is applied to predict cog-
nitive outcomes using cortical surface biomarkers, in
which the objective function is obtained through an it-
erative optimization procedure.

In this paper, we focus on the problem of multi-
task sparse group learning. We devise the formulation
with two forms of L2,1 norm regularization: a L2,1

norm for coupling multiple tasks, and a L2,1 norm
for grouping relevant MRI features in the same ROI,
which close to the model of G-SMuRFS. However, we
use a more efficient optimization algorithm FISTA to
solve the problem. Besides, the penalty in MSSL is
replaced by multi-task group regularization proposed in
our work.

3 Multi-task Sparse Group Lasso

The proposed work on multi-task sparse group lasso
(MT-SGL) builds on the existing literature on linear
regression models with hierarchical sparsity structures
over the regression coefficients. With a few recent excep-
tions [7, 9], most applications of hierarchical sparse reg-
ularization based modeling has focused on the regression
setting with one task. Our work builds on the literature
on sparse multi-task learning [1, 6], which encourages
related tasks to have similar sparsity structures.

We start with a basic description of the MT-SGL
model [30, 13]. Consider a MTL setting with k tasks.
Let p be the number of covariates, shared across all
the tasks, and n be the number of samples. Let X ∈
Rn×p denote the matrix of covariates, Y ∈ Rn×k be
the matrix of responses with each row corresponding
to a sample, and Θ ∈ Rp×k denote the parameter
matrix, with column θ.h ∈ Rp corresponding to task
h, h = 1, . . . , k, and row θj. ∈ Rk corresponding to
feature j, j = 1, . . . , p. We assume the p covariates

to be divided into ℓ disjoint groups G1, . . . ,Gℓ, with
each group having m1, . . . ,mℓ covariates respectively.
In the context of AD, each group corresponds to a
region-of-interest (ROI) in the brain, and the covariates
in each group correspond to specific features of that
region. For AD, the number of features in each group
is typically 1 or 4, and the number of groups can be in
the hundreds. We discuss specifics for our experimental
setting in Section 5.

The MTL problem can be set-up as one of estimat-
ing the parameters based on suitable regularized loss
function:

(3.1) min
Θ∈Rp×k

L(Y,X,Θ) + λR(Θ) ,

where L(·) denotes the loss function and R(·) is the
regularizer. In the current context, we assume the loss
to be square loss, i.e.,

(3.2) L(Y,X,Θ) = ∥Y −XΘ∥2F =
n∑

i=1

∥yi − xiΘ∥22 ,

where yi ∈ R1×k,xi ∈ R1×p are the i-th rows of Y,X,
respectively corresponding to the multi-task response
and covariates for the i-th sample. We note that the
MTL framework can be easily extended to other loss
functions.

For the MTL regularization R(Θ), different choices
encourage different structures in the estimated parame-
ters. The most commonly used regularization is the L1

norm, R(Θ) = ∥Θ∥1, which leads to lasso-type problem
[23]. The L1 norm regularization however does not do
anything special for the MTL setting, e.g., by enforc-
ing similar sparsity patterns across related tasks. In the
MTL setting, a generalization of the lasso, the mutli-
task group lasso (MT-GL) [30, 13] based on the L2,1

norm, i.e., L1 norm over the L2 norm over rows θj., has
been proposed. In particular, MT-GL considers

(3.3) R(Θ) = ∥Θ∥2,1 =

p∑
j=1

∥θj.∥2 ,

and is suitable for simultaneously enforcing sparsity
over features for all tasks. In this paper, we consider
the multi-task sparse group lasso (MT-SGL) framework
[28, 25], which enforces simultaneous hierarchical spar-
sity by first selecting groups and then selecting some
covariates from the selected groups. The difference of
MT-SGL and SGL [4, 15, 7] is that SGL considers a
similar hierarchical sparsity structure but for one task,
whereas MT-SGL enforces the hierarchical sparsity si-
multaneously for all tasks. For MT-SGL, the regularizer
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is given by

R(θ) = λ1∥Θ∥2,1 + λ2∥Θ∥G2,1

= λ1

p∑
j=1

∥θj.∥2 + λ2

k∑
h=1

∥ΘGh
∥F ,

(3.4)

where λ1 ≥ 0, λ2 ≥ 0 are the regularization parameters,
and

(3.5) ∥ΘGh
∥F =

√√√√∑
j∈Gh

k∑
h=1

θ2jk ,

is the Frobenius norm of the parameter submatrix
corresponding to group Gh. Thus, the overall MT-
SGL formulation focuses on the following regularized
loss function:

(3.6) min
Θ∈Rp×k

∥Y −XΘ∥2F + λ1∥Θ∥2,1 + λ2∥Θ∥G2,1 .

Several existing models can be viewed as special cases
of the MT-SGL formulation. When λ2 = 0, we get back
the MT-GL formulation [21, 13]. For a single task, i.e.,
k = 1, MT-SGL simplifies to SGL [4, 15, 7], and is also
related to the composite absolute penalty (CAP) family
[32]. For a single task, when λ1 = 0 and λ2 > 0, MT-
SGL reduces to the group lasso (GL) [30]; and if λ1 > 0
and λ2 = 0, MT-SGL reduces to the lasso [14, 23].

4 Efficient Optimization for MT-SGL

The optimization problem for MT-SGL as in (3.6) is a
convex optimization problem with a composite objective
with a smooth term corresponding to the square loss and
a non-smooth term corresponding to the regularizer. In
this section, we present a FISTA-style [3] algorithm for
efficiently solving the MT-SGL problem.

Consider a general convex optimization problem
with a composite objective given by

(4.7) min
z

f(z) + g(z) ,

where z ∈ Rd, f : Rd 7→ R is a smooth convex function
of the type C1,1, i.e., continuously differentiable with
Lipschitz continuous gradient so that ∥f(z)− f(w)∥ ≤
L∥z−w∥ where L denotes the Lipschitz constant, and
g : Rd 7→ R is a continuous convex function which is
possibly non-smooth. A well studied idea in efficient
optimization of such composite objective functions is to
start with a quadratic approximation of the form:
(4.8)

QL(z, zt) := f(zt)+⟨z−zt,∇f(zt)⟩+
L

2
∥z−zt∥2+g(z) .

Ignoring constant terms in zt, the unique minimizer of
the above expression can be written as
(4.9)

πf,g
L (zt) = argmin

z

{
g(z) +

L

2
∥z−

(
zt −

1

L
∇f(zt)

)
∥2
}

,

which can be viewed as a proximal operator correspond-
ing to the non-smooth function g(z). A popular ap-
proach to solving problems such as (4.7) is to simply do
the following iterative update:

(4.10) zt+1 = πf,g
L (zt) ,

which can be shown to have a O(1/t) rate of convergence
[19, 20].

For our purposes, we consider a refined version of
the iterative algorithm inspired by Nesterov’s acceler-
ated gradient descent [19, 20]. The main idea, as stud-
ied in the literature as FISTA-style algorithms [3], is to

iteratively consider the proximal operator πf,g
L (·) at a

specific linear combination of the previous two iterates
{zt, zt−1}, in particular at

(4.11) ζt+1 = zt + αt+1(zt − zt+1) ,

instead of at just the previous iterate zt. The choice
of αt+1 follows Nesterov’s accelerated gradient descent
[19, 20] and is detailed in Algorithm 1. The iterative
algorithm simply updates

(4.12) zt+1 = πf,g
L (ζt+1) .

As shown in [3], the algorithm has a rate of convergence
of O(1/t2).

A key building block in MT-SGL is the computation
of the proximal operator in (4.12) when g(·) ≡ Rλ1

λ2
(·) is

the multi-task sparse group lasso regularizer given by

(4.13) Rλ1

λ2
(Θ) = λ1∥Θ∥2,1 + λ2∥Θ∥G2,1 .

For MT-SGL, the iterates zt ≡ Θt are matrices, and the
proximal operator is computed at ζt+1 ≡ Zt+1 = Θt +
µt+1(Θt − Θt−1). With f(Zt+1) = ∥Y −XZt+1∥2F and
Vt+1 = (Zt+1− 1

L∇f(Zt+1)), the problem of computing

the proximal operator πf,g
L (Zt+1) := T

λ1/L
λ2/L

(Vt+1) is

given by

T
λ1/L
λ2/L

(Vt+1) = argmin
Θ∈Rp×k

{Rλ1/L
λ2/L

(Θ) +
1

2
∥Θ− Vt+1∥2}

= argmin
Θ∈Rp×k

{Rλ1

λ2
(Θ) +

L

2
∥Θ− Vt+1∥2} .

(4.14)

The goal is to be able to compute Θt+1 = T
λ1/L
λ2/L

(Vt+1)

efficiently.
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It can be shown that the proximal operator can be
computed efficiently in two steps, as outlined below:

Ut+1 = T
λ1/L
0 (Vt+1) ,(4.15)

Θt+1 = T 0
λ2/L

(Ut+1) = T
λ1/L
λ2/L

(Vt+1) .(4.16)

Next we show that both of these steps can be executed
efficiently using suitable extensions of soft-thresholding.
The update in (4.15) can be written as
(4.17)

Ut+1 = argmin
U∈Rp×k

{
λ1

L
∥U∥2,1 +

1

2
∥U − Vt+1∥2F

}
.

Following [13], the row-wise updates can be done by
soft-thresholding as

(4.18) ui =
max{∥vi∥2 − λ1

L , 0}
∥vi∥2

vi ,

where ui,vi are the i-th rows of Ut+1, Vt+1 respectively.
Next we focus on the update (4.16), which can be

written as
(4.19)

Θt+1 = argmin
Θ∈Rp×k

{
λ2

L
∥Θ∥G2,1 +

1

2
∥Θ− Ut+1∥2

}
.

Following [29], the group specific row-wise updates can
be done by soft-thresholding as

(4.20) ΘGh
=

max{∥ΘGh
∥F − λ2

L , 0}
∥ΘGh

∥F
UGh

,

where ΘGh
, UGh

are group specific mh × k sub-matrices
correspond to group Gh in Θt+1, Ut+1 respectively.
Thus, both the steps (4.15) and (4.16) can be efficiently
computed.

In practice, since the Lipschitz constant L may be
unknown, we follow the adaptive strategy suggested in
[3] to make sure we make progress. The pseudocode of
MT-SGL is summarized in Algorithm 1, where F (Θ)
denotes the objective function of MT-SGl as in (3.6),
QL(Θ1,Θ2) denotes the quadratic approximation as in

(4.8) for the MT-SGL objective, and πf,g
L (Θ) denotes

the proximal operator for the MT-SGL regularization.
The iterations can be terminated if the change of the
function values corresponding to adjacent iterations is
within a small value, say 10−3.

Algorithm 1. The MT-SGL Algorithm
Input: L0 > 0, x0 ∈ Rn

Step 0. Set y1 = x0, t = 1
Step t. (t ≥ 1) Find the smallest nonnegative integers
it such that with L = 2itLt−1

F (πf,g
L (Θt−1)) ≤ QL(π

f,g
L (Θt−1),Θt−1)

Set Lt = 2itLt−1 and compute

Vt = Zt −
1

L
∇f(Zt)

Θt = T
λ1/Lk

λ2/Lk
(Vt)

βt+1 =
1 +

√
1 + 4β2

t

2

Zt+1 = Θt +
βt − 1

βt+1
(Θt −Θt−1)

As shown in [3], such an algorithm is guaranteed to
converge at a rate O(1/t2).

5 Experimental Results

In this section, we present experimental results to
demonstrate the effectiveness of the proposed MT-SGL
framework on characterizing AD progression using a
dataset from the ALzheimer’s Disease Neuroimaging
Initiative (ADNI) [26].

5.1 Experimental Setting. We start by giving a
description of the datasets including features of imaging
data and the cognitive scores corresponding to the tasks,
followed by the statements of methods compared with
MT-SGL and the comparison results.
Data: The data used in this paper were obtained
from the ADNI database (adni.loni.usc.edu) [26]. The
primary goal of ADNI has been to test whether se-
rial MRI, PET, other biological markers, and clinical
and neuropsychological assessments can be combined
to measure the progression of MCI and early AD. Ap-
proaches to characterize AD progression will help re-
searchers and clinicians develop new treatments and
monitor their effectiveness. Further, being able to un-
derstand disease progression will increase the safety
and efficacy of drug development and potentially de-
crease the time and cost of clinical trails. The cur-
rent work focuses on MRI data. The MRI features
used in our experiments are based on the imaging data
from the ADNI database processed by a team from
UCSF (University of California at San Francisco), who
performed cortical reconstruction and volumetric seg-
mentations with the FreeSurfer image analysis suite
(http://surfer.nmr.mgh.harvard.edu/). There were p =
327 MRI features (covariates) in total, including the
cortical thickness average (TA), standard deviation of
thickness (TS), surface area (SA) cortical volume (CV)
and subcortical volume (SV) for a variety of regions-of-
interest (ROIs). In this work, only ADNI1 subjects with
no missing feature and cognitive outcome information
baseline data are included. This yields a total of n = 816
subjects, who are categorized into 3 baseline diagnostic
groups: Cognitively Normal (CN, n1 = 228), Mild Cog-

53



Table 1
Summary of ADNI dataset and subject information.

Category CN MCI AD

Number 228 399 189

Gender (M/F) 119/109 257/142 99/90

Age (y, ag ± sd) 75.8 ± 5.0 74.7 ± 7.4 75.2 ± 7.5

Edu (y, ag ± sd) 16.1 ± 2.8 15.6 ± 3.0 14.7 ± 3.2

CN, Cognitively Normal; MCI, Mild Cognitive Impair-
ment; AD, Alzheimer’s Disease; M, male; F, female; Edu,
Education; y, years; ag, average; sd, standard deviation.

nitive Impairment (MCI, n2 = 399), and Alzheimer’s
Disease (AD, n3 = 189). Table 1 lists the demographics
information of all these subjects, including age, gender
and education.
Tasks: For predictive modeling, we focus on 5 widely
used cognitive measures [28, 11], which to the k = 5
tasks in our setting. In particular, the cognitive scores
used in our analysis are: Alzheimers Disease Assessment
Scale - cognitive total score (ADAS), Mini Mental State
Exam score (MMSE), Rey Auditory Verbal Learning
Test (RAVLT) total score (TOTAL), RAVLT 30 min-
utes delay score (T30), and RAVLT recognition score
(RECOG).
Comparisons: In our experiments, we have compared
MT-SGL with 4 different groups of methods: (1) Group-
sparse Multitask Regression and Feature Selection (G-
SMuRFS) [28], which is one of the state-of-the-art meth-
ods for characterizing AD progression; (2) Baseline
methods, including Ridge regression [18], Lasso [23],
Group Lasso [30] applied independently to each task,
and multi-task group lasso (MT-GL) based on L2,1-
norm regularization [13]; (3) Robust Multi-Task Learn-
ing (Robust MTL) [5], which considers low-rank and
group-sparse parameters; (4) Multi-task Sparse Struc-
ture Learning (MSSL) [8], a recent MTL approach
which explicitly learns a sparse task dependency struc-
ture. In fact, the task dependency learning in MSSL is
independent of the multi-task regularization used, and
we run experiments combining MSSL with Lasso, Group
Lasso, and the proposed MT-SGL.
Methodology: For all experiments, we do a 5-fold
cross-validation. In particular, the AD, MCI and CN
samples are randomly partitioned into 5 subsamples,
respectively. We select one single subsample from AD,
MCI and CN, which are combined and retained as the
validation data for testing the model, and the remaining
4 subsamples of AD, MCI and CN are used as training
data. Performance of different methods was evaluated
by two metrics: root mean square error (RMSE, lower is
better) and Pearson correlation coefficient (CC, higher
is better) of the predicted values with respect to the test-
set true values for each task individually. The average

(avg) and standard deviation (std) of performance mea-
sures across 5 cross-validation trials are shown as avg ±
std for each experiment.

In MT-SGL, we initialize the parameter λ1 = γ ×
λmax
1 and λ2 = γ × λmax

2 [2, 17], where λmax
1 and λmax

2

are computed as follows,

λmax
1 = ∥XTY ∥∞ ,

λmax
2 = argmax

h,j∈Gh

1

m
1/2
h

∥max{(|XT
j Y | − γλmax

1 ), 0}∥2 ,

where mh denotes the number of features in group Gh.
The choices follow from the current understanding in
the literature of the correct form these parameters, in
particular, in terms of the dual norm of the gradient
of the objective [2, 15]. Thus, the only parameter to
be empirically chosen in MT-SGL is the scaling γ. As
we describe later, this is done using cross-validation for
each model considered.

5.2 Comparison with G-SMuRFS. Regulariza-
tion parameters for G-SMuRFS and MT-SGL are cho-
sen using a nested cross-validation strategy on the train-
ing data, with search grid in the range of 5 × 10−3 to
5 × 103 using a log-scale. Prediction performance re-
sults, measured by RMSE, CC and corresponding p-
values of t-test between MT-SGL and G-SMuRFS un-
der 5 cognitive scores are shown in Table 2 and Table
3 respectively. The prediction performance using those
features selected by MT-SGL is better (i.e., lower RMSE
and higher CC) than those of G-SMuRFS. In particular,
MT-SGL demonstrates clear performance improvement
over G-SMuRFS on predicting all 5 scores. From the re-
sults of t-test, we can see that MT-SGL is significantly
better (p ≤ 0.05) than G-SMuRFS under the score of
TOTAL, RECOG and MMSE. Interestingly, one of the
key differences between MT-SGL and G-SMuRFS is the
optimization method, and this seems to lead to sub-
stantial differences in performance on both evaluation
metrics and across all tasks.

5.3 Comparison with baseline methods. Regu-
larization parameters for baseline methods are also cho-
sen using a nested cross-validation strategy on the train-
ing data, with search grid in the range of 10−4 to 104

using a log-scale [13]. Prediction performance results,
measured by RMSE and CC of MT-SGL and baseline
methods under 5 cognitive scores are shown in Table 4
and Table 5, respectively. The sparse learning methods
(Lasso, Group Lasso, MT-GL and MT-SGL) is more ef-
fective than ridge regression on most of the cognitive
scores. Lasso and Group Lasso are single-task learn-
ing methods being applied independently on each task,
whereas MT-GL and MT-SGL are multi-task learning
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Table 2
Comparison of root mean squared error (RMSE) and p-values of t-test using RMSE between G-SMuRFS and
MT-SGL across all tasks.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

G-SMuRFS 0.8508 ± 0.0564 0.8559 ± 0.0483 0.9152 ± 0.0375 0.8258 ± 0.0409 0.7822 ± 0.0433

MT-SGL 0.8389 ± 0.0536 0.8494 ± 0.0440 0.9049 ± 0.0395 0.8170 ± 0.0392 0.7762 ± 0.0458

p-value 0.0093 0.1882 0.0111 0.0087 0.2120

Table 3
Comparison of correlation coefficient (CC) of G-SMuRFS and MT-SGL across all tasks.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

G-SMuRFS 0.5242 ± 0.0410 0.5189 ± 0.0956 0.4029 ± 0.0173 0.5650 ± 0.0313 0.6259 ± 0.0356

MT-SGL 0.5436 ± 0.0364 0.5310 ± 0.0970 0.4237 ± 0.0248 0.5778 ± 0.0349 0.6345 ± 0.0392

p-value 0.0086 0.1449 0.0123 0.0115 0.2194

Table 4
Comparison of root mean squared error (RMSE) of baseline methods and MT-SGL across all tasks.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

Ridge 0.8566 ± 0.0564 0.8727 ± 0.0439 0.9272 ± 0.0414 0.8246 ± 0.0350 0.7844 ± 0.0532

Lasso 0.8409 ± 0.0548 0.8558 ± 0.0451 0.9194 ± 0.0337 0.8273 ± 0.0435 0.7862 ± 0.0395

Group Lasso 0.8480 ± 0.0534 0.8557 ± 0.0426 0.9203 ± 0.0366 0.8297 ± 0.0390 0.7897 ± 0.0447

MT-GL 0.8510 ± 0.0568 0.8576 ± 0.0428 0.9110 ± 0.0404 0.8301 ± 0.0442 0.7853 ± 0.0410

MT-SGL 0.8389 ± 0.0536 0.8494 ± 0.0440 0.9049 ± 0.0395 0.8170 ± 0.0392 0.7762 ± 0.0458

Table 5
Comparison of correlation coefficient (CC) of Baseline methods and MT-SGL across all tasks.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

Ridge 0.5139 ± 0.0389 0.4900 ± 0.0940 0.3756 ± 0.0226 0.5653 ± 0.0319 0.6214 ± 0.0398

Lasso 0.5411 ± 0.0342 0.5203 ± 0.1015 0.3931 ± 0.0207 0.5633 ± 0.0410 0.6216 ± 0.0353

Group Lasso 0.5293 ± 0.0361 0.5213 ± 0.0896 0.3894 ± 0.0245 0.5605 ± 0.0332 0.6184 ± 0.0313

MT-GL 0.5247 ± 0.0365 0.5173 ± 0.0948 0.4108 ± 0.0165 0.5598 ± 0.0398 0.6233 ± 0.0323

MT-SGL 0.5436 ± 0.0364 0.5310 ± 0.0970 0.4237 ± 0.0248 0.5778 ± 0.0349 0.6345 ± 0.0392

Table 6
Comparison of the root mean squared error (RMSE) of variants of Robust MTL and MT-SGL.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

Robust MTL 0.8531 ± 0.0637 0.8662 ± 0.0483 0.9130 ± 0.0413 0.8212 ± 0.0441 0.7853 ± 0.0526

RMTL-L1 0.8528 ± 0.0637 0.8653 ± 0.0484 0.9115 ± 0.0412 0.8211 ± 0.0445 0.7850 ± 0.0527

RMTL-G2,1 0.8540 ± 0.0622 0.8669 ± 0.0477 0.9127 ± 0.0412 0.8213 ± 0.0442 0.7855 ± 0.0533

MT-SGL 0.8389 ± 0.0536 0.8494 ± 0.0440 0.9049 ± 0.0395 0.8170 ± 0.0392 0.7762 ± 0.0458

Table 7
Comparison of the correlation coefficient (CC) of variants of Robust MTL and MT-SGL.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

Robust MTL 0.5216 ± 0.0444 0.5019 ± 0.0773 0.4072 ± 0.0310 0.5743 ± 0.0342 0.6237 ± 0.0345

RMTL-L1 0.5214 ± 0.0444 0.5022 ± 0.0794 0.4099 ± 0.0305 0.5745 ± 0.0345 0.6241 ± 0.0348

RMTL-G2,1 0.5205 ± 0.0439 0.5007 ± 0.0791 0.4084 ± 0.0312 0.5738 ± 0.0340 0.6238 ± 0.0333

MT-SGL 0.5436 ± 0.0364 0.5310 ± 0.0970 0.4237 ± 0.0248 0.5778 ± 0.0349 0.6345 ± 0.0392
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methods. Prediction performances of Lasso and Group
Lasso are similar, and MT-GL is not better than Lasso
and Group Lasso. The proposed MT-SGL outperforms
all the other four techniques on both metrics and across
all tasks. Due to lack of space, we could not conclude
the corresponding p-values of t-test between the meth-
ods in Sections 5.3 and 5.4.

5.4 Comparison with Robust MTL [5]. The
Robust MTL integrates Low-Rank and Group-Sparse
Structures to multi-task learning. The group sparse reg-
ularization used in [5] is the L2,1-norm, and we create
variants of that model by using L1-norm and G2,1-norm,
respectively calling them RMTL-L1 and RMTL-G2,1 re-
spectively. Parameters for these three methods are set
following the same approach as the baseline methods,
i.e., chosen using a nested cross-validation strategy on
the training data, with search grid in the range of 10−4

to 104 using a log-scale. Table 6 and Table 7 report
the prediction performance results of three Robust MTL
methods and MT-SGL in terms of RMSE and CC for all
5 cognitive scores. Prediction performances of the vari-
ants of Robust MTL with different regularizations were
similar, and MT-SGL outperformed the Robust MTL
methods for both metrics and across all tasks. Inter-
estingly, the results suggest that the popular low-rank
and suitably sparse structure may not be as effective for
characterizing AD progression.

5.5 Comparison and Integration with MSSL
[8]. MSSL [8] considers a joint estimation problem of
the individual task parameters and the task relation-
ship structure, which is solved using alternating min-
imization. In [8], the individual task parameters are
optimized using FISTA, and task relationship struc-
ture is optimized by ADMM. Parameters for these two
parts are chosen using a nested cross-validation strat-
egy on the training data, with search grid in the range
of 5 × 10−3 to 5 × 103 using log-scale, similar to MT-
SGL and other baselines. MSSL comes in two variants:
p-MSSL, considering dependencies among tasks param-
eters, and r-MSSL, considering dependencies among
task-specific residual errors. We experiment with both
variants in our work.

In MSSL, the sparse regularizations used for both
task parameters and task dependencies are L1-norm, we
integrate the ideas in MT-SGL and MSSL by using the
MT-SGL regularization to capture the individual task
parameters. We call the integrated method MSSL-SGL.
The results of MSSL-SGL and MT-SGL are shown in
Table 8 and Table 9. Prediction performance of the
MSSL-SGL and MT-SGL are similar, which suggests
that learning the task relationships explicitly has no

added advantage here. Interestingly, both MSSL-SGL
and MT-SGL are much better than the basic MSSL
and Lasso, which illustrates the value of the hierarchical
sparse regularization in the multi-task setting. Besides,
we fix the parameters and run the MT-SGL, P-MSSL-
SGL and R-MSSL-SGL. P-MSSL-SGL and R-MSSL-
SGL took 99.75 seconds and 97.23 seconds, whereas our
MT-SGL took only 32.62 seconds, which demonstrates
MT-SGL is more efficient and it is applicable to the
learning of larger scale data sets.

6 Conclusions

Many clinical/cognitive measures have been designed to
evaluate the cognitive status of the patients and they
have been used as important criteria for clinical diagno-
sis of probable AD. We consider three types of cognitive
measures in our work: Alzheimer’s Disease Assessment
Scale - cognitive total score (ADAS), Mini Mental State
Exam score (MMSE) and Rey Auditory Verbal Learn-
ing Test (RAVLT). ADAS is the gold standard in AD
drug trial for cognitive function assessment. It is the
most popular cognitive testing instrument to measure
the severity of the most important symptoms of AD,
including the disturbances of memory, language, praxis,
attention and other cognitive abilities, which have been
referred as the core symptoms of AD. MMSE is widely
used to measure cognitive impairment, previous studies
have shown the correlation between MMSE and the un-
derlying AD pathology and progressive deterioration of
functional ability. RAVLT is a test of episodic memory
and sensitive to deficiencies of memory found in many
groups of patients, being widely used for the diagnosis
of memory disturbances.

In this paper we propose a framework for multi-task
learning with hierarchical group sparsity to better char-
acterize Alzheimer’s disease. Our proposed framework
considers a two-level hierarchy with feature-level and
group-level sparsity and parameter coupling across
tasks. The objective formulation was solved by an
efficient FISTA-style accelerated descent method. The
key step computational step in the proposed iterative
optimization approach is the computation of the
proximal operator corresponding to the mixed L2,1 and
LG2,1

regularization. Extensive experiments on ADNI
dataset illustrate that multi-task sparse group lasso
not only improves progression performance, but also
helps investigate the correlation within the ROIs and
captures the relationships between multiple tasks.
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Table 8
The root mean squared error (RMSE) of MSSL-GL and MT-SGL.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

P-MSSL 0.8415 ± 0.0512 0.8541 ± 0.0467 0.9114 ± 0.0371 0.8194 ± 0.0420 0.7808 ± 0.0404

R-MSSL 0.8412 ± 0.0511 0.8533 ± 0.0478 0.9120 ± 0.0371 0.8185 ± 0.0428 0.7794 ± 0.0413

Lasso 0.8409 ± 0.0548 0.8558 ± 0.0451 0.9194 ± 0.0337 0.8273 ± 0.0435 0.7862 ± 0.0395

P-MSSL-SGL 0.8388 ± 0.0532 0.8480 ± 0.0434 0.9052 ± 0.0393 0.8172 ± 0.0392 0.7764 ± 0.0456

R-MSSL-SGL 0.8389 ± 0.0536 0.8494 ± 0.0440 0.9049 ± 0.0395 0.8171 ± 0.0392 0.7762 ± 0.0457

MT-SGL 0.8389 ± 0.0536 0.8494 ± 0.0440 0.9049 ± 0.0395 0.8170 ± 0.0392 0.7762 ± 0.0458

Table 9
The correlation coefficient (CC) of MSSL-SGL and MT-SGL.

Method
RAVLT

MMSE ADAS
TOTAL T30 RECOG

P-MSSL 0.5387 ± 0.0380 0.5224 ± 0.1020 0.4095 ± 0.0189 0.5740 ± 0.0346 0.6276 ± 0.0383

R-MSSL 0.5391 ± 0.0383 0.5250 ± 0.1017 0.4085 ± 0.0193 0.5754 ± 0.0349 0.6290 ± 0.0396

Lasso 0.5411 ± 0.0342 0.5203 ± 0.1015 0.3931 ± 0.0207 0.5633 ± 0.0410 0.6216 ± 0.0353

P-MSSL-SGL 0.5437 ± 0.0361 0.5308 ± 0.0970 0.4232 ± 0.0249 0.5777 ± 0.0344 0.6344 ± 0.0388

R-MSSL-SGL 0.5436 ± 0.0364 0.5310 ± 0.0969 0.4237 ± 0.0249 0.5778 ± 0.0348 0.6345 ± 0.0392

MT-SGL 0.5436 ± 0.0364 0.5310 ± 0.0970 0.4237 ± 0.0248 0.5778 ± 0.0349 0.6345 ± 0.0392
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Abstract

With the surge in popularity of wearable technologies a

large percentage of the US population is now tracking

activities such as sleep, diet and physical exercise. In this

study we empirically evaluate the ability to predict metrics

(e.g., weekly alcohol consumption) directly related to health

outcomes from densely sampled, multi-variate time series

of behavioral data. Our predictive models are based on

temporal convolutional neural networks and take as input

the raw historical time series of daily step counts, sleep

duration, and weight scale usage sourced from an online

population of thousands of digital trackers. The prediction

accuracy achieved outperforms several strong baselines that

use hand-engineered features and indicates that tracker data

contains valuable information on individuals’ lifestyles even

for behavioral aspects seemingly unrelated to the measured

quantities. We believe that this insight can be applied to the

design of new digital interventions and enable future large-

scale preventive care strategies.

Keywords Digital health, activity tracking, be-
havioral phenotyping, mHealth, temporal convolutional
neural networks.

1 Introduction

It is estimated that 69% of the U.S. population keeps
track of their weight, diet, or exercise routine, and 20%
of trackers claim to leverage technology such as digital
health devices and apps to perform self-monitoring [9,
28]. With tech giants like Apple and Google entering the
arena of wearable technologies, the market for activity
trackers and wearable devices is projected to increase to
more than $50 billion by 2018 [33].

Not only has the number of digital health trackers
surged in recent years, the breadth of measures these
devices can quantify has also dramatically expanded.
The last Consumer Electronic Conference held every
year in Las Vegas [1] featured consumer-grade sensors
able to continuously capture hemoglobin, arterial oxy-
gen saturation (SpO2), pulse rate (PR), perfusion in-
dex (PI), and Plethysmograph Variability Index (PVI).
With these new additions, the digital tracker ecosystem
starts resembling the capabilities of the sensor arrays

∗Evidation Health - Menlo Park, CA

found in ICU rooms [19], and constitutes a significant
step forward from pedometers and calorie counters that
have become prevalent in smartphones and watches.

While it is disputed whether digital health tracking
alone can lead to healthier behavior in the adopter [24],
it is clear that the wealth of information provided by the
trackers, however inaccurate [20], can be predictive of
lifestyle. In our recent study [29] we provided evidence
of this fact by showing that changes in an individual’s
adherence to weight tracking and food logging are
predictive of weight change over time.

A large body of empirical evidence demonstrates
that lifestyle plays an important role in long term health
outcomes [8, 25, 32]. An illustrative example for the case
of cardiovascular diseases is the Harvard Healthy Heart
Score survey [2], which calculates a Cardiovascular
Lifestyle Risk Score based on lifestyle habits such as
smoking, physical activity, and diet. Some of the
questions on the survey, such as, “During the past year,
what was your average time per week spent on walking
(slower than 3 miles per hour),” can be immediately
answered by the step count reported by a pedometer.
Other questions, such as the lifestyle ones pertaining to
alcohol consumption habits, cannot be directly inferred
from tracker summary statistics.

That said, the temporally dense information
recorded by digital trackers contain more complex pat-
terns. For example, a decrease in sleep duration on
Friday nights and corresponding lower step counts in
the following day may correlate with a weekly habit of
partying–a pattern that might go undetected when only
looking at summary statistics of the sleep duration or
the step counts taken in isolation–and may be a good
predictor of increased weekly alcohol consumption.

1.1 Contribution In this work we extend the anal-
ysis of Pourzanjani et al. [29] in the pursuit of clos-
ing the gap between behavioral phenotyping and health
outcomes. From an outcome perspective, we focused
on metrics known to be important predictors of future
health:

• Their (measured) Body-Mass Index;

• The (self reported) frequency of weekly alcohol
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consumption;

• The (measured) propensity to increase their level of
physical exercise as a result of a digital intervention.

The Body-Mass Index (BMI) is strongly correlated with
other aspects of an individual’s health and abnormali-
ties are estimated to cost 21% ($190.2 billion) of an-
nual medical spending in the United States [6]. Simi-
larly, immoderate alcohol consumption and lack of phys-
ical exercise are associated with unfavorable health out-
comes [8, 25, 30].

From a methods perspective, we present a model
based on a temporal Convolutional Neural Network
(CNN) that allows for prediction of the outcome vari-
ables from the raw time series recorded by the digital
health trackers: daily step count, sleep duration, and
weight scale utilization (i.e., whether or not the indi-
vidual has weighed themselves on a given day).

We show that the CNN approach matches or out-
performs several strong baselines that leverage hand-
engineered features, in line with the same ground-
breaking advances that representation learning and un-
supervised feature discovery via deep learning have
brought to image processing [16], speech recogni-
tion [10], and natural language processing [22].

Finally, we show that the performance of the CNN
model is robust to the imputation strategy used for the
time series, in line with the hypothesis of Razavian et
al. [31] who argue that missing values do not constitute
a major concern in temporally dense time series, such
as the ones under study.

2 Related work

The task of deriving observable physiological traits from
clinical data is generally termed phenotyping [26]. Al-
though phenotyping has become an established prac-
tice in medical machine learning, to the best of our
knowledge this is the first attempt at extracting phe-
notypes from behavioral data to predict health-related
outcomes. In [29], Pourzanjani et al. showed that fre-
quency of weight tracking and gaps in tracking behav-
ior are predictive of an individual’s weight change. The
methodologies used in their work only considered tem-
poral summary statistics such as the frequency and gaps
between reported measurements, computed separately
on a single time series, and predicted a single outcome.
On the contrary, the method presented in this paper
uses as input the raw multivariate time-series of digi-
tal health measurements and considers several diverse
health-related outcome variables. From a methods per-
spective, the present work shares commonalities with
the machine learning research focused on phenotyping
of medical data, but while in general medical settings

observations such as vital signs, lab test results, and
subjective assessments are sampled irregularly [21], be-
havioral data recorded by digital health trackers is dense
and recorded at least with daily frequency.

In the medical machine learning community, several
recent works have addressed the topic of phenotyping of
clinical data. In their recent work [31], Razavian et al.
use a multi-resolution CNN to perform early detection
of multiple diseases from irregularly measured sparse lab
values. We benefit from the same ease of interpretability
of the learned model brought about by the temporal
convolutional approach, however, as Razavian et al.
argue in their paper, their method focuses more on
devising a highly refined imputation strategy to cope
with missing data, a problem far less common on digital
health data.

Another very recent work by Lipton et al. [19], uses
Long Short-Term Memory (LSTM) networks, a variant
of Recurrent Neural Networks (RNNs), to identify pat-
terns and classify 128 diagnoses from multivariate time
series of 13 frequently but irregularly sampled clinical
measurements. As pointed out in [31], it is not clear
whether the long-term dependencies that RNNs very ef-
fectively model are necessary in contexts similar to the
one under study.

Neural networks in general have a long history of ap-
plications in the medical domain [3, 5]. More recently,
deep learning has been applied to assess Parkinsons Dis-
ease [12] and feed-forward networks have been applied
to medical time series for gout, leukemia, and critical
illness classification [7, 17]. Finally, non-neural-network
based techniques have been leveraged to perform clas-
sification of multi-variate time-series in the medical do-
main. See [23] for a review.

3 Data

The source of our data is AchieveMint1, a consumer
rewards platform for healthy activities powered by Ev-
idation Health2. The AchieveMint platform automat-
ically collects data (e.g., step counts) from its users’
digital trackers and aggregates it into their accounts
rewarding health related activities (e.g., a run) with
points. We considered binary classification tasks on
three datasets. Each dataset is composed of pairs of
multivariate time series and binary labels, each pair
associated with a different individual. The multivari-
ate time series for a given individual contained a his-
tory (different lengths were used in different datasets)
of daily step counts, sleep durations, and interactions
with a connected scale (a binary indicator whose value

1http://www.achievemint.com
2http://www.evidation.com
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is 1 if the user weighed themselves through a connected
scale, and 0 otherwise). All the time series measure-
ments were passively recorded by the relevant tracker
(i.e., pedometer, sleep trackers, scale); none of them was
self-reported. A detailed description of each dataset and
prediction task is provided below:

Uptake The dataset consists of 1,996 users who
took part in an IRB-approved study designed to increase
the level of physical activity through small monetary
incentives. Over the two-week intervention period,
the groups were offered the same average incentives
for physical activity. We considered a subset of the
users in the experimental arms (the control group did
not undergo the intervention) that have a history of
measurements of at least 147 days. We assigned a
positive label to users whose median daily step count
during the intervention period had shown an uptake of
more than 2,000 steps/day3 compared to the median
pre-intervention. This resulted in 22% positive labels.
A visual representation of the daily step count histories
for a few hundred users is shown in Figure 1.

BMI The dataset consists of 1,978 AchieveMint
users who have shared their BMI measurements (weight
reported by a connected scale, height self-reported). We
assigned a positive label to users with BMI higher than a
chosen clinically relevant threshold [34], which resulted
in 44% positive labels.

Alcohol The dataset consists of 815 users that
agreed to participate in a one-click survey answering the
lifestyle question “On average, do you have more than
one drink per week?” inspired by the Healthy Heart
Survey [2]. We assigned a positive label to the users
who answered the question positively, which resulted in
33% positive labels.

4 Methods

We learned a binary classifier to generate estimates ŷu of
the true labels yu for each user u from the multivariate
time series of observations for the time period T , Xu =
x1, . . . , xT . Each observation xt is a vector of size K,
representing one of the K behavioral biomarkers (in our
case, K = 3: step count, sleep duration in hours, and
binary indicator of weight measurement) recorded for a
given day.

Our temporal convolution model is shown in Fig-
ure 2. The input to the model can be raw (un-imputed)
observations, imputed observations, or the concatena-
tion of imputed data and the binary observation pat-
tern.

Following Zheng et al. [35] each time series is fed

3Considered an increased in activity that when sustained in
the long term can provide health benefits [30]

Figure 1: Heatmap for a few hundred users of the
Uptake dataset. Brighter pixels correspond to higher
step counts. The darker band on top represent marks a
period of low activity during the winter holidays

separately to a two-stage univariate feature extraction,
where each stage is composed of a convolution filter
followed by a Max-pooling layer and sigmoid layer
(unlike [35], which uses avg-pooling).

The output of the feature extraction layers is flat-
tened and fed to a standard fully connected MLP with
hidden layer for classification [18].

The specific architectural choices for the shared
part of the prediction network is as follows: we set the
number of filters to be 8 for the first convolution layer
and 4 for the second, with a kernel length of 7 for the
first layer and 5 for the second layer and step size of 1
for all convolutional layers. Each Max-pooling layer has
a length of 2 with step size of 2 (i.e. no overlap). Each
convolution layer is followed by a Sigmoid nonlinearity
(sigmoid(t) = 1

1+e−t ).
We added 1 fully connected hidden layer with 300

nodes after the concatenation of outputs of all convo-
lution layers. After the last Sigmoid layer correspond-
ing to the output of the shared part of the network we
added a fully connected layer (of the size of 2 nodes
corresponding to binary outcome) and a Log Softmax
Layer in this order. We use ADAM [15] instead of SGD
for parameter updates.

The loss function for each label is the neg-
ative log likelihood of the true label: L =
−
∑

u∈U

∑
c∈0,1 yc,u log ˆyc,u. Each gradient is back-

propagated throughout the entire prediction network.
We set the momentum to 0.9, use a fixed lr of

0.005, and set a 0.003 weight decay. The Alcohol
task required a 0.006 weight decay to avoid overfitting,
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since it is a smaller dataset.
We implemented our model in the Caffe [14] envi-

ronment.

5 Results

The CNN model is fed the imputed times series (using
linear imputation). We found that mean-centering each
day of a time series before imputation, so that the mean
across users is zero for each given day, significantly
improved the results.

To test the robustness of our model to missing val-
ues, we considered a variant of the model, CNN-U, in
which each input time series is augmented with its uti-
lization signal: a time series of binary indicators encod-
ing whether the data for a given day was missing and
had been imputed. Input time series that are already
utilization signals, such as the weight measurement one,
are not augmented.

In Table 1 we reported the mean area under the
ROC curve (AUC) over 4 cross-validated folds for the
three datasets. Given the small size of our datasets, a
4-fold cross-validation mean AUC provides more robust
and stable results. We compared the two convolutional
neural network approaches with several baseline mod-
els (logistic regression, random forest (RF) and SVM
classifiers) trained on hand-engineered features. Follow-
ing [7, 19, 21] the features we computed for each variable
are the mean, standard deviation, median, quartiles,
minimum, maximum, and a count of non-missing val-
ues. Hyperparameters for the baseline models trained
on the hand-engineered features were tuned using ran-
dom search [4]. The SVM hyperparameter search space
was derived from [13].

CNN CNN-U logistic RF SVM
Uptake 0.699 0.698 0.629 0.622 0.611
BMI 0.640 0.639 0.653 0.654 0.648
Alcohol 0.549 0.552 0.526 0.551 0.526

Table 1: 4-fold cross-validated AUC for the three
datasets. CNN is the temporal convolutional model
that takes as input the linearly imputed time series.
CNN-U takes the step count and sleep utilization time
series as additional inputs. Logistic, random forest
(RF) and SVM models are trained on hand-engineered
features.

We observed that the CNN models significantly out-
perform the baseline ones on the Uptake dataset and
slightly on the Alcohol dataset. We also note that the
AUC values reported demonstrate that daily recordings
of step counts, sleep duration, and scale usage, however
inaccurate, are predictive of an individual’s overall be-

havior, even for health-related properties not directly
related to the observed variables.

Unlike other neural network based models, CNNs
provide direct interpretability of the learned models.
The weekly trends learned by the CNN in the first layer
convolutional filters for the step count biomarker are
reported in Figure 3.

Figure 3: Convolution weights learned by the CNN on
the step count time series of the Uptake dataset. Each
graph shows the 7 learned weights for each of the nodes
in the first convolutional layer for step counts.

Since our dataset is small when compared to
datasets found in common deep learning tasks, regu-
larization heavily affects the results. Figure 4 shows
the learning curves for both CNN models and demon-
strates that the regularization parameters used success-
fully avoid overfitting.

Figure 4: Training set softmax loss and testing set AUC
vs. training epocs for the Uptake dataset. The curves
demonstrates that the regularization employed success-
fully prevents overfitting. In addition, the negligible
difference between CNN and CNN-U highlights the ro-
bustness of the model to imputation.
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Figure 2: The temporal CNN architecture. Each behavioral biomarker time series is fed through the convolutional
layer separately. The output layer, the only one label-specific, is a Log SoftMax classifier.

6 Conclusion and Future work

The results presented in this paper indicate that a
temporal convolutional neural network learned on raw
time series of data streamed directly from digital health
trackers can accurately predict important health-related
variables.

Our models’ automatic behavioral phenotyping has
many potential applications: (1) it can be used to
passively infer lifestyle choices of individuals with the
goal of complementing, or even replacing, surveys (e.g.,
[2]) that must actively acquire such data to determine its
relationship with disease risk factors; (2) it can be used
to augment models based on more traditional medical
data sources [31] to further improve medical decision
making; and (3) the learned phenotypes can be used to
optimize behavior-changing interventions [11, 27] with
the goal of proactively addressing high-risk behaviors.
The high accuracy achieved on predicting the propensity
of individuals to increase their physical activity as a
result of a digital intervention can improve targeting
decisions for interventions. More-sophisticated, higher-
cost interventions (e.g., in-person coaching) can be
targeted to individuals identified as less inclined to
improve, while simpler and more cost-effective strategies
(e.g., an email reminder) can be sufficient for those who
display a higher propensity to change.

Possible extensions to our approach include improv-
ing the performance of the network by further tuning
its architecture and testing it on a larger set of input
variables, including fixed-time ones (e.g., demograph-
ics). The model could also benefit from more sophisti-

cated imputation strategies (e.g., [31]) and modules that
encode longer terms dependencies (e.g., by multiresolu-
tion approach as in [31] or using RNN-like techniques,
such as in [19]).
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Abstract

Life expectancy increases globally and brings out several

challenges in almost all developed countries all around the

world. Early screening allows to carry out policies to prevent

adverse age-related events and to better distribute the

associated financial burden on social and healthcare systems.

One of the main issues correlated to a longer lifespan is

the onset of the frailty condition that typically characterizes

who is starting to experience daily life limitations due to

cognitive and functional impairment. In literature there

are many different definitions of frailty condition, mainly

due to the large number of variables that can reduce the

autonomy of the elderly. We extend the definition proposed

by the Department of Health of the UK National Health

Service, with which a frail subject is at risk of hospitalisation

or death within a year. In particular, in this paper we

propose a predictive model for frailty condition based on

26 variables from 11 socio-clinical databases. The model

assigns a frailty risk index in the range 0 to 100 to each

subject aged over 65 years old. The risk index is stratified

in 5 expected risk classes and allows to carry out different

tailored interventions. To evaluate our method, we use a

four-year depth dataset of about 100 000 over 65 subjects.

The obtained results are compared to a dataset of patients

being treated in local health services.

Keywords

Predictive Models, Frailty Condition, Elderly Health,
Evolutionary Frailty Models, Healthcare Data Charac-
terization, Health Informatics.

1 Introduction

The population ageing is becoming a real emergency.
The phenomenon began more than a century ago in
many economically developed countries and more re-

cently, it has involved some others less developed coun-
tries as well. In 2030, according to a recent United
Nations report [8], the number of people aged 60 years
old and over is projected to reach the 16.5% of the total
world population (29.2% in more developed regions),
equal to 1.4 billion of people. Formally, the popula-
tion gets older when the fertility rates decrease and/or
when the life expectancy increases. The trend is clearly
shown in Figure 1. The over 60 population is growing
faster than other age groups and in 2030 the number
of elderly will more than doubled since 2000 (almost
2.5 times more), as the number of children and adoles-
cents will change relatively little (approximately only
1.2 times more).

Figure 1: Trend of increment relative to 2000 for each
age range of the worldwide population [8].

The ageing of the population has great repercus-
sions on the social and healthcare system, in terms of
services and costs. For example, in a comprehensive re-
port [20], Neuman et al. discuss the rising of the health
care costs due to a longer lifespans. In 2011, for what
concerning the US national social insurance program
(Medicare), beneficiaries aged 65 and over covered the
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82% of the traditional Medicare population, equivalent
to the 78% (292.5 billion dollar) of the total Medicare
spending. Moreover, as shown in Figure 2, the higher
age classes have higher costs. Thus, the beneficiaries
aged 80 years old and over covers 33% (90 billion dol-
lars) of the total spending.

Figure 2: US national social insurance program (Medi-
care): beneficiaries and spending distribution in 2011,
for four different age ranges [20].

In European countries the situation is dramatically
similar. In particular, in Italy over 65 represents the
21% of the total population with high health care costs.
These numbers identify a quite critical scenario where
health care systems necessarily have to adopt counter-
measures to meet the growing needs of a greater num-
bers of elderly. Recently, all health research institu-
tions have agreed on the adoption of early screening
and constant monitoring strategies. These policies have
a twofold value: mitigate the increasing costs’ pressure
and prevent adverse events that reduce the older per-
son’s autonomy.

The frailty condition represents a limitation of the
independence in older subjects and it is characterized
by functional and cognitive impairment. Moreover, the
major number of frail elderly people has a great impact
on the management of the social and health systems.
However, frailty condition is quite difficult to be identi-
fied, mainly due to the large number of variables from
which it depends on. Researchers proposed several def-
initions of frailty, however there is not yet an overall
consensus on it. On which factors, between biomedical
and psychosocial, the frailty should depend is the most
discussed issue.

In this paper we address the problem of correctly
characterization of elderly people according to expected
frailty risk. To achieve this goal we extend the definition
of frailty condition proposed in [27], with which a frail
subject is at risk of hospitalisation or death within

a year. In practice, according to this definition of
frailty condition, we built a frailty prediction model
based on several different socio-clinical databases able
to stratify people aged over 65 years old living in
Bologna (Emilia-Romagna Region, Italy). We identify
5 expected risk classes that include non-frail, pre-frail
and frail condition. The lower is the assigned score the
less is the probability that hospitalisation or death occur
within a year. Thus, our model can be useful to early
detect the frailty condition, to constant monitoring
its evolution and to carry out tailored interventions
according to expected frailty risk. More generally, the
outcome can be exploited to improve the elderly health
care and mitigate management costs.

The reminder of the paper is organized as follows.
In Section 2, we review literature works related to frailty
condition and predictive models for health. In Section
3, we describe the methodology used to build the frailty
prediction model. The results achieved by our model are
evaluated and discussed in Section 4. Some concluding
remarks are made in Section 5.

2 Related works

In this section, we discuss literatures from two differ-
ent domains, at the intersection of which our work lies.
Firstly, in Section 2.1, we present various works concern-
ing frailty condition in older adults. Then, in Section
2.2, we discuss predictive models for health data.

2.1 Frailty condition in elderly people. Typi-
cally, older people develop a variety of age-related con-
ditions that contribute to loss autonomy. This phe-
nomenon is well-known as frailty condition, nevertheless
its concept has not emerged as a well-defined clinical
or social entity. Frailty condition has a great impact
on elderly and the lack of a standard definition tends
to divide the researchers: those who try to outline the
frailty condition with clinical factors and those who also
accept to introduce social factors. For example in [13],
the author describes the clinical correlates and the bi-
ological underpinnings useful to understand the frailty
condition. While in [17], they take in account also psy-
chological, social and environmental factors. Recently,
almost all researchers agree to consider three domains
contributing to frailty condition: physical, cognitive and
psychosocial. The link between cognitive decline and
frailty condition is widely discussed in [5]. Currently,
the main challenge is to define methods and models
to detect frailty and measure its severity [6]. In [10],
the researchers propose a predictive model for frailty in
community-dwelling older adults, based on the follow-
ing criteria: unintentional weight loss, self-reported ex-
haustion, weakness, slow walking speed and low physical
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activity. An interesting solution has been proposed in
[18] by exploiting logistic regression based model. The
authors propose a frailty model for cardiac surgery pa-
tients in order to decrease the mortality and prolonged
institutional care risk. A more general models able to
stratify the entire population are described in [27] and
[21]. This is important as we identify two critical events
to built our model: hospitalization and death. More-
over, according to the most recent literature [26], we
exploit a wide range of socio-clinical variables to pre-
dict the frailty condition.

2.2 Predictive models in health domain. Reduce
mortality rates, detect adverse clinical events and con-
tain healthcare costs represent exciting challenges for
researchers. As observed in [4], the current technolo-
gies, and especially the predictive model, can produce
an imminent revolution in healthcare. For example,
the wealth of this research domain is described in [22]
and [23]. The authors list the vast array of available
data sources: electronic health records, biomedical im-
age, genomic data and biomedical literature, to name
a few, and many varieties of aims: personal medicine,
healthcare fraud detection, clinical decision support,
computer-aided diagnosis. Recently, several interesting
studies have been presented. A hybrid approach is pro-
posed in [15], they combine a genetic algorithm to select
the features with a logistic regression technique to pre-
dict the Alzheimer’s disease progress. In [28], the au-
thors compare a top-k stability method to three classic
classification methods (support vector machine, logistic
regression and random forest) to select features from
the electronic health records. The aim is to predict the
patient risk in developing a target disease. Currently,
data mining are widely use in healthcare. In [16] the
authors discuss data mining techniques in major health-
care areas such as evaluation of treatment effectiveness,
healthcare management and fraud and abuse detection.
The effectiveness of data mining in prediction and deci-
sion making in healthcare is discussed in [19]. Different
data mining approaches, based on machine learning, are
used in [2] in order to characterize metabolic syndrome
patients. In [25], the data mining techniques are ex-
ploited to diagnose and treat heart disease. Social me-
dia provide another fruitful domain, they have gained
popularity and can be used for extracting patterns and
knowledge. In particular, social media data can be used
to inference about population health and public health
monitoring. Some interesting attempts in this direc-
tion are presented in [1] and [11]. In the first work,
the authors try to predict the seasonal influenza epi-
demics by building a model based on the Google search
queries. In the second one, the flu epidemics are moni-

tored through Twitter using a support vector machine.
There are several prediction models that can be applied
to health data and the choice significantly depends on
the outcomes to be predicted. A comprehensive survey
is done in [3] and [24]. In particular, logistic regression,
binary classification trees and Bayesian models are more
adapted to solve a binary classification problem. More-
over, logistic regression is usually preferred in case of
noisy data. We exploit these characteristics to build our
frailty prediction model for elderly, which is the main
focus of our study.

3 Methodology

In this section, we firstly present a brief background in
logistic regression. This is important since we used this
methodology to build up a predictive model for frailty
condition. Then, we describe the databases used to
retrieve our data and the variables selected to create our
model. Finally, we present the process through which
we built our frailty prediction model.

3.1 Logistic regression. Multivariate regression de-
tects the mathematical correlation between the chosen
independent variables X1, . . . , Xn (the predictors) and
a dependent variable E (the expected event) [12]. This
kind of predictive model has some interesting charac-
teristics, that help in understanding the reasons behind
our selection. It can mix categorical and continuous
predictors, it is more adapted to solve a binary classi-
fication problem (“decide if the predictors describe the
event E or not”) and it is robust enough with respect
to noisy data [24]. Moreover, multivariate regression al-
lows to achieve a probability function P (E|X1, . . . , Xn)
that describes the strength of the whole set of predictors
(X1, . . . , Xn) in the classification process. The data are
intercepted by a sigmoid function that is defined as:

(3.1) P (E|X1, . . . , Xn) =
1

1 + e−(β1X1+···+βnXn)

where the β1, . . . , βn values represent the regression co-
efficients. These parameters are tuned during the train-
ing process exploiting the maximum likelihood tech-
nique. In practice, when E = 1 the β1, . . . , βn combina-
tion has to maximize the the likelihood function. Single
categorical predictor has a βi and each continuous pre-
dictor is splitted in classes. Each class is represented by
some new dummy variables with an associated βi. In
the footsteps of [21], we choose the logistic regression
model, that is a specific type of multivariate regression.
The logistic regression allows to estimate the influence
of each single Xi to intercept the event E. In partic-
ular, we fix the X1, . . . , Xi−1, Xi+1, . . . , Xn values and
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Database source Description

Health Registry It provides the following entries per patient: name, surname, sex, age,
Fiscal Code, date of birth, address, residence district, place of birth,
nationality. (The Fiscal Code in Italy is similar to the Social Security
Number in the US or the National Insurance Number in the UK.)

Hospital Discharge Record
(HDR)

This database is build upon the hospitalization records gathered from
each public and private hospital in Bologna. Each data record includes
the ICD-9-CM codes related to the performed medical interventions and
the diagnosed diseases. Also, this dataset provides all the details of acute
and post-acute hospital admissions.

Emergency Room Records Each entrance to either the emergency room or first aid point is collected
monthly in this database.

Ambulatory Specialised As-
sistance (ASA)

This database is updated monthly and contains all the health services
provided to the non-patients of the local hospitals. This data source
estimates the amount of either clinical exams or specialised assistance
services.

Public Home Healthcare
(PHH)

This database is updated on a quarterly basis. It provides for each patient
demographic, social and healthcare information. In particular, the home
health care duration, frequency and costs.

Territorial Pharmaceutical
Assistance registry (TPA)

It contains the drug prescriptions presented at drug stores and can be used
to trace back some diseases that are not recorded in the HDR database.

Domiciliary Pharmaceutical
Dispensing registry (DHD)

In Italy seriously ill patients (e.g. cancer patients) can receive drugs even
via a home assistance facility. This database keeps track of the home-
delivered medicines and can be used to trace back some diseases that are
not recorded in the HDR database.

Death Registry This database keeps track of the per-year deaths in Bologna.

Mental Health Department
registry (MHD)

This database records mental diseases patients.

Care Grants Monitoring Sys-
tem (CGMS)

In this database are recorded senior citizens who receive home care
assistance.

Municipal Registry This database collects social data that characterize each resident, as:
income, housing condition, residence district, education level, marital
status and emigration date (if any). The residence district determines
the area’s deprivation.

Table 1: Databases used in the data warehouse reconciliation process.

we can evaluate the influence of Xi as:

eβi − 1 =P (E|X1, . . . , Xi + 1, . . . , Xn)−
P (E|X1, . . . , Xi, . . . , Xn)

(3.2)

The equation (3.2) is very important since allows to
correctly select the variables that better describe the
event E and discard the others.

3.2 Data sources and variables selection. The
available data comes from different database belonging

to different public bureaus of the Emilia-Romagna Re-
gion and Bologna’s City Hall. Consequently, we have
firstly to carry out a data cleaning and integration
phase. In particular, this step is performed through
a data warehousing process. The data inconsistencies
regarding the different representation and schemas are
reconciled, as described in [7]. Then, we carry out a
data sources linking phase where similar descriptions
are linked together and anomalies are corrected, both
manually and automatically via imputation methods (if
possible). For example, the inconsistencies of the Fis-
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cal Code, similar to a Social Security Number or a Na-
tional Insurance Number, are corrected in this phase.
Also, some pathologies are uniquely derived by the ac-
tive drug ingredient using TPA ad DHD databases. Ta-
ble 1 points out the data sources that we have used to
create an unique view for our dataset.

The available databases offer a plethora of different
variables. Exploiting equation (3.2) we identify the 26
most influential variables among all the other possibil-
ities. The selected variables are described in Table 2.
Each single variable weight (eβi − 1), both for categor-
ical and for dummy variables, are plotted in Figure 3.
Intuitively, out of all variables the age is the the most
predictive. However, our aim is to build a socio-clinical
frailty predictive model, for this reason we decide to in-
clude both social and clinical parameters to predict the
joint event death or hospitalization.

3.3 The predictive model. In this section we de-
scribe the process adopted to build the frailty predic-
tive model. In the first phase, we create a two-year
depth anonymised cohort of subjects (from January 1st,
2009 to December 31st, 2010) according to these filter-
ing rules:

• we select 63 year old subjects on January 1st, 2009;

• we remove all dead subjects in biennium;

• we remove all emigrated subjects in biennium;

• we remove all non-residents subjects in biennium;

• we remove all subjects without health card.

This filtering process is carried out only to build the
model and produces a dataset of 95 368 subjects. For
any other evaluations, the frailty predictive model is
applied to all over 65 year old subjects.

Then, in a second phase, this cohort is splitted
in two well-known sets: the training set composed
of 63 579 subjects (2/3 of the total) and the test set
composed of 31 789 subjects (1/3 of the total). This
phase is accurately performed in order to create two
equivalent and uniformly distributed sets and avoid
any overfitting problems. In other words, in each set,
the event has the same probability to occur and the
predictors are uniformly distributed. We use equation
(3.2) to compute the β1, . . . , β26 regression coefficients
for each variable, on the training set. Then, the
regression coefficients are used on the test set to evaluate
the accuracy and the calibration of the model. For this
reason, we need to define a risk score function as:

(3.3) risk score = 100 · P (E|X1, . . . , X26)

Figure 3: The ordered weights (eβi − 1) of each (cate-
gorical and continuous) variable in the final model.

where the risk score is a value in the range 0 to 100.
The 0 value means a low frailty risk as the 100 value
means a high frailty risk of death or hospitalization.
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Variable name Description

Age It is represented by 10 dummy variables, each of which groups 3 years from 65 to over 92.
The motivation is that the weight of each age step increases linearly.

Sex It is represented by a binary variable.

Lung diseases It is extracted from the HDR database and checks if the subject has been hospitalized for
acute bronchitis, chronic bronchitis, emphysema, asthma, bronchiectasis, extrinsic allergic
alveolitis.

Tumor It is a binary variable that checks if either the subject has been hospitalized for tumour or
if he assumes tumour drugs.

Diabetes It is a binary variable that checks if the subject has been hospitalized for diabetes. We
check the DHD and TPA databases.

Parkinson It is a binary variable that checks if the subject has been hospitalized for Parkinson. We
check the DHD and TPA databases.

Chronic hepatitis or cirrhosis It is a binary variable extracted from Emergency Room Records. It checks if the subject
has been hospitalized for hepatitis or cirrhosis.

Dementia It is a binary variable that checks if the subject has been hospitalized for Alzheimer’s
disease or psychotic states. We check the HDR database.

Handicap It is a binary variable that checks if the subject benefits of special health exemptions.

Cerebrovascular Diseases It is a binary variable that checks if the subject has been hospitalized for occlusion and
stenosis of precerebral and cerebral arteries, or benefits from special health exemptions.

Kidney failure It is a binary variable that checks if the subject has been hospitalized for kidney failure, or
benefits from special health exemptions.

Vascular diseases It is a binary variable that checks if the subject has been hospitalized for acute myocardial
infarction, acute and subacute ischemic heart disease, prior myocardial infarction, angina
pectoris and other chronic ischemic heart disease, or benefits from special health exemp-
tions. We check the HDR database.

Assumption of multi drugs It is extracted from TPA databases and checks if the subject assumes more than three
different kind of drugs.

Mental Disorders It is extracted from DHD and TPA databases and checks if the subject mental disorders,
or benefits from special health exemptions.

Special Health Exemptions It is extracted from CGMS database and checks if the subject benefits from special health
exemptions.

Mental Health Department It is a binary variable and checks if the subject is cured by MHD.

Public Home Care It is a binary variable and checks if the subject receives public health services at home.

Hospitalizations It is represented by 4 dummy variables and counts the hospitalizations in the two previous
years before the evaluation event. The weight increases linearly up to 3 hospitalization,
then is constant.

Emergency Room Accesses It is represented by 4 dummy variables and counts the hospitalizations in the two previous
years before the evaluation event. The weight increases linearly up to 3 accesses, then is
constant.

Emergency hospitalization It is a binary variable and checks if there was an emergency admission in the previous
month before the evaluation event.

Diagnostic It is a binary variable and checks if there was a diagnostic event in the previous three
months before the evaluation event.

Income class It represents the average household income and it is represented by 5 dummy variables
according to the Italian personal income tax classes.

Housing condition It represents the housing condition and it is represented by 3 dummy variables: owned,
rented and other.

Marital Status It represents the marital status and it is represented by 4 dummy variables: married, single,
widowed and divorced.

Studies It is grouped in 3 classes: high school diploma or university degree, compulsory education
and primary school or illiterate.

Deprivation Index It represents the neighbourhood average income and it is represented by 5 dummy variables:
very poor, poor, medium, reach and very reach.

Table 2: Variables selected for the frailty prediction model.
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Intuitively, a lower risk score means a lower probability
that hospitalisation or death occur within a year. The
frailty prediction model assigns a risk score to each
subject that belongs to the test set, in other words, we
predict the joint event in 2011. That is the follow-up
year.

4 Validation and Evaluation

The validation of our model is done both with a
statistical and empirical approach. In the first one,
we use some well-known curves and statistical tests to
assess the classification process. In the second one, we
compare the most-frail subjects with the information
stored in GARCIA, that is a local database of frail
patients already being treated in local health services.

The statistical validation is performed both on the
training and test set. In particular, we compute the
area under the ROC curve and we perform the Hosmer
and Lemeshow test. The first one allows to evaluate
the discrimination capability of the model [29], while
the second tests the calibration of the model [14]. On
the training set the area under the ROC curve is 0.7681,
that means a good discrimination capability in clinical
analysis. Hosmer and Lemeshow test returns a score of
0.1099, that means a good statistical significance of the
model (the non-significance threshold is usually fixed
to 0.05). On the test set the values are slightly lower
0.7641 for the area under the ROC curve and 0.0768 for
the Hosmer and Lemeshow test. However, the are still
comparable to the previous ones.

Figure 4: The sensitivity and specificity curves related
to the training set values. The intersection point is used
to define the first Non-Frail class.

The empirical validation requires the division into
classes of the risk score. As shown in Figure 4, the first
cut-off value is fixed in the intersection point between
the sensitivity and specificity curves (probability ≈
0.14, that is risk score = 14). This risk score value

defines the first Non-Frail class, in other words we
discriminate non-frail and frail subjects. Also, we are
interested to stratify the others frailty levels. Relying
on literature [9], the epidemiology group identifies the
others intermediate classes as follows:

• Non-Frail class: risk score 0− 14

• Pre-Frail 1 class: risk score 15− 29

• Pre-Frail 2 class: risk score 30− 49

• Pre-Frail 3 class: risk score 50− 79

• Frail class: risk score 80− 100

Epidemiologists noticed that all the subjects belonging
to the last frail class completely match the patients in
the GARCIA database. Moreover, the classes allow to
monitor the evolution over time of the frailty condition
and to carry out tailored interventions according to
expected risk, which show the usefulness of our model.

The frailty prediction model is applied to the whole
cohort of (95 368 subjects). In Table 3 the predicted
results are compared to the real data of the follow-up
year, that is 2011. We check for each risk class how
many events occur. In other words, we empirically
assess the prediction capability of the model.

Risk
Prediction

Event Event
class occurred not occurred

Non-Frail
60 379

4 380 55 999
(0-14) 7.25% 92.75%

Pre-Frail 1
23 184

5 142 18 042
(15-29) 22.18% 77.82%

Pre-Frail 2
8 000

3 098 4 902
(30-49) 38.73% 61.72%

Pre-Frail 3
3 472

1 931 1 541
(50-79) 55.62% 44.32%

Frail
333

261 72
(80-100) 78.38% 21.62%

Total 95 368
14 812 80 556
15.53% 84.47%

Table 3: The comparison between the prediction of our
model on the whole cohort (95 368 subjects) and the
real data in the follow-up year (2011).

The column “Prediction” (Table 3) represents the
distribution of the subjects in each class, that is the
outcome of the frailty prediction model. The two
columns “Event occurred” and “Event not occurred”
(Table 3) represent the number of subjects for which
the event occurred or not, that is the real data in the
follow-up year. The subjects in the Non-Frail class have
from 0% to 14% of probability to be hospitalized or
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to die within a year. We observe a real percentage of
7.25%, that represents a good prediction. The situation
is similar for each Pre-Frail class. The model slightly
overestimate the Frail class with a minimum prediction
value of 80% against a real value of 78.38%. This
overestimation is preferable, since allows healthcare
service to early intercept the weakest elders.

We performed a final evaluation of the frailty pre-
diction model on a four-year depth dataset form 2011
to 2014. In particular, we extracted the data of all over
65 (about 100 000 subjects) and we classified them in
the 5 frailty risk class. The numerical results are shown
in Table 4. The plotted values, see Figure 5, show an
imperceptible fluctuations of the Frail class and a small
increase in the Pre-Frail classes. The most significant
variation can be observed in the Non-Frail class, this
is probably due to demographic fluctuations occurred
during 2011. This evaluation remarks the effectiveness
of our model in monitoring the evolution over time of
the frailty condition.

Risk
2011 2012 2013 2014

class

Non-Frail 70 186 61 333 62 825 60 590
(0-14) 67.40% 61.24% 62.93% 60.63%

Pre-Frail 1 22 782 24 106 23 364 24 126
(15-29) 21.87% 24.23% 23.40% 24.14%

Pre-Frail 2 7 519 9 064 8 898 9 618
(30-49) 7.20% 9.11% 8.91% 9.62%

Pre-Frail 3 3 317 4 438 4 316 5 016
(50-79) 3.18% 4.46% 4.32% 5.02%

Frail 324 514 420 570
(80-100) 0.33% 0.51% 0.42% 0.57%

Total 104 128 99 455 99 823 99 920

Table 4: Prediction on four-year depth database. Each
row shows the fluctuation (number and percentage) of
over 65 in a specific class.

5 Conclusions

Frailty condition in older adults is a crucial research
problem and it is particularly meaningful in an ageing
society. Frailty does not necessarily coincide with dis-
abilities mostly because, if early detected, it can be re-
versible. However, if neglected, the frailty condition can
lead to complete loss of autonomy in elderly subjects.
For these reasons, it is extremely important the early
detection and the continuous monitoring of the frailty
condition.

In this paper we have proposed a frailty prediction
model built on 11 different socio-clinical databases. The

Figure 5: Yearly variation of the frailty classes.

logistic regression based model combines 26 variables
and returns a frailty index, according to expected risk
of hospitalisation or death within a year. The frailty
risk index is used to classify over 65 years old people
in 5 different classes. We used a training set of 63 579
subjects to tuning the model parameters and a test set
of 31 789 subjects to evaluate the predictive capability of
the model. Then, the model was applied to a four-year
depth dataset of about 100 000 subjects aged over 65
years old. The outcome of our frailty predictive model
is a characterization of the elderly population in Non-
Frail, Pre-Frail and Frail classes. This is useful to carry
out tailored health interventions for each of them.

The proposed model is fitted on a specific scenario
(Bologna’s City Hall) and it uses boolean variables for
all clinical pathologies. However, we plan to study an
extended version of the model in order to overcome these
limits. In particular, we plan to include variables de-
rived from clinical tests and variables able to model
the application region of the model. In this way, we
intend to address several other problems, for example
improve the prediction capability and compare the re-
sults from different regions. Also, we plan to investigate
other events as claims for durable medical goods or co-
morbidities.
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Discriminant Word Embeddings on Clinical Narratives

Paula Lauren∗ Guangzhi Qu† Feng Zhang‡

Abstract

Clinical narratives are inherently complex due to the medi-

cal domain expertise required for content comprehension. In

addition, the unstructured nature of these narratives poses a

challenge for automatically extracting information. In nat-

ural language processing, the use of word embeddings is an

effective approach to generate word representations. Word

embeddings generated from a neural language model have

shown the ability to capture context as well as syntactic

and semantic properties. In this work we propose to use

a log-linear model along with Linear Discriminant Analysis

to acquire lower dimension space features for learning. Ex-

perimental results on clinical texts are given that indicate

improved performance in accuracy especially for the minor-

ity classes.

1 Introduction

A clinical narrative consists of the written text that doc-
uments the encounter between a patient and a health-
care professional (i.e., a physician or nurse). The data
captured in clinical narratives can be used for enabling
quality-assessment programs [4] for patient care such as
patient safety [18], improving surveillance on infectious
diseases [28], upholding evidence-based medicine [6],
supporting clinical trials [10], and assisting with other
clinical research initiatives [29]. The free-form textual
nature of these narratives allow clinicians the ease of
input. However, the lack of structure of these notes
make it difficult to easily extract knowledge from an
information system perspective [39]. There are several
medical codes such as the International Classification
of Diseases, Tenth Revision, Clinical Modification(ICD-
10-CM)1 for documenting diagnosis and procedure in-
formation and the International Classification of Pri-
mary Care (ICPC)2 code for capturing key elements
from a healthcare encounter. These codes are typically
manually entered and provide the reason for the en-
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†Computer Science and Engineering Department, Oakland
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counter, diagnosis or problem, and the process of care.
The ability to automatically assign these codes using
just the clinical narratives would support the initiatives
mentioned as well as reduce human error.

In recent years, the use of word embeddings have
shown remarkable performance on classification tasks
such as sentiment analysis [26], machine translation
[44], and determining semantically related words such
as in word analogy [24] and word similarity [36] tasks.
The classic word embeddings model is Latent Semantic
Analysis (LSA) [23], which uses a Singular Value De-
composition (SVD) [15]. Traditionally, classic language
models are n-gram models, which essentially count word
occurrences from training data. Improvements to the n-
gram model can be made with smoothing, caching, skip-
ping and sentence-mixture models and clustering [16].
Word embeddings take into account context for deter-
mining meaning based on distributional hypothesis [42].
It is well known that context provides an important
source of information in determining meaning. Fur-
thermore, contextual information provides a good ap-
proximation to word meaning because similar contex-
tual distributions are a predictor of semantically similar
words [32]. Word embeddings can also be based on a
Neural Network Language Model (NNLM) [3]. Neural
language models use a neural network to generate word
vectors in a language modeling task through nonlinear
neural networks [26]. The essential idea is that a NNLM
represents each word as a d-dimensional vector of real
numbers, and the vectors that have a close proximity
to each other are shown to be semantically related. A
NNLM is typically constructed using a single hidden
layer neural network and is regarded as an instance of a
vector space model (VSM) [41]. A NNLM learns which
words from the vocabulary are more likely to appear af-
ter a given word sequence. Essentially, the NNLM learns
the next word’s probability distribution [42]. Word em-
beddings represent the meaning of a word with a vector
using a numerical representation for keeping track of
the number of times that the word occurred in various
contexts across a corpus of documents.

Multivariate statistical analysis methods such as
Principal Component Analysis (PCA) [19] and Linear
Discriminant Analysis (LDA) [14] also known as Fisher’s
Linear Discriminant, entail the spectral decomposition
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of a positive-definite kernel [1]. The application of PCA
results in a low-dimensional subspace for explaining
most of the variance from the data. LDA determines
a separating hyperplane for data classification by seek-
ing to achieve maximum class discrimination by maxi-
mizing between-class distances and minimizing within-
class distances simultaneously. LDA defines a projec-
tion that makes the within-class scatter small and the
between-class scatter large resulting in compact and well
separated clusters. A key distinction between these two
methods is that LDA takes the classification aspect into
account by using the target labels, PCA does not. An-
other spectral method is Canonical Correlation Analy-
sis (CCA) [17]. With CCA, two or more views of the
data are created, and they are all projected into a lower
dimensional space which maximizes the correlation be-
tween the views. In the NLP domain, PCA and CCA
have been used in the generation of word embeddings for
dimensionality reduction, typically these are not based
on a NNLM. A non-neural language modeling approach
relies on matrix factorization techniques that generate
word embeddings based on spectral methods. The CCA
spectral method has been used to derive vector repre-
sentations of words resulting in Eigenwords [12]. The
use of PCA in word embeddings relies on the Hellinger
distance due to the discrete distributional nature of
word co-occurrence statistics then applies SVD to the
co-occurrence matrix [25].

In this work, we apply spectral methods to word
embeddings generated from a neural language model
to help with feature extraction for text classification.
Specifically, we apply LDA, PCA, and CCA to the Con-
tinuous Skip-gram Log-Linear Model [31] that renders a
reduced feature space for classification and report on the
results. These techniques are applied to the text classi-
fication of a highly imbalanced clinical corpus. The re-
sults achieved on the dataset showed an overall improve-
ment especially for the minority classes in comparison
to PCA and CCA, methods that have been used with
word embeddings in the research literature.

This rest of the paper is organized as follows: Sec-
tion 2 provides the necessary background for this re-
search describing the log-linear neural language model,
specifically the Continuous Skip-gram Model, and Lin-
ear Discriminant Analysis. Section 3 describes the pro-
cess of the methodological approach, Section 4 describes
the experiments conducted along with evaluation re-
sults. Section 5 is the discussion and section 6 concludes
the work.

2 Background

This section will describe the necessary background for
understanding this paper which entail language models,

n-gram language models, neural language models, word
embeddings with a log-linear model, specifically the
Skip-gram model, and Linear Discriminant Analysis.

2.1 Language, N-gram and Neural Language
Models Statistical language models estimate the prob-
ability distribution of various linguistic units such as
words, sentences, and entire documents [40]. The objec-
tive of language modeling is to estimate the likelihood
that a specific sequence of linguistic units will appear
in a corpus. The most common language model is the
n-gram language model, which is used to compute the
statistics of how likely words are to follow each other. N-
grams are consecutive word patterns, such as bigrams,
trigrams, 4-grams, etc. The goal of a language model is
to compute the probability of a sentence or a sequence of
words and also includes the related task of predicting an
upcoming word [20]. To formulate the n-gram language
model, let W be a string of words: W = w1, w2, ..., wn.
Let the probability of this word sequence be denoted by
the joint probability P (W ). The estimation of P (W )
is determined by the text and how many times W oc-
curs. Typically, long word sequences will not occur in
the text, so the computation of P (W ) is broken down
into smaller steps for which sufficient statistics are col-
lected and probability distributions are estimated [21].
The probability of a sequence of words for an n-gram
model can be obtained from computing the probability
of each word given the context of words preceding it,
using a probabilistic chain rule:

P (w1, w2, w3, ..., wn) = P (w1)p(w2|w1)P (w3|w1, w2)

(2.1) ...P (wn|w1, ..., wn−1)

The chain rule is applied to determine the joint
probability of words in a sequence. In order to estimate
these conditional probabilities, the history is limited to
n− 1 words [21], more formally described as:

P (w1, w2, ..., wn) =
n∏

i=1

P (wi|w1, w2, ..., wi−1)

(2.2)

≈
n∏

i=1

p(wi|wi−(n−1), ..., wi−2, wi−1)

Estimating these probabilities relies on Maximum Like-
lihood Estimation (MLE) from relative frequencies [27].
The MLE for the joint probability and the conditional
probability are equation 2.3 and equation 2.4, respec-
tively:

(2.3) PMLE(w1, w2...wn) =
count(w1, w2...wn)

N
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(2.4)

PMLE(wn|w1, w2...wn−1) =
count(w1, w2...wn)

count(w1, w2...wn−1)

where count refers to the frequency of the N-gram from
the training set and N denotes the total number of train-
ing instances. There are several limitations of n-grams,
such as the problem of representing patterns over more
than a few words. In addition, n-grams only consider
exact matches despite similar context history. MLE is
regarded as unstable due to data sparsity, which is a
problem with higher order n-grams [16]. The reason
why data sparsity is a major problem in NLP is due
to the fact that language is comprised of rare word se-
quences, which makes it virtually impossible to model
all possible string variations of words. Using a large
training corpus or assigning non-zero probabilities to
unseen n-grams, known as smoothing, is an approach for
dealing with data sparsity. There are numerous smooth-
ing techniques, an empirical study on a large number
of these smoothing methods have been investigated by
Chen and Goodman [7].

In a neural language model, P (W ) is generated by a
neural network [8]. Word vectors that are learned using
a neural language model are trained to predict the next
word in the sentence given the preceding words. The use
of neural networks for generating language models re-
solves the discrete property of n-gram language models
by providing a continuous representation of text.

2.2 Log-Linear Model using the Continuous
Skip-gram for Word Embeddings A log-linear
model entails word vectors that are trained with a neu-
ral network that has a single hidden layer, based on
the inner product between two word vectors. The Skip-
gram model, also known as Skip-gram, is a specific type
of log-linear model. Its objective is to predict the neigh-
boring words or context of the word, given a word. That
is, given a window size of n words around a word w, the
Skip-gram model predicts the neighboring words and
maximizes the words that appear within n words of w.
The Skip-gram model is an unsupervised feature learn-
ing algorithm, which uses a log-linear objective function.
Referred to as an expanded version of the n-gram model,
Skip-gram lacks the consecutive aspect of n-grams by al-
lowing tokens to be skipped, this resolves the data spar-
sity problem. The Skip-gram model consists of three
layers: an input layer, a projection layer, and an output
layer as illustrated in Figure 1. A log-linear classifier is
used to predict words in a certain range before and after
the current word that is used as the input. Unlike other
neural network-based language models, the Skip-gram
model does not utilize the nonlinear hidden layer which

Figure 1: The Continuous Skip-gram model. This
model predicts which words will be in the context wt±c,
given the input word wt.

results in a decrease in computational complexity. The
training objective of the Skip-gram model [31] entails
predicting the surrounding context, given the current
word. To represent formally, given the training words
w1, w2, ..., wT , the following objective function is maxi-
mized:

(2.5) P =
1

T

T∑
t=1

 ∑
−c≤j≤c,j 6=0

log p(wt+j |wt)


where the outer summation covers all the words con-
tained in the training corpus where T is the total num-
ber of words. The inner summation spans from −c to c
that computes the log probability of predicting the word
wt+j given the center word wt. The basic Skip-gram
equation defines p(wt+j |wt) using the softmax function
which ensures that all of the outputs sum to 1. This
valid probability distribution is defined as:

(2.6) p(wt+j |wt) =
exp (vec′

T
wt+j

vecwt
)∑V

v=1 exp (vec′w
>vecwt)

where V denotes the number of words in the vocabu-
lary, vecw and vec′w are the input and output vector
representations of w. The Skip-gram model has been
made more efficient by approximating softmax by us-
ing a normalized hierarchical softmax [34], [30] objective
function. This approach approximates the probability
distribution with a Huffman Binary Tree for the output
layer with the words as its leaves and each node repre-
senting the relative probabilities of its child nodes. This
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approach significantly improves the training time of the
model by resulting in a reduction of computational com-
plexity for log p(wt+j |wt) [35]. The Skip-gram model is
trained using stochastic gradient descent [38] over the
entire training corpus resulting in a distributional rep-
resentation of words, these are the word embeddings.

2.3 Linear Discriminant Analysis Linear Dis-
criminant Analysis (LDA) is a popular feature extrac-
tion technique from statistical pattern recognition that
finds a linear combination of features that separates
two or more classes [14]. LDA is advantageous in di-
mensionality reduction, exploratory data analysis and
data visualization. As stated in the introduction, LDA
works by finding two scatter matrices specified as be-
tween class and within class scatter matrices. Both of
these aforementioned scatter matrices seek to separate
distinct classes by maximizing their between class sep-
arability while minimizing their within class variability.
Let Mj be the total number of samples in class j, so
M = M1 + M2 + M3 + ... + Mc. Let the mean be de-
noted as x̄j for each class j and the mean for M, the
entire dataset, as x̄. Let xj,k be the m-dimensional pat-
tern k from class cj , so :

(2.7) x̄j =
1

Mj

Mj∑
k=1

xj,k

(2.8) x̄ =
1

M

c∑
j=1

Mj x̄j =
1

M

c∑
j=1

Nj∑
k=1

xj,k

Let Sj be the sample covariance matrix, Sb to be the
between class scatter matrix and Sw to be the within
class scatter matrix:

(2.9) Sj =
1

Mj − 1

Mj∑
k=1

(xj,k − x̄j)(xj,k − x̄j)
>

(2.10) Sb =
c∑

j=1

Mj(x̄j − x̄)(x̄j − x̄)>

(2.11)

Sw =
c∑

j=1

(Mj − 1)Sj =
c∑

j=1

Mj∑
k=1

(x̄j,k − x̄j)(x̄j,k − x̄)>

The main objective of LDA is to find the projection ma-
trix W that will maximize the ratio of the determinant
for Sb to the determinant for Sw. This ratio is known

as Fisher’s criterion [13], which tries to find the projec-
tion that maximizes the variance of the class means and
minimizes the variance of the individual classes [5].

(2.12) W = arg max
W

|WTSbW|
|WTSwW|

The optimization problem of equation (2.12) is maxi-
mized when the projection matrix W is composed of
the eigenvectors S−1w Sb. Furthermore, W is the solu-
tion to the following eigensystem problem [11]:

(2.13) SbW− SwWΛ = 0

Multiplying Sw by its inverse S−1w in equation (2.13)
yields:

S−1w SbW− S−1w SwWΛ = 0

(2.14) S−1w SbW−WΛ = 0

(S−1w Sb)W = WΛ

where W and Λ are the eigenvectors and eigenvalues of
S−1w Sb, respectively. Equation (2.14) states that if Sw

is a non-singular matrix then the Fisher’s criterion that
is described in equation (2.12) is maximized when the
projection matrix W is composed of the eigenvectors of
S−1w Sb with at most (C − 1) nonzero eigenvalues [5].

3 Methodology

This section describes the process used from obtain-
ing the clinical narratives for this research, the prepro-
cessing that was done with the clinical texts, generat-
ing the word embeddings from the narratives, applying
the spectral methods and the classification approach for
classifying the narratives according to their respective
surgical operation code.

3.1 Dataset Description A total of 2,944 clinical
narratives were used for this research that were made
available from a partnership with William Beaumont
Hospital. The clinical narratives are all related to hip
surgery and each record is labeled with an associated
surgical operation code for each clinical narrative and
there are five total codes, or classes in the clinical
corpus. Note that this system was built without any
domain knowledge in the medical domain. This includes
comprehension of the narrative as well as the explicit
meaning of the surgical codes. As illustrated in Fig. 2,
this data is highly imbalanced. The highest class count
belongs to surgical code 27130 which had a total count
of 2,252 records. The lowest class count belongs to code
27138 which has a total of 62 records.
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Figure 2: The counts of the clinical narratives for each
surgical code class, illustrating skewness of the codes.

3.2 Data Preprocessing The skewed data noted
in the previous section pertaining to the classes, also
extend to imbalance in terms of character length for
the narratives. The average character length was 4,746
characters for individual narratives from the collection
of clinical texts. The disparity is especially reflected
in the maximum and minimum character lengths for
the narratives. The maximum character length was at
22,234 characters and the minimum character length at
169 characters.

Historically, preprocessing text in NLP text mining
tasks typically involve various steps such as stemming
and stopword removal. These prepocessing steps are
not really needed with feature learning utilizing a neu-
ral language model such as the Skip-gram model. The
reason for this is due to the core objective that context is
taken into account when rendering the distributed word
representation, or word embeddings. Typically in lin-
guistic processing, multi-words are taken into account
in that they are treated as one phrase or term. Multi-
words are especially notorious in medical corpora. For
example, the medical phrase glucose metabolism disor-
ders is represented as: glucose metabolism disorders in
the vocabulary [33]. No further preprocessing to rep-
resent multi-words holistically as one term was done in
this research. For our dataset and the methods used,
the formation of multi-word terms may have been re-
dundant due to the context-preserving aspect of neural
language modeling. We relied on the capability of the
model to account for terms based on the contextual us-
age across the corpus.

During preprocessing, all non-letters were removed
from the text and all upper case words converted to
lower case. Tokenization was further applied where each

narrative was split by the sentences. The outcome was
a list of sentences for the entire clinical corpus, a total
of 126,585 sentences had been generated to be used for
further training. There was also a significant amount
of variation in each sentence with each sentence itself
containing a list of words. The smallest sentence con-
sisted of one word and the largest sentence consisted of
137 words. The Holdout [22] method with stratifica-
tion was used for training and testing, with a 75% and
25% respective split using the stratified holdout method.
Stratification enabled the respective training and test
sets to have a distribution of classes that is representa-
tive in Fig. 2. Training had been performed using 2,208
instances and testing done on 736 instances. The train-
ing set consisted of the following number of instances
for each class (surgical code): 27130: 1678 instances,
27136: 315 instances, 27132: 116 instances, 27137: 55
instances and 27138: 44 instances.

3.3 Generating the Word Embeddings The
Skip-gram neural language model was used for generat-
ing the word embeddings. The Word2Vec3 library that
has been extended in the Gensim4 library had been uti-
lized for this research. There are various parameters
that can be adjusted such as the feature dimensions,
minimum word count, and the window size. The pa-
rameters were determined empirically. The window size
determines how many words that the training algorithm
should use, this represents the window or range of sur-
rounding words that give the word its context. The
minimum word count is the minimum threshold that
must be met in order for the word to appear in the
vocabulary. Various word vector dimensionality values
were used to determine the number of features that the
model should produce. A feature vector size of 2000,
context window of 10 and minimum word count of 30
were used in generating the word embeddings. Dur-
ing preliminary experiments these values gave the best
results on the dataset used for this research. The hi-
erarchical softmax training method was used with the
Skip-gram model.

The words from the vocabulary (generated from
the Skip-gram model) that matched the words in each
clinical narrative varied across the clinical corpus. A
representative word vector for each clinical narrative
was used where the word vectors from the vocabulary
that matched the words in each clinical narrative were
averaged together. That is, the word vectors that
matched were added together and then divided by the
total number of words from the clinical narrative that

3https://code.google.com/p/word2vec/
4https://radimrehurek.com/gensim/models/word2vec.html
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Table 1: Results from LDA applied to word embeddings matrix using three classifiers.

kNN SVM MLP
Class Precision Recall F 1 Precision Recall F 1 Precision Recall F 1

27130 0.98 0.95 0.96 0.97 0.96 0.96 0.94 0.97 0.95
27132 0.67 0.83 0.74 0.69 0.84 0.76 0.78 0.69 0.73
27136 0.89 0.90 0.90 0.93 0.90 0.92 0.89 0.85 0.87
27137 0.74 0.88 0.80 0.74 0.88 0.80 0.87 0.68 0.76
27138 0.56 0.64 0.60 0.56 0.69 0.62 0.75 0.56 0.64

Figure 3: LDA applied to word embeddings matrix.

matched the vocabulary. A total of 2208 representative
word vectors were used for training and 736 for testing,
these are the word embeddings for the training and test
sets.

3.4 Applying the Spectral Methods The word
embeddings generated for the training set entailed a p
x n matrix of 2000 x 2208 with p being the number of
features (the word vector) and n being the total number
of training instances. Similarly, for the test set but with
a p x n matrix of 2000 x 736. Reducing the feature space
for the training word embeddings ensures that there are
sufficient statistics for estimating the training model.
After normalizing the word embeddings, to achieve a
reduced representative feature space we applied LDA,
PCA and CCA to the training set word embeddings
where several classification methods could be utilized
effectively.

4 Experiments and Results

This section describes the experiments implemented to
reduce the feature space and the classification of the
surgical operation codes using the reduced feature space

training sets with k-Nearest Neighbor (kNN) [37], Sup-
port Vector Machine (SVM) [9] and an artificial neu-
ral network, specifically a Multilayer Perceptron (MLP)
[43]. Evaluation and the results are also presented in
this section. Results are evaluated using standard ma-
chine learning evaluation measures using Precision and
Recall along with the F1 score applied to each class.
These equations are as follows where TP is True Posi-
tive, FP is False Positive and FN is False Negative:

(4.15) Precision =
TP

TP + FP

(4.16) Recall =
TP

TP + FN

(4.17) F1 = 2 .
P recision .Recall

Precision + Recall

4.1 Applying LDA to Word Embeddings In or-
der to apply LDA to the word embeddings matrix re-
quires computing the inverse by multiplying Sw by its
inverse S−1w as noted in equation (2.14) from Section 2.3.
Due to the nonsingularity of the matrix generated from
this particular corpus necessitated the use of a pseudoin-
verse, the Moore-Penrose pseudoinverse [2] had been
used during the computation. The application of LDA
to the word embeddings resulted in a reduced feature
space of four features. As stated in Section 2.3, LDA
results in C − 1 feature projections. Figure 3 shows
a visualization of LDA which in two dimensions shows
clustering for several of the classes. For the classification
task, the best parameters were determined empirically
and are as follows: kNN with k=3 nearest neighbors,
SVM with a Radial Basis Function (RBF) and a sin-
gle layer neural network using stochastic gradient de-
scent with one hidden layer and 400 neurons, maximum
epochs set at 500. Results for the classification meth-
ods applied are in Table 1. Using LDA applied to word
embeddings shows an overall consistency in accuracy in
the F1 score across all three classification methods with
no more than a five percent differential in the F1 score
which measures individual class performance.
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Table 2: Results from PCA applied to word embeddings matrix using three classifiers.

kNN SVM MLP
Class Precision Recall F 1 Precision Recall F 1 Precision Recall F 1

27130 0.97 0.93 0.95 0.96 0.96 0.96 0.97 0.97 0.97
27132 0.33 0.50 0.40 0.67 0.73 0.70 0.71 0.71 0.71
27136 0.93 0.90 0.91 0.90 0.93 0.92 0.93 0.93 0.93
27137 0.53 0.63 0.57 0.74 0.64 0.68 0.52 0.63 0.57
27138 0.19 0.43 0.26 0.50 0.47 0.48 0.57 0.50 0.53

Figure 4: PCA applied to word embeddings matrix.

4.2 Applying PCA to Word Embeddings The
application of PCA to the word embeddings matrix
resulted in 180 feature projections, which explained
99.07% of the variation in the training set. Classifi-
cation for the word embeddings with PCA applied was
performed on 180 features. Figure 4 shows a visual-
ization of PCA which in two dimensions, the first and
second principal components explain 49.14% percent of
the variation in the training data. For the classification
task, the best parameters were determined empirically
and are as follows: kNN with k=4 nearest neighbors,
SVM with a polynomial kernel and a single layer neu-
ral network using stochastic gradient descent with one
hidden layer and 600 neurons, maximum epochs set at
1000. Results for the classification methods applied are
in Table 2. With PCA there is more variation specif-
ically with the kNN classifier on the minority classes.
It seems that SVM and the neural network have bet-
ter performance accuracy and are more consistent with
each other with an eleven percent variation in classifier
accuracy on the minority class F1 score.

4.3 Applying CCA to Word Embeddings With
CCA, the optimal feature space entailed 120 dimen-
sions. Classification for the word embeddings with CCA
applied was performed on 120 features. Figure 5 shows a
visualization of CCA in two dimensions. For the classifi-
cation task, the best parameters were determined empir-
ically and are as follows: kNN with k=3 nearest neigh-
bors, SVM with a polynomial kernel and a single layer
neural network using stochastic gradient descent with
one hidden layer and 600 neurons, maximum epochs
set at 1000. Results for the classification methods ap-
plied are in Table 3. With CCA there is more varia-
tion specifically with the kNN classifier on the minority
classes. Just as with applying PCA to word embed-
dings, it seems that SVM and the neural network have
better performance accuracy and are more consistent
with each other, showing an eleven percent variation in
classifier accuracy performance with the F1 score on the
minority class.

5 Discussion

Applying LDA to word embeddings appears to pro-
vide an overall improvement especially with the minor-
ity classes. However, using LDA for resolving high-
dimensionality is a powerful method but it does have
a limitation in that the total number of features that
can be extracted are at most C − 1 features. In this
research, the worst F1 score occurred with the greatest
minority class from our datatset where only 44 records
were available during training. It would be interest-
ing to see if the LDA feature limitation permitting only
C − 1 feature projections could be addressed, possibly
relaxing this constraint could improve the performance
for the minority class even greater.

For this research we used a non-supervised approach
for the feature learning using the Skip-gram model and
applied LDA which is a supervised approach that re-
duced the dimensions and helped with classification.
The clinical data used for this data had been manu-
ally annotated with labels, requiring a human effort for
adding the correct hip-surgery code to each narrative.
We understand that most clinical data is unlabeled so
a clustering approach would need to be explored for
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Table 3: Results from CCA applied to word embeddings matrix using three classifiers.

kNN SVM MLP
Class Precision Recall F 1 Precision Recall F 1 Precision Recall F 1

27130 0.97 0.92 0.94 0.98 0.95 0.96 0.96 0.96 0.96
27132 0.31 0.61 0.41 0.51 0.74 0.61 0.59 0.58 0.58
27136 0.92 0.93 0.92 0.93 0.93 0.93 0.92 0.90 0.91
27137 0.53 0.53 0.53 0.68 0.72 0.70 0.83 0.79 0.81
27138 0.00 0.00 0.00 0.44 0.50 0.47 0.50 0.62 0.56

Figure 5: CCA applied to word embeddings matrix.

arriving at a representative cluster for each class. Con-
sidering that we have the labels for this clinical cor-
pora, it would be interesting to repeat this experiment
using a clustering approach to see how a complete un-
supervised approach compares to the semi-supervised
approach that we used in this paper. Also, for param-
eter estimation for the word embeddings and the clas-
sification methods we utilized an empirical approach.
In future work, we intend to utilize cross validation to
systematically arrive at the parameters.

6 Conclusion

Statistical pattern recognition techniques such as LDA,
PCA and CCA are capable of significantly reducing di-
mensionality. Applying these spectral methods to word
embeddings are especially advantageous. To the best
of our knowledge, LDA has not been applied to word
embeddings in the existing research. We have demon-
strated with this research that the application of LDA
to word embeddings shows an overall improvement with
the minority classes in comparison to the more utilized
PCA and CCA methods that have been used with word
embeddings. In applying LDA to the word embeddings

from the clinical corpus, it is especially remarkable that
2000 features from the word embeddings matrix had
been reduced to four representative features for classifi-
cation and for visualization.
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