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IP1

Prediction, State Estimation, and Uncertainty
Quantification for Complex Turbulent Systems

Complex Turbulent Systems such as those in climate sci-
ence and engineering turbulence are a grand challenge for
prediction, state estimation, and uncertainty quantification
(UQ). Such turbulent dynamical systems have an erroneous
phase space with a large dimension of instability and cru-
cial extreme events with major societal impact. Monte
Carlo statistical predictions for complex turbulent dynam-
ical systems are hampered by severe model error due to
the curse of small ensemble size with the overwhelming
expense of the forecast model and also due to lack of phys-
ical understanding. This lecture surveys recent strategies
for prediction, state estimation, and UQ for such complex
systems and illustrates them on prototype examples. The
novel methods include physics contrained nonlinear regres-
sion strategies for low order models, calibration strategies
for imperfect models combining information theory and
statistical response theory, and novel state estimation al-
gorithms.

Andrew Majda
Courant Institute NYU
jonjon@cims.nyu.edu

IP2

Sparse Grid Methods in Uncertainty Quantifica-
tion

In this presentation, we give an overview on generalized
sparse grid methods for stochastic and parametric par-
tial differential equations as they arise in various forms in
uncertainty quantification. We focus on the efficient ap-
proximation and treatment of the stochastic/parametric
variables and discuss both, the case of finite and infi-
nite/parametric stochastic dimension. Moreover, we deal
with optimal numerical schemes based on sparse grids
where also the product between the spatial and temporal
variables and the stochastic/parametric variables is collec-
tively taken into account. Overall, we obtain approxima-
tion schemes which involve cost complexities that resemble
just the cost of the numerical solution of a constant number
of plain partial differential equations in space (and time),
i.e. without any stochastic/parametric variable. Here, this
constant number depends only on the covariance decay of
the stochastic fields of the input data of the overall prob-
lem.

Michael Griebel
Institut für Numerische Simulation, Universität Bonn &
and Fraunhofer-Institut für Algorithmen und
Wissenschaftlich
griebel@ins.uni-bonn.de

IP3

Covariance Functions for Space-time Processes and
Computer Experiments: Some Commonalities and
Some Differences

Gaussian processes are commonly used to model both natu-
ral processes, for which the indices are space and/or time,
and computer experiments, for which the indices are of-
ten parameters of the computer model. In both settings,
the modeling of the covariance function of the process is
critical. I will review various approaches to modeling co-
variance functions for natural processes, with a focus on
the space-time setting. I will then consider what lessons, if

any, can be drawn from this work for modeling covariance
functions for computer experiments.

Michael Stein
University of Chicago
stein@galton.uchicago.edu

IP4

Reduction of Epistemic Uncertainty in Multifi-
delity Simulation-Based Multidisciplinary Design

Epistemic model uncertainty is a significant source of un-
certainty that affects the prediction of a multidisciplinary
system using multifidelity analyses. Uncertainty reduction
can be achieved by gathering additional experiments and
simulations data; however resource allocation for multidis-
ciplinary design optimization (MDO) and analysis remains
a challenging task due to the complex structure of a mul-
tidisciplinary system and the dynamic nature of decision
making. We will present a novel approach that integrates
multidisciplinary uncertainty analysis (MUA) and multi-
disciplinary statistical sensitivity analysis (MSSA) to an-
swer the questions about where (sampling locations), what
(disciplinary responses), and which (simulations versus ex-
periments) for allocating more resources. The proposed
approach strategically breaks resource allocation into a se-
quential process, the decision making is hence much more
tractable. Meanwhile the method is efficient for complex
multidisciplinary analysis by employing inexpensive Spa-
tial Random Process (SRP) emulators and analytical for-
mulas of MUA and MSSA.

Wei Chen
Northwestern University
weichen@northwestern.edu

IP5

Multi-fidelity Approaches to UQ for PDEs

We discuss the use of a set of multi-fidelity computational
physical models for reducing the costs of obtaining statisti-
cal information about PDE outputs of interest. Multilevel
Monte Carlo and multilevel stochastic collocation meth-
ods use a hierarchy of successively coarser discretizations,
in physical space, of the parent method. Reduced-order
models of different dimension can be also be used as can
surrogates built from data. More generally, a management
strategy for the use of combinations of these and other
computational models is discussed.

Max Gunzburger
Florida State University
School for Computational Sciences
mgunzburger@fsu.edu

IP6

Uncertainty Quantification in Weather Forecasting

A major desire of all humankind is to make predictions
for an uncertain future. Clearly then, forecasts ought to
be probabilistic in nature, taking the form of probability
distributions over future quantities or events. Over the
past decades, the meteorological community has been tak-
ing massive steps in a reorientation towards probabilistic
weather forecasts, serving to quantify the uncertainty in
the predictions. This is typically done by using a numeri-
cal model, perturbing the inputs to the model (initial con-
ditions, physics parameters) in suitable ways, and running
the model for each perturbed set of inputs. The result is
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then viewed as an ensemble of forecasts. However, forecast
ensembles typically are biased and uncalibrated. These
shortcomings can be addressed by statistical postprocess-
ing, using methods such as distributional regression and
Bayesian model averaging.

Tilmann Gneiting
Heidelberg Institute for Theoretical Studies, Germany
tilmann.gneiting@h-its.org

IP7

Uncertainty Quantification and Numerical Analy-
sis: Interactions and Synergies

The computational costs of uncertainty quantification can
be challenging, in particular when the problems are large
or real time solutions are needed. Numerical methods ap-
propriately modified can turn into powerful and efficient
tools for uncertainty quantification. Conversely, state-of-
the-art numerical algorithms reinterpreted from the per-
spective of uncertainty quantification can becomes much
more powerful. This presentation will highlight the natu-
ral connections between numerical analysis and uncertainty
quantification and illustrate the advantages of re-framing
classical numerical analysis in a probabilistic setting. In
particular, we will show that using preconditioning as a ve-
hicle for coupling hierarchical models with iterative linear
solvers becomes a means not only to assess the reliability
of the solutions, but also to achieve super-resolution, as il-
lustrated with an application to magneto-encephalography.

Daniela Calvetti
Case Western Reserve Univ
Department of Mathematics, Applied Mathematics and
Statistic
dxc57@case.edu

IP8

Multilevel Monte Carlo Methods

Monte Carlo methods are a standard approach for the esti-
mation of the expected value of functions of random input
parameters. However, to achieve improved accuracy often
requires more expensive sampling (such as a finer timestep
discretisation of a stochastic differential equation) in ad-
dition to more samples. Multilevel Monte Carlo methods
aim to avoid this by combining simulations with different
levels of accuracy. In the best cases, the average cost of
each sample is independent of the overall target accuracy,
leading to very large computational savings. This lecture
will introduce the key ideas, and survey the progress in the
area.

Mike Giles
University of Oxford, United Kingdom
Mike.Giles@maths.ox.ac.uk

CP1

An Adaptive Algorithm for Stochastic Optimal
Control Problems based on Intrusive Polynomial
Chaos

We develop an adaptive optimization scheme for uncertain
optimal control problems constrained by nonlinear ODEs
or differential algebraic equations. The algorithm solves
the deterministic surrogate obtained from the intrusive
polynomial chaos method by an SQP-based direct optimal

control method while simultaneously refining the approxi-
mation order using suitable error estimates. The goal is to
obtain sufficiently precise estimates of complex quantities
such as higher moments while keeping the computational
burden feasible for optimal control problems.

Lilli Bergner

Interdisciplinary Center for Scientific Computing (IWR)
Heidelberg University
lilli.bergner@iwr.uni-heidelberg.de

Christian Kirches
Interdisciplinary Center for Scientific Computing
University of Heidelberg, Germany
christian.kirches@iwr.uni-heidelberg.de

CP1

Uncertainty Quantification of High-Dimensional
Stochastic Systems Using Two-Level Domain De-
composition Algorithms

The scalablilities of intrusive polynomial chaos expansion
based two-level domain decomposition (DD) algorithms for
SPDEs are demonstrated by Subber (PhD thesis, Carleton
University (CU), 2012) for high resolution finite element
(FE) meshes in the cases of a few random variables. These
DD algorithms will be extended here to concurrently han-
dle both high resolution FE meshes and a large number of
random variables using the codes developed by the authors.

Abhijit Sarkar
Associate Professor
carleton University, Ottawa, Canada
abhijit sarkar@carleton.ca

Ajit Desai
Carleton University, Canada
ajit.desai@carleton.ca

Mohammad Khalil
Carleton University, Canada
(Currently at Sandia National Laboratories, USA)
mohammad.khalil@carleton.ca

Chris Pettit
United States Naval Academy, USA
pettitcl@usna.edu

Dominique Poirel
Royal Military College of Canada, Canada
poirel-d@rmc.ca

CP1

On Efficient Construction of Stochastic Moment
Matrices

We consider the construction of stochastic moment matri-
ces that appear in the model elliptic diffusion problem con-
sidered in the setting of stochastic Galerkin finite element
method (sGFEM). Algorithms for the efficient construction
of the stochastic moment matrices are presented for cer-
tain combinations of affine/non-affine diffusion coefficients
and multivariate polynomial spaces. We report the perfor-
mance of various standard polynomial spaces for three dif-
ferent non-affine diffusion coefficients in a one-dimensional
spatial setting.

Harri H. Hakula
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Helsinki University of Technology
Harri.Hakula@aalto.fi

Matti Leinonen
Aalto University
matti.leinonen@aalto.fi

CP1

Iterative Solution of Random Eigenvalue Problem
in An Ssfem Framework

This work is aimed at reducing the computational cost of
solving the random eigenvalue problem in the weak formu-
lation of spectral stochastic finite element method. This
formulation leads to a system of deterministic nonlinear
equations, solved using the Newton-Raphson method. The
main contribution lies in developing a set of scalable pre-
conditioners for accelerating the computation in a parallel
matrix-free implementation. A detailed numerical study is
conducted for testing the accuracy and efficiency.

Soumyadipta Sarkar
Indian Institute of Science, Bangalore
soumyadipta1234@gmail.com

Debraj Ghosh
Indian Institute of Science
dghosh@civil.iisc.ernet.in

CP2

Selection and Validation of Models of Tumor
Growth in the Presence of Uncertainty

In recent years, advances have been made in the develop-
ment of multiscale models of tumor growth. Of overriding
importance is the predictive power of these models, partic-
ularly in the presence of uncertainties. This presentation
describes new adaptive algorithms for model selection and
model validation embodied in the Occam Plausibility Al-
gorithm (OPAL), that brings together model calibration,
determination of sensitivities of outputs to parameter vari-
ances, and calculation of model plausibilities for model se-
lection.

Ernesto A B F Lima
ICES - UT Austin
ernesto.lima@utexas.edu

Marissa N Rylander, Amir Shahmoradi
The University of Texas at Austin
mnr@austin.utexas.edu, amir@physics.utexas.edu

Danial Faghihi
Institute for Computational Engineering and Sciences
University of Texas at Austin
danial@ices.utexas.edu

J Tinsley Oden
The University of Texas at Austin
oden@ices.utexas.edu

CP2

Dna Pattern Recognition Using Canonical Corre-
lation Analysis

The canonical correlation analysis (CCA) is used as an un-
supervised statistical tool to identify patterns. We consider

two different semantic objects of DNA sequences as train-
ing and test set. CCA check whether the correlation at
the point of interest is well above the correlations found
elsewhere. As a case study, CCA is applied to investi-
gate HIV-1 preferred integration sites, where the left and
right flanking from the integration site are taken as the two
views.

Bimal K. Sarkar
Galgotias University
bks@physics.org.in

CP2

Modeling the Expected Time to Reach the Recog-
nition Element in Nanopore Dna Sequencing

We examine the functionality of a new approach to next-
generation DNA sequencing, where single nucleobases of a
DNA oligomer are captured and identified in a modified
alpha-hemolysin nanopore. The main uncertainty is when
the isolated nucleobases reach a certain location inside the
nanopore. We present our model equations and numerical
results based on the self-consistent drift-diffusion-Stokes-
Poisson system, directed Brownian motion, and a stochas-
tic exit-time problem.

Benjamin Stadlbauer, Andreas Buttinger-Kreuzhuber,
Gregor Mitscha-Eibl, Clemens Heitzinger
Vienna University of Technology
benjamin.stadlbauer@student.tuwien.ac.at,
andreas.buttinger-kreuzhuber@tuwien.ac.at,
gregor.mitscha-eibl@tuwien.ac.at,
clemens.heitzinger@tuwien.ac.at

CP2

Statistical Assessment and Calibration of Ecg Mod-
els

We address the problem of calibrating some functional out-
put of a parametrised numerical model to a dataset of real,
high dimensional observations. We propose a novel method
aiming at reproducing targeted quantiles of the reference
data by minimising a suitable probabilistic cost functional
defining their statistical spatial quantiles. We apply it to
the calibration of models for the simulation of human ECGs
(ODE and PDE based) through a dataset of real functional
traces.

Nicholas Tarabelloni
Lab. MOX, Dept. Mathematics, Politecnico di Milano
nicholas.tarabelloni@polimi.it

Elisa Schenone
University of Luxembourg
elisa.schenone@uni.lu

Annabelle Collin
Univ. Bordeaux and Bordeaux INP, IMB, Talence, France
INRIA Bordeaux-Sud-Ouest, Talence, France
annabelle.collin@inria.fr

Francesca Ieva
Dept. Mathematics, University of Milan
francesca.ieva@unimi.it

Anna Paganoni
Lab. MOX, Dept. Mathematics, Politecnico di Milano
anna.paganoni@polimi.it
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Jean-Frédéric Gerbeau
INRIA Paris-Rocquencourt
Sorbonne Universités, UPMC Université Paris 6
jean-frederic.gerbeau@inria.fr

CP3

Simplification of Uncertain System to Their Ap-
proximate Model

Mathematical modeling of physically available modules re-
sult in higher order system, sometime with the uncertainty
within, making their study and analysis difficult. Solution
to this exists, model order reduction. An effective proce-
dure to obtain a reduced model for an uncertain system us-
ing Routh approximant is discussed in this paper. The pro-
posed methodology is an extension of an existing technique
for continuous-time domain to discrete-time domain. The
algorithm is justified and strengthened by various available
examples from the literature.

Amit Kumar Choudhary

Indian Insttitute of Technology (Banaras Hindu
University)
Varanasi
amit.rs.eee@iitbhu.ac.in

Shyam Krishna Nagar
Dept. of Electrical Engineering
IIT (BHU) Varanasi, U.P. India
sknagar.eee@itbhu.ac.in

CP3

Comparison of Surrogate-Based Uncertainty Quan-
tification Methods for Computationally Expensive
Simulators

Polynomial chaos (PC) and Gaussian process (GP) emula-
tion are popular surrogate modelling techniques, developed
independently over the last 25 years. Despite tackling sim-
ilar problems in the field, there has been little comparison
of the two methods in the literature. In this work, we build
PC and GP surrogates for two black-box simulators used
in industry. We assess their comparative performance with
changes in design size and type using a number of valida-
tion metrics.

Nathan Owen, Peter Challenor, Prathyush Menon
College of Engineering, Mathematics and Physical
Sciences
University of Exeter
no221@exeter.ac.uk, p.g.challenor@exeter.ac.uk,
p.m.prathyush@exeter.ac.uk

CP3

Randomized Cross Validation

We propose a new randomized cross validation (CV) crite-
rion offering improved performance for model choice in re-
gression problems when the design is not space filling. The
proposed criterion is of special interest in environmental
and biomedical observation, where strong constraints on
placement of measuring points are enforced. The paper
presents the new criterion, and demonstrates its superior-
ity with respect to usual CV techniques, considering sev-
eral alternative regression models as well as simulated and
realistic data.

Maria-Joao Rendas

CNRS
rendas@i3s.unice.fr

Li You
I3S CNRS UNS
yli@i3s.unice.fr

CP5

Uncertainty Quantification and Sensitivity Analy-
sis for Functional System Response, with An Ap-
plication to Flyer Plate Experiments

We are usually interested in the functional system response
when investigating the shock ignition of explosives. The
variation in functional response involves both phase and
amplitude, and confounding these two may lead to some
problems. In this paper, we derive that the total uncer-
tainty is the sum of the phase and amplitude uncertainty,
and give the sensitivity analysis based on this decomposi-
tion. Then we apply our method to numerical simulations
of a flyer plate experiment.

Hua Chen, Haibing Zhou, Shudao Zhang
Institute of Applied Physics and Computational
Mathematics
chen hua@iapcm.ac.cn, zhou haibing@iapcm.ac.cn,
zhang shudao@iapcm.ac.cn

CP5

Sobol’ Indices for Problems Defined in Non-
Rectangular Domains

Uncertainty and sensitivity analysis has been recognized
as an essential part of model applications. Global sensitiv-
ity analysis based on Sobol’ sensitivity indices (SI) offers a
comprehensive approach to model analysis by quantifying
the relative importance of each input parameter in deter-
mining the value of model output. We have developed a
novel method for the estimation of Sobol’ SI for models
in which inputs are confined to a non-rectangular domain
(e.g., in the presence of constraints).

Oleksiy V. Klymenko, Sergei Kucherenko, Cleo
Kontoravdi
Imperial College London
o.klymenko@imperial.ac.uk, s.kucherenko@imperial.ac.uk,
cleo.kontoravdi98@imperial.ac.uk

CP5

Sensitivity Analysis with Dependence Measures for
Spatio-Temporal Numerical Simulators

The numerical simulators used in environmental applica-
tions often deal with complex output parameters such as
spatio-temporal, take several uncertain parameters as in-
puts and can be time expensive. To perform the global
sensitivity analysis of such simulators, we propose to use
new dependence measures (HSIC) based on reproducing
kernel Hilbert spaces. Spatio-temporal HSIC indices and
their aggregated versions are thus obtained, yielding the
global and local influence of each input variable and its
evolution over time.

Amandine Marrel, Matthias De Lozzo
CEA Cadarache, France
amandine.marrel@cea.fr, matthias.delozzo@cea.fr

Fadji Hassane Mamadou
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Université de Strasbourg, France
fadji.hassane@etu.unistra.fr

Olivier Bildstein
CEA Cadarache, France
olivier.bildstein@cea.fr

Philippe Ackerer
Université de Strasbourg, France
ackerer@unistra.fr

CP6

Multidimensional Time Model for Probability Cu-
mulative Function

The new method is based on changes of Cumulative Dis-
tribution Function in relation to time change in sampling
patterns. Multidimensional Time Model for Probability
Cumulative Function can be reduced to finite-dimensional
time model with two ordinal numbers 4 for the summation
and multiplication over events and their probabilities and
ordinal number 17 for the fractal-dimensional time arising
from alike supersymmetrical properties of probability.

Michael Fundator
Sackler Colloquium, National Academy of Sciences of
USA
michaelfundator@gmail.com

CP6

A Bayesian Inference and Importance Sampling
Approach to Propagation of Uncertain Probability
Distributions

Bayesian inference is used to quantify the uncertainty as-
sociated with a distribution derived from data. Yet, in the
almost universal case of lack of complete data, the derived
distribution cannot be precisely specified. We propose a
novel approach, based on Importance Sampling, for prop-
agating uncertain probability distributions. The method
identifies an optimal sampling distribution that is repre-
sentative of the possible range of distributions and adap-
tively reweights the samples to simultaneously propagate
the full range.

Michael D. Shields, Jiaxin Zhang
Johns Hopkins University
michael.shields@jhu.edu, jzhan114@jhu.edu

CP7

Some a Priori Error Estimates of Stochastic
Galerkin Approximations for Randomly Parame-
terized ODEs

In this work we focus on generalized polynomial chaos
(gPC) based stochastic Galerkin approximations of random
ODEs. We provide a priori error estimates for gPC ap-
proximations of different classes of first- and second-order
random ODEs assuming stochastic regularity conditions
for the exact solution. The upper bounds are provided in
terms of truncation errors and temporal discretization er-
rors corresponding to different time-stepping schemes. Nu-
merical studies are provided to illustrate some of the the-
oretical results.

Christophe Audouze
University of Toronto
Institute for Aerospace Studies

c.audouze@utoronto.ca

Prasanth B. Nair
University of Toronto
pbn@utias.utoronto.ca

CP7

Generalised Anova for the Solution of Stochastic
Partial Differential Equations

This paper presents a novel approach for the solution of
stochastic partial differential equations (SPDE). The pro-
posed approach couples Galerkin projection into the frame-
work of polynomial correlated function expansion, which
is the generalisation of the ANOVA decomposition. The
framework presented decouples the SPDE into a set of
PDEs. The coupled set of PDEs obtained are solved using
finite difference method and homotopy algorithm. Perfor-
mance of the proposed approach has been illustrated with
two PDEs.

Souvik Chakraborty
Reearch Scholar, Department of Civil Engineering
IIT Roorkee
csouvik41@gmail.com

Rajib Chowdhury
Department of Civil Engineering
IIT Roorkee
rajibfce@iitr.ac.in

CP7

Propagation of Uncertainties for Hyperbolic Equa-
tions

Modeling uncertainty propagation in hyperbolic equations
and kinetic equations is extremely demanding in terms of
robustness and preservation of the maximum properties.
This presentation will review new families of such systems
with proved BV bounds and maximum preserving esti-
mates. The design of these new systems of PDEs shows
connection with L1 minimization techniques and optimal
control of polynomial systems.

Bruno Despres
University Paris VI
Laboratory LJLL
despres@ann.jussieu.fr

CP7

Level Set Methods for Polynomial Chaos Expan-
sion of Stochastic PDEs Outputs

We propose a new method to approximate stochastic so-
lutions of uncertain PDEs using Polynomial Chaos expan-
sions of their level sets. The method is non-intrusive and
targets solutions with steep gradients with random loca-
tions. An adaptive choice of the level set is used to con-
trol the approximation error, ensuring high accuracy at a
significantly lower cost compared to classical non-intrusive
projection approach. We apply and validate the method
on subsurface flows exhibiting steep fronts.

Pierre Sochala
BRGM
p.sochala@brgm.fr

Olivier P. Le Matre
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LIMSI-CNRS
olm@limsi.fr

CP8

Bayesian Parameter Inference with Stochastic Dif-
ferential Equation Models

Inferring parametric uncertainty, for stochastic differential
equation (SDE) models, is a computationally hard prob-
lem due to the high dimensional integrals that have to be
calculated. Here, we consider the generic problem of cali-
brating a one dimensional (1D) SDE model to time series
and quantifying the ensuing parametric uncertainty. We
re-interpret this problem as the problem of simulating the
dynamics of a 1D statistical mechanical system and employ
a Hamiltonian Monte Carlo algorithm together with mul-
tiple time scale integration to solve it efficiently. A generic
re-parametrization allows us to solve the dynamics of the
fast modes in between measurement points analytically.

Carlo Albert, Simone Ulzega
Eawag
carlo.albert@eawag.ch, simone.ulzega@eawag.ch

CP8

Residuals in Inverse Problems and Model Form
Uncertainty Quantification

Mathematical models often differ in their predictions from
experimental observations. Residual errors between a best-
fit model and experimental data can be used to investigate
missing dynamics. One of the challenges in analyzing resid-
uals is separating deterministic mismatch from variability.
We consider in this talk a Bayesian framework for covari-
ance modeling of residuals, an approach that can lead to
improved understanding of the uncertainty in model pre-
dictions. We illustrate these techniques on a vibration con-
trol example.

Ben G. Fitzpatrick
Tempest Technologies
fitzpatrick@tempest-tech.com

CP8

Shape-Constrained Uncertainty Quantification in
Unfolding Elementary Particle Spectra at the
Large Hadron Collider

The particle spectrum unfolding problem is a statisti-
cal inverse problem central to making inferences at the
Large Hadron Collider at CERN. Existing methods for con-
structing confidence intervals in this application can have
markedly lower coverage than expected, even for realistic
spectra. We present a novel approach that guarantees con-
servative finite-sample coverage, but still produces usefully
tight confidence bounds by imposing physically motivated
shape constraints on the particle spectrum using convex
optimization.

Mikael Kuusela
Ecole Polytechnique Federale de Lausanne (EPFL)
mikael.kuusela@epfl.ch

Philip B. Stark
Department of Statistics
University of California, Berkeley

stark@stat.berkeley.edu

CP8

Empirical Evolution Equations

Evolution equations are differential equations that describe
the evolution of a system depending on a continuous time
variable t. The equation takes the form

γ̇ = v(γ)

where γ(t) ∈ X is the state of the system at time t, the dot
denotes a time derivative, and v is a vector field on X. The
space X represents the state space of the system. When X
is finite dimensional, the evolution equation reduces to a
system of ordinary differential equations. When X is infi-
nite dimensional, the equation can be regarded as a partial
differential equation. The classical treatment of evolution
equations supposes the vector field v is known and concerns
issues including the existence and uniqueness of solutions,
the stability of solutions, and the asymptotic behavior of
solutions as t → ∞. In this paper we bring a statistical
perspective to the study of evolution equations. Our pri-
mary curiousity is in performing statistical inference for
the solution of the evolution equation when v is estimated,
based on a sample of data, by its empirical version v̂n.

Susan Wei
University of Minnesota
stawbygl@gmail.com

Victor M. Panaretos
Section de Mathématiques
EPFL
victor.panaretos@epfl.ch

CP9

Quantifying the Degradation in Thermally Treated
Ceramic Matrix Composites

Reflectance spectroscopy obtained from ceramic matrix
composite is used to quantity the products of oxidation.
The data collection will be described in detail in order to
point out the potential biasing present in the data process-
ing. A probability distribution is imposed on select model
parameters, and then non-parametrically estimated and a
pointwise asymptotic confidence band is constructed. An
increase in the SiO2 present was detected in samples as the
length of heating was increased.

Jared Catenacci, H. T. Banks
North Carolina State University
jwcatena@ncsu.edu, htbanks@ncsu.edu

CP9

A Bayesian Inversion Approach to Controlled-
Source Electromagnetic Imaging

In the Bayesian approach to controlled-source electromag-
netic imaging, the objective is to infer the conductivity
random field based on finite, noisy measurements of the
electromagnetic field. We present a methodology to solve
the pertinent non-linear, high-dimensional Bayesian in-
verse problem by addressing the numerical solution of the
parametric, deterministic Maxwell’s equations in combi-
nation with adaptive sparse-grid interpolation and model
order reduction.

Dimitris Kamilis
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Institute for Digital Communications
School of Engineering, University of Edinburgh
d.kamilis@ed.ac.uk

Nick Polydorides
Institute for Digital Communications
University of Edinburgh
n.polydorides@ed.ac.uk

CP9

Spatial Prediction for Quantification of Radar
Cross Section Measurement Uncertainty

Uncertainty quantification is an important issue in Radar
Cross Section (RCS) measurement, which quantifies the
scattering power of an object. At high frequency, the posi-
tioning error is a dominant source, difficult to introduce in
the uncertainty budget. In our original approach, we show
that the RCS uncertainty quantification actually leads to
a spatial statistics problem, involving kriging or other spa-
tial prediction methods. The key point is then the prior
probabilistic knowledge of the RCS variability.

Pierre Minvielle-Larrousse
CEA, DAM, CESTA
pierre.minvielle@cea.fr

Jean DeKat
CEA
jean.dekat@cea.fr

Bruno Stupfel
CEA/CESTA
bruno.stupfel@cea.fr

CP9

Characterizing Uncertainties in Photoacoustic To-
mography

For inverse problems in photoacoustic tomography (PAT),
some coefficients of the PDE model must be assumed
known in order to perform the reconstruction of other PDE
coefficients of greater interest. As these fixed parameters
can only be known up to a certain accuracy in practice, this
introduces error in the reconstructed images. In this work
we quantify the errors in the reconstructed optical param-
eters of interest caused by model uncertainties in PAT and
fluorescence PAT.

Sarah Vallelian
Statistical and Applied Mathematical Sciences Institute &
North Carolina State University
svallelian@samsi.info

Kui Ren
University of Texas at Austin
ren@math.utexas.edu

CP10

Performance Tuning of Next-Generation Sequenc-
ing Assembly Via Gaussian Process Model with
Branching and Nested Factors

For next-generation sequencing data, the selection of as-
sembly tools and the corresponding parameters has a great
impact on the quality of de novo assembly. Among assem-
bly tools, there are some shared factors, and some factors
are specific to particular tools. Due to complex structures,

a tuning procedure is proposed based on the Gaussian pro-
cess model with branching and nested factors. The per-
formance of the proposed procedure is demonstrated via
numerical experiments and a real example.

Ray-Bing Chen, Xinjie Chen, Shuen-Lin Jeng
Department of Statistics
National Cheng Kung University
raybingc@gmail.com, zsdxchenxinjie@gmail.com,
sljeng@mail.ncku.edu.tw

CP10

Attitude Determination and Uncertainty Analysis
in Eclipse of Small Leo Satellites

Attitude determination concept and uncertainty analysis
for LEO hypothetical small satellite with specific emphasis
on the eclipse operation are presented. Sensor configura-
tions are used in single-frame method. Common sensors
for nanosatellites are selected in order to analyze the uncer-
tainty in the sense of covariance results. For this purpose,
covariance and RMS errors with respect to the actual val-
ues are presented. In/out of the eclipse period, changing
configurations provide better attitude estimation results to
filtering techniques.

Demet Cilden, Chingiz Hajiyev
Istanbul Technical University
dmtcldn@gmail.com, cingiz@itu.edu.tr

CP10

Quantifying Sources of Variability in Planing Hull
Experiments

We will present a methodological framework to appro-
priately handle experimental time history data collected
across different study conditions, e.g. variable speeds, size
of hull, instrumentation, and facility. We propose a model-
ing approach that allows for quantification of the differ-
ent sources of variability inherent to these types of ex-
periments. The experiments relate to an effort to resolve
the discrepancy between experimental measurements and
simulation-based predictions for planing boats traveling at
target speeds through calm water.

Margaret C. Nikolov
United States Naval Academy
nikolov@usna.edu

Carolyn Judge
United States Naval Academy
Naval Architecture and Ocean Engineering Department
judge@usna.edu

CP10

Study of Detonation Computer Model Calibration
with Approximate Bayesian Computing

This paper considers a flyer plate experiment driving by
detonation. In this experiment the velocity of free surface
was measured. Numerical simulation of the experiment
was done by a computer code. In order to determine the
parameter of computer model including JWL EOS’s pa-
rameters, approximate Bayesian computing is used. And
then according the post PDF of these parameters, this pa-
per studies the uncertainty quantification of the computer
model.

Yan-Jin Wang
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Institute of Applied Physics and Computational
Mathematics
wang yanjin@iapcm.ac.cn

CP11

Stochastic Modeling of Dopant Atoms in Nanoscale
Transistors Using Multi-Level Monte Carlo

We consider the system of stochastic drift-diffusion-Poisson
equations to model nanoscale devices such as FinFETs and
nanowire sensors. We developed a multi-level Monte-Carlo
finite-element method to obtain the current-voltage charac-
teristics as functions of the inherently random doping con-
centrations. Permittivity, mobility, and forcing terms are
random. Finally, we discuss the effect of random-dopant
fluctuations on transistor performance, which is the main
limiting factor in today’s semiconductor technology.

Amirreza Khodadadian
Technical University Vienna (TU Vienna).
amirreza.khodadadian@tuwien.ac.at

Leila Taghizadeh, Clemens Heitzinger
Vienna University of Technology
leila.taghizadeh@tuwien.ac.at,
clemens.heitzinger@tuwien.ac.at

CP11

Non-Intrusive Stochastic Galerkin Method for the
Stochastic Nonlinear Poisson-Boltzmann Equation

The stochastic nonlinear Poisson-Boltzmann equation de-
scribes the electrostatic potential in the presence of free
charges and has applications in many fields. Here we
present a non-intrusive Galerkin method for this nonlin-
ear model equation. It is non-intrusive in the sense that
solvers and preconditioners for the deterministic equation
can be used as they are. By comparing the non-intrusive
stochastic Galerkin method and a stochastic collocation
method, it is found that the Galerkin method is a viable
option with comparable computational effort.

Gudmund Pammer, Clemens Heitzinger
Vienna University of Technology
gudmund.pammer@tuwien.ac.at,
clemens.heitzinger@tuwien.ac.at

CP11

Optimal Method for Calculating Solutions of the
Stochastic Drift-Diffusion-Poisson System

The stochastic drift-diffusion-Poisson system has been
of great importance for the development of efficient
uncertainty-quantification tools for charge transport. We
present a rigorous work-and-error analysis of a multi-level
estimator for this problem with random permittivities and
random forcing terms. We optimize the number of Monte-
Carlo samples and the fineness of the mesh in the finite-
element method to find the most efficient method to solve
this problem. Numerical results support this claim.

Leila Taghizadeh, Clemens Heitzinger
Vienna University of Technology
leila.taghizadeh@tuwien.ac.at,

clemens.heitzinger@tuwien.ac.at

CP12

A Low Rank Kriging for Large Spatial Data Sets

Providing a best linear unbiased estimator (BLUP) is al-
ways a challenge for a non-repetitive, irregularly spaced,
spatial data. The estimation process as well as spatial
prediction involves inverting an n × n covariance matrix
of which typically require computation time of order n3.
Studies showed that often times the complete covariance
matrix, can be additively decomposed into two matrices:
one from the measurement error modeled as white noise,
and the other due to the observed process which can be
nonstationary. If nonstationarity is needed, is often as-
sumed to be low rank. Method of fixed rank kriging (FRK)
developed in Cressie and Johannesson (2008), where the
benefit of smaller rank has been used to improve the com-
putation time of order nr2 where r is the rank of non-
stationary covariance matrix. In this work, we consider
cholesky decomposition for FRK and use a group-wise pe-
nalized likelihood where each row of the lower triangular
matrix is penalized. More precisely, we present a two-step
approach using group LASSO type shrinkage estimation
technique for estimating the rank of the covariance matrix
and finally the matrix itself. We implement the block co-
ordinate decent algorithm to obtain the local optimizer to
our likelihood problem. We investigate our findings over a
set of simulation study and finally apply to a rainfall data
obtained on Colorado, US.

Siddhartha Nandy
Department of Statistics and Probability
Michigan State University
nandysid@stt.msu.edu

CP12

The ”Spatial Boxplot”: a Comprehensive Ex-
ploratory Tool for Spatial Data

We introduce a versatile exploratory tool that may be used
to describe and visualize various distributional character-
istics for data with complex spatial dependencies. We
present a flexible mathematical framework for modeling
spatial random fields, give possible extensions to space-
time data, and show mapping hot zones of batting ability
in baseball as an illustration.

Dana Sylvan
Department of Mathematics
California State University Dominguez Hills
dsylvan@csudh.edu

CP12

Using Stochastic Estimation for Selective Inversion
of Sparse Matrices

The computation of the trace of inverse matrices is a com-
mon problem in several applications, from risk analysis
to reservoir characterization, requiring the use of selective
inversion techniques.In the field of Uncertainty Quantifi-
cation, both the estimation of the diagonal via unbiased
stochastic estimators and the inverse covariance approxi-
mation are suitable approaches to this problem. The two
methods can be combined in order to obtain an efficient
selective inversion framework, with good potential for scal-
ing.

Fabio Verbosio
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USI Università della Svizzera Italiana
fabio.verbosio@usi.ch

Matthias Bollhöfer
TU Braunschweig
m.bollhoefer@tu-bs.de

Olaf Schenk
USI - Università della Svizzera italiana
Institute of Computational Science
olaf.schenk@usi.ch

Drosos Kourounis
USI - Universita della Svizzera italiana
Institute of Computational Science
drosos.kourounis@usi.ch

CP12

The Utility of Quantile Regression in Large Scale
Disaster Research

Following disaster, population-based screening programs
are routinely established to assess physical and psycholog-
ical consequences of exposure. These datasets are highly
skewed as only a small percentage of trauma-exposed in-
dividuals develop health issues. We evaluate the utility
of quantile regression in disaster research in contrast to
the commonly used population-averaged models with fo-
cus on the distribution of risk factors for posttraumatic
stress symptoms across quantiles.

Katarzyna Wyka
City University of New York School of Public Health
kwyka@hunter.cuny.edu

Dana Sylvan
Department of Mathematics
California State University Dominguez Hills
dsylvan@csudh.edu

JoAnn Difede
Psychiatry Department
Weill Cornell Medical College
jdifede@med.cornell.edu

CP13

Estimating Uncertainty in Computer Vision Algo-
rithms

We introduce a statistical framework for estimating the
uncertainty given by standard algorithms in computer vi-
sion for segmenting an image, by generating realizations
of an actual image, which is taken to represent a sample
from some distribution of possible observable images. With
estimates of segmentation uncertainty for a given image
and algorithm, uncertainty can be propagated to measures
of an images characteristics. We show the application to
quantitative analysis of materials in scanning electron mi-
crographs.

James Gattiker
Los Alamos National Laboratory
gatt@lanl.gov

CP13

Estimation of the Super-Quantile for Optimization

- Application in Thermal Engineering

Lifetime’s improvement of an electronic component for
thermal design can be performed by minimizing a quan-
tile. It is well known that the super-quantile of a distri-
bution is a much more robust quantity. Nevertheless, its
estimation can be too costly and the optimization frame-
work implies that this estimation has to be realized on
many different samples. In this work, we introduce an ef-
ficient estimation of the super-quantile based on a scalar
minimization problem and an importance sampling method
that allows the use of such minimization. This technique
is applied on a thermal use case coming from the TOICA
European project (Thermal Overall Integrated Conception
of Aircraft).

Jonathan Guerra
ONERA / Epsilon Ingenierie
jguerra@epsilon-alcen.com

Fabrice Gamboa
Laboratory of Statistics and Probability
University of Toulouse
fabrice.gamboa@math.univ-toulouse.fr

Patrick Cattiaux
Institut de Mathématiques de Toulouse
patrick.cattiaux@math.univ-toulouse.fr

Patricia Klotz
ONERA
patricia.klotz@onera.fr

Nicolas Dolin
Epsilon Ingenierie
ndolin@epsilon-alcen.com

CP13

Surrogate Based Inference of Atomic Diffusivity in
Metallic Multilayers

The atomic diffusivity in reactive multilayers is character-
ized by two Arrhenius branches, above and below the melt-
ing point of one of its constituents. Observations of ho-
mogeneous ignition and of self-propagating fronts are used
to infer the corresponding parameters. Posterior distribu-
tions are inferred using polynomial chaos surrogates of the
observables. Results reveal a large sensitivity to the activa-
tion energy and highly correlated posteriors. The potential
use of PC surrogates in optimal experimental design is also
illustrated.

Manav Vohra
Duke University
Corning Incorporated
manav.vohra@duke.edu

Omar M. Knio
Duke University
omar.knio@duke.edu

CP14

Uncertainty Quantification Approaches for River
Hydraulics Modelling

We compare different computational approaches for uncer-
tainty quantification via Monte Carlo and Quasi Monte
Carlo simulation in fixed bed river hydraulics modelling.



UQ16 Abstracts 11

We assess the sensitivity of the model results with respect
to different model parameters and boundary conditions and
we study empirically statistical convergence of the output
pdfs. Accurate and efficient semi-implicit models are also
proposed, that allow to reduce the computational cost of
probabilistic open channel flow simulations.

Lea Boittin
MOX - Dipartimento di Matematica - Politecnico di
Milano
lea.boittin@mail.polimi.it

Luca Bonaventura
Politecnico di Milano
MOX, Dipartimento di Matematica F. Brioschi
luca.bonaventura@polimi.it

Alessio Radice
Dipartimento di Ingegneria Civile e Ambientale -
Politecnico
alessio.radice@polimi.it

CP14

Probabilistic Model Identification for the Simula-
tion of Turbulent Flow over Porous Media

In this contribution the application of porous material on
the trailing edge of an airfoil for noise reduction is con-
cerned. Herein the focus is on identifying coefficients of
a model that simulates the turbulent flow over the porous
media by solving the inverse problem in a probabilistic set-
ting. The coefficients of the volume and Reynolds averaged
Navier-Stokes equations are modeled as random variables
with distributions defined by prior expert knowledge, an
then improved by inferring from DNS data of the velocity
field and the Reynold stresses.

Noemi Friedman
Institute of Scientific Computing
Technische Universität Braunschweig
n.friedman@tu-bs.de

Elmar Zander
TU Braunschweig
Inst. of Scientific Computing
e.zander@tu-bs.de

Pradeep Kumar
Institute of Fluid Mechanics
Technische Universität Braunschweig
pradeep.kumar@tu-bs.de

Hermann G. Matthies
Institute of Scientific Computing
Technische Universität Braunschweig
wire@tu-bs.de

CP14

Drop Spreading with Random Viscosity

Motivated by an application in respiratory mechanics, we
examine the spreading of a viscous drop over a film, assum-
ing the liquids viscosity is regulated by the concentration of
a solute with an initially heterogeneous distribution with
prescribed statistical features. We asymptotically reduce
the governing nonlinear PDEs to a set of ODEs, allowing
stochastic effects to be examined efficiently. In some in-
stances, the variability in the drop’s spreading rate can be

understood in terms of the spatial sampling of the solute
field when the drop is initially deposited on the film.

Oliver E. Jensen
University of Manchester, United Kingdom
Oliver.Jensen@manchester.ac.uk

Feng Xu
University of Manchester
feng.xu@manchester.ac.uk

CP14

Calibration of a Set of Wall Functions for Turbulent
Flows

Wall functions have a significant importance for analysis
and simulation of wall-bounded turbulent flows. However,
contrary to general belief, their model parameters appear
not to be universal. In the present study these param-
eters are estimated using UQ-techniques applied to pub-
lically available numerical and experimental datasets for
the canonical flows. Furthermore, an algorithm consisting
of a one-dimensional ODE is presented to estimate mean
quantities of turbulent channel flow using the resulting wall
functions. Sensitivity analysis of this model with respect
to various parameters is also addressed.

Saleh Rezaeiravesh
PhD Student, Division of Scientific Computing,
Uppsala University
saleh.rezaeiravesh@it.uu.se

Mattias Liefvendahl
Division of Scientific Computing, Uppsala University,
Sweden
Swedish Defense Research Agency, FOI, Sweden
mattias.liefvendahl@it.uu.se

Per Lötstedt
Uppsala University
per.lotstedt@it.uu.se

CP15

Total Error: Propagation and Partitioning in a Li-
dar Driven Forest Growth Simulator

The US Forest Service FVS (Forest Vegetation Simulator)
is a very widely used growth model developed for projecting
individual trees and forest development through time. FVS
is now being used to evaluate a variety of global change sce-
narios as it relates to forest health, carbon life cycle anal-
ysis, sustainability, wildlife habitat, wildland fires, etc. In
this paper, the total error in form of an uncertainty bud-
get is developed for FVS projections, where initial models
inputs are spatially explicit single-tree stem maps devel-
oped with small-footprint airborne lidar (Laser Imaging
Detection and Ranging). An uncertainty budget shows the
overall precision of estimates/predictions made with a sys-
tem, partitioned according to different types of uncertainty
sources within and outside of the system. In a comprehen-
sive fashion, sources of uncertainties due to measurements,
classification, sampling error, model parameter estimates,
are accounted for in the lidar derived stem maps and within
the FVS system. Spatially identifying the sources of uncer-
tainties in time, modeling their propagation and accumu-
lation, and finally, quantifying them locally on a tree basis
and globally on a forest level are presented. Uncertainties
in future forest responses due to uncertainties in projected
global climatic change predictions that will also drive this
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type of forest model will also be discussed.

George Z. Gertner
University of Illinois, Urbana-Champaign
gertner@illinois.edu

CP15

Uncertainty Propagation Through Multidisci-
plinary Black-Box Co-Simulation Systems

Modern multidisciplinary sytems (systems of systems, e.g.
future energy grids) are too complex to be modelled by a
small number of people. Instead, component models de-
veloped in different institutes may be coupled in a mod-
ular manner (co-simulation). Due to imperfect knowl-
edge of these component models, they have to be treated
as black boxes. We present a modular, non-intrusive,
ensemble-based uncertainty quantification framework for
Smart Grid co-simulation systems considering epistemic as
well as aleatory uncertainty.

Cornelius Steinbrink
University Oldenburg, Germany
cornelius.steinbrink@uni-oldenburg.de

Sebastian Lehnhoff
OFFIS
sebastain.lehnhoff@offis.de

MS1

Askit: An Efficient Algorithm for Approximating
Large Kernel Matrices

Kernel-based methods are a powerful tool in many infer-
ence and learning problems. A key bottleneck in these
methods is computations involving the Gram matrix of all
pairwise kernel interactions. We describe ASKIT, a scal-
able, kernel-independent method for approximately eval-
uating kernel matrix-vector products. ASKIT generalizes
the Fast Multipole Method to high-dimensional problems
and is based on a randomized method for efficiently factor-
ing off-diagonal blocks. We describe the method and give
results on accuracy and scalability.

William March
UT Austin
march@ices.utexas.edu

MS1

Fast Algorithms for Generating Realisations from
High Dimensional Distributions

Generating realisations from high dimensional distribu-
tions is computationally expensive, typically scaling as
O(N3), whereN is the number of dimensions. The talk dis-
cusses a fast direct way of generating realisations from such
high dimensional distributions whose complexity scales al-
most linearly in finite arithmetic.

Sivaram Ambikasaran
Department of Mathematics
Courant Institute of Mathematical Sciences
sivaram.ambikasaran@icts.res.in

Krithika Narayanaswamy
Indian Institute of Technology

krithika@iitm.ac.in

MS1

Kernel Methods for Large Scale Data Analysis

In this talk, we focus on kernel techniques for applications
in data analysis. The first major step in a practical ap-
plication is concerned with the modeling. Usually, there is
some prior knowledge (such as distances) on the data which
needs to be reflected in the reproducing kernel Hilbert
space in order to yield a problem-adapted reconstruction
scheme. We present a general framework which allows the
systematic construction of such smoothness spaces. A tech-
nical difficulty which can arise in this procedure is that the
kernel itself needs to be numerically computed and hence
this numerical error has to be taken care of. To this end,
we will give a priori error bounds for the reconstruction er-
ror using such manually designed kernels. The second step
is on a computational level. Usually in kernel-based meth-
ods, one faces large and densely populated ill-conditioned
matrices. It is a common observation that some of these
numerical problems are due to the chosen basis representa-
tion. We will report on recent works to handle the compu-
tational issues by problem adapted basis representations.
This is partly based on joint work with M. Griebel, B.
Zwicknagl (both Bonn University and Peter Zaspel (Hei-
delberg University).

Christian Rieger
Universität Bonn
Collaborative Research Centre 1060
rieger@ins.uni-bonn.de

MS1

A Robust Parallel Direct Inverse Approximation
for Kernel Machine with Applications

We present a parallel direct approximation for fast kernel
machine inversion in high dimension, a common problem in
data analysis and computational statistics. Fast kernel ma-
chine inversion can be viewed as approximation schemes for
dense kernel matrix inversion that exploits the hierarchical
low-rank structure of the matrix with the help of spatial
data structures, typically trees. We introduce a novel par-
allel inverse approximation for the ASKIT matrix, derive
complexity estimates, and apply it to the kernel classifica-
tion problem.

Chenhan Yu
University of Texas at Austin
chenhan@cs.utexas.edu

MS2

Accelerating the Calibration of High-Resolution
Climate Models

Climate models contain numerous parameters associated
with aerosols, clouds, and other small-scale physical phe-
nomena. The parameter values are a function of model
resolution and must be adjusted for each resolution under
consideration. Objective methods for parameter estima-
tion are computationally prohibitive at high resolutions,
but can be accelerated by leveraging low resolution sim-
ulations that approximate high resolution responses. We
illustrate calibration acceleration using a statistical frame-
work that blends climate model ensembles at multiple res-
olutions. Prepared by LLNL under Contract DE-AC52-
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07NA27344.

Donald Lucas, Vera Bulaevskaya, Gemma J. Anderson
Lawrence Livermore National Laboratory
ddlucas@llnl.gov, bulaevskaya1@llnl.gov, ander-
son276@llnl.gov

MS2

Towards Uncertainty Quantification in 21st Cen-
tury Sea-Level Rise Predictions: PDE Constrained
Optimization as a First Step for Accelerating For-
ward Propagation

As a first step to quantify the uncertainty of sea level rise
predictions due to uncertainty on basal friction coefficient
of Greenland ice sheet, we invert for the basal friction
field by solving a large-scale PDE constrained optimization
problem, minimizing the mismatch with the observations.
Then, with the reduced Hessian we compute an approxi-
mate Gaussian distribution for the basal friction field, to
be used as prior for Bayesian calibration or sampled for
Uncertainty Propagation.

Mauro Perego
CSRI Sandia National Laboratories
mperego@sandia.gov

Stephen Price
Los Alamos National Laboratory
sprice@lanl.gov

Andrew Salinger
CSRI
Sandia National Labs
agsalin@sandia.gov

Irina K. Tezaur
Sandia National Laboratories
ikalash@sandia.gov

John D. Jakeman
Sandia National Labs
jdjakem@sandia.gov

Michael S. Eldred
Sandia National Laboratories
Optimization and Uncertainty Quantification Dept.
mseldre@sandia.gov

MS2

Quantifying the Impacts of Parametric Uncertainty
on Biogeochemistry in the ACME Land Model

Large uncertainties remain in climate predictions, many
of which originate from uncertainties in land-surface pro-
cesses. In particular, uncertainties in land-atmosphere
fluxes of carbon dioxide and energy are driven by incom-
plete knowledge about model parameters and their varia-
tion over space and time. Using the ACME land model,
we perform uncertainty decomposition based on global
Polynomial Chaos (PC) surrogate construction, using the
Bayesian Compressive Sensing (BCS) sparse learning tech-
nique.

Daniel Ricciuto
Oak Ridge National Laboratory
ricciutodm@ornl.gov

Khachik Sargsyan
Sandia National Laboratories
ksargsy@sandia.gov

Peter Thornton
Oak Ridge National Laboratory
thorntonpe@ornl.gov

MS2

Towards Uncertainty Quantification in 21st Cen-
tury Sea-Level Rise Predictions: Efficient Methods
for Forward Propagation of Uncertainty Through
Land-Ice Models

This talk will present the evolution of our approach for
quantifying uncertainty in anticipated sea-level rise due to
melting of the polar ice-sheets. Specifically we will dis-
cuss approaches for propagating an uncertain spatially dis-
tributed basal friction through a transient ice-sheet model.
The run time and high-dimensionality of the transient
model pose numerous challenges to most UQ methods. In
this talk we will present an initial study that highlights
these challenges and discuss avenues for improvement.

Irina K. Tezaur
Sandia National Laboratories
ikalash@sandia.gov

John D. Jakeman
Sandia National Labs
jdjakem@sandia.gov

Michael S. Eldred
Sandia National Laboratories
Optimization and Uncertainty Quantification Dept.
mseldre@sandia.gov

Mauro Perego
CSRI Sandia National Laboratories
mperego@sandia.gov

Andrew Salinger
CSRI
Sandia National Labs
agsalin@sandia.gov

Stephen Price
Los Alamos National Laboratory
sprice@lanl.gov

MS3

Hyperbolic Stochastic Galerkin Methods for Non-
linear Systems of Hyperbolic Conservation Laws

When applying the generalized polynomial chaos based
stochastic Galerkin method (gPC-SG) to nonlinear systems
of hyperbolic conservation laws it generates a system which
is not necessarily hyperbolic. In this talk we will introduce
a general framework which will avoid this difficulty. We will
discuss the general idea, its applications of the compress-
ible Euler and shallow-water equations, and open questions
and challenges.

Shi Jin
Shanghai Jiao Tong University, China and the
University of Wisconsin-Madison
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jin@math.wisc.edu

MS3

MLMC Methods for Computing Measure Valued
and Statistical Solutions of Systems of Conserva-
tion Laws

We briefly review the theory of entropy measure valued so-
lutions(EMVS), and show how we can compute statistics
of multi-dimensional systems of conservation laws using en-
tropy preserving schemes and stochastic sampling. The nu-
merical framework can be improved by Multi-level Monte-
Carlo (MLMC) approximations, obtaining a speedup com-
pared to ordinary Monte-Carlo sampling procedure, even
in the setting where we do not have convergence of sin-
gle samples. We also investigate the use computation of
statistical solutions to EMVS.

Kjetil O. Lye
ETH, Switzerland
kjetil.lye@sam.math.ethz.ch

MS3

Robust Boundary Conditions for Stochastic Incom-
pletely Parabolic and Hyperbolic Systems of Equa-
tions

We study hyperbolic and incompletely parabolic systems
in three space dimensions with stochastic boundary and
initial data. The goal is to show how the variance of the
solution depends on the boundary conditions imposed. Es-
timates of the variance of the solution is presented both an-
alytically and numerically. The technique is used on both a
simple model problem as well as the one-dimensional Euler
and Navier-Stokes equations.

Markus K. Wahlsten
Department of Mathematics
Linköping University SE 581 83 Linköping, Sweden
markus.wahlsten@liu.se

Jan Nordström
Mathematics
Linköping University
jan.nordstrom@liu.se

MS3

A Dynamically Bi-Orthogonal Method for Time-
Dependent Stochastic Partial Differential Equation

We propose a dynamically bi-orthogonal method (DyBO)
to study time dependent stochastic partial differential
equations (SPDEs). The objective of our method is to
exploit some intrinsic sparse structure in the stochastic so-
lution by constructing the sparsest representation of the
stochastic solution via a bi-orthogonal basis. In this talk,
we derive an equivalent system that governs the evolution
of the spatial and stochastic basis in the KL expansion.
Several numerical experiments will be provided to demon-
strate the effectiveness of the DyBO method.

Zhiwen Zhang
Department of Mathematics,
The University of Hong Kong,

zhangzw@maths.hku.hk

MS4

Recursive Estimation Procedure of Sobol Indices
based on Replicated Designs

In the context of global sensitivity analysis, the estimation
procedure based on replicated designs, denoted by repli-
cation procedure, allows to estimate Sobol’ indices at an
efficient cost. However this method still requires a large
number of model evaluations. Here, we consider the abil-
ity of increasing the number of evaluation points, thus the
accuracy of estimates, by rendering the replication proce-
dure recursive. The key feature of this approach is the
construction of structured space-filling designs. For the es-
timation of first-order indices, we exploit a nested Latin
Hypercube already introduced in the literature. For the
estimation of closed second-order indices, we propose an
iterative construction of an orthogonal array of strength
two. Various space-filling criteria are used to evaluate our
designs.

Laurent Gilquin
Université Grenoble Alpes, Inria Grenoble Rhône-Alpes,
FRANC
laurent.gilquin@inria.fr

Elise Arnaud
LJK / Université Joseph Fourier
elise.arnaud@imag.fr

Hervé Monod
INRA, France
herve.monod@jouy.inra.fr

Clémentine Prieur
LJK / Université Joseph Fourier Grenoble (France)
INRIA Rhône Alpes, France
clementine.prieur@imag.fr

MS4

Generation of Tailor-Made Regular Factorial De-
signs

Many factorial designs used in practice belong to the class
of regular designs, whose construction is based on prop-
erties of finite abelian groups. Regular factorial designs
can be adapted to a large diversity of situations with re-
spect to the input factors. I will talk about the automatic
generation of regular designs based on practical user’s spec-
ifications, and discuss how it can be applied to the design
of computer experiments.

Hervé Monod
INRA, France
herve.monod@jouy.inra.fr

MS4

Some New Space-Filling Designs for Computer Ex-
periments

Orthogonal arrays provide an attractive class of space-
filling designs for computer experiments. In this talk, I will
present several new classes of space-filling designs, which
enjoy better space-filling properties than ordinary orthogo-
nal arrays. Of the main focus are strong orthogonal arrays
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and mappable nearly orthogonal arrays.

Boxin Tang
Department of Statistics and Actuarial Science, Simon
Fraser
boxint@sfu.ca

MS4

Experimental Design Principles in Quadrature for
Uncertainty Quantification

The sparse quadrature grids at which functions are evalu-
ated for quadrature In UQ can be considered as experimen-
tal design points. An example is in estimating the coeffi-
cients of a polynomial chaos expansion. This prompts the
use, and combination, of several areas of experimental de-
sign in UQ: (i) algebraic statistics (using Groebner bases)
applied to the problem of which multivariate moments can
be estimated (ii) optimal and space-filling designs for com-
puter experiments.

Henry P. Wynn
London School of Economics
h.wynn@lse.ac.uk

MS5

Map Estimators and Their Consistency in Bayesian
Inverse Problems for Functions

We consider the inverse problem of estimating an unknown
function from noisy measurements of a known, possibly
nonlinear map of the unknown function. Under certain
conditions, the Bayesian approach to this problem results
in a well-defined posterior measure. Under these condi-
tions, we show that the maximum a posteriori (MAP) es-
timator is characterised as the minimiser of an Onsager-
Machlup functional on an appropriate function space de-
pending on the prior. We then establish a form of Bayesian
posterior consistency for the MAP estimator.

Masoumeh Dashti
University of Sussex
m.dashti@sussex.ac.uk

MS5

The Bayesian Formulation of EIT: Analysis and Al-
gorithms

We provide a rigorous Bayesian formulation of the EIT
problem in an infinite dimensional setting, leading to well-
posedness in the Hellinger metric with respect to the data.
We focus particularly on the reconstruction of binary fields
where the interface between different media is the primary
unknown. We consider three different prior models - log-
Gaussian, star-shaped and level set. Numerical simulations
based on the implementation of MCMC are performed, il-
lustrating the advantages and disadvantages of each type
of prior in the reconstruction, in the case where the true
conductivity is a binary field, and exhibiting the properties
of the resulting posterior distribution.

Matthew M. Dunlop
University of Warwick
matthew.dunlop@warwick.ac.uk

Andrew Stuart
Mathematics Institute,
University of Warwick

a.m.stuart@warwick.ac.uk

MS5

Maximum a Posteriori Estimates in Bayesian In-
verse Problems

We discuss the maximum a posteriori (MAP) estimate
and its definition for infinite-dimensional non-Gaussian
Bayesian inverse problems. Moreover, we consider how
Bregman distance can be used to characterize the MAP
estimate.

Tapio Helin
University of Helsinki
tapio.helin@helsinki.fi

Martin Burger
University of Muenster
Muenster, Germany
martin.burger@uni-muenster.de

MS5

Approximations of Bayesian Inverse Problems Us-
ing Gaussian Process Emulators

A major challenge in the application of Markov chain
Monte Carlo methods to large scale inverse problems, is
the high computational cost associated with solving the
forward model for a given set of input parameters. To over-
come this difficulty, we consider using a surrogate model
that approximates the solution of the forward model at a
much lower computational cost. We focus in particular on
Gaussian process emulators, and analyse the error in the
posterior distribution resulting from this approximation.

Aretha L. Teckentrup
University of Warwick
a.teckentrup@warwick.ac.uk

Andrew Stuart
Mathematics Institute,
University of Warwick
a.m.stuart@warwick.ac.uk

MS6

Stability of and Preconditioners for the Pressure
and Velocity Reconstruction Based on Coarse and
Noisy Velocity Measurement Such As 4D Phase-
Contrast Magnetic Resonance Imaging

Modern imaging such as Phase-Contrast Magnetic Reso-
nance Imaging provide 4D images of blood flow in for ex-
ample cerebral aneurysms. The problem, however, is that
the resolution in both space and time is coarse and subject
to noise. This makes important quantities like pressure or
wall-shear stress difficult to compute by local considera-
tions. Therefore, we will in this talk consider the subject
of reconstructing high-resolution velocities and pressure by
solving optimal control problems subject to PDEs for the
fluid flow.

Kent-Andre Mardal
Simula Research Laboratory and Department of
Informatics
University of Oslo
kent-and@simula.no

Magne Nordaas, Simon W. Funke
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Center for Biomedical Computing
Simula Research Laboratory
magneano@simula.no, simon@simula.no

MS6

Statistical Inverse Problems with Application to
Neurosciences

Spatial regression with differential regularization is a novel
class of models for the accurate estimation of surfaces and
spatial fields, that merges advanced statistical methodol-
ogy and scientific computing techniques. The proposed
models efficiently handle data distributed over irregularly
shaped domains and manifold domains and allow for a
very flexible modeling of the space variation. Full un-
certainty quantification is available via classical inferential
tools. The method is illustrated via application to neu-
roimaging data.

Laura M. Sangalli
MOX Department of Mathematics
Politecnico Milano, Italy
laura.sangalli@polimi.it

MS6

Understanding the Effects of Internal Carotid
Artery Flow Uncertainty on Intracranial Aneurysm
Haemodynamics: an ”In Silico” Study on a Virtual
Population

Inter-subject variations of systemic flow waveforms could
influence vascular wall response in intracranial aneurysms
and consequently the progression of the disease. In this
work, flow waveform variability is quantified using a vir-
tual waveform population, generated by Gaussian process
model. Computational fluid dynamics simulations map
this virtual population onto the aneurysmal wall shear
stress space. Surrogate models and sparse grid sampling
are used to explore the flow uncertainty related to distal
outlet branch resistances and compliances.

Ali Sarrami-Foroushani
CISTIB - University of Sheffield, UK
a.sarami@sheffield.ac.uk

Toni Lassila
CISTIB, University of Sheffield
t.lassila@sheffield.ac.uk

Luigi Y. Di Marco
CISTIB, University of Sheffield, UK
luigiyuri.dimarco@gmail.com

Arjan J. Geers
Centre for Cardiovascular Science
University of Endinburgh, UK
ajgeers@gmail.com

Ali Gooya, Alejandro F. Frangi
CISTIB, University of Sheffield, UK
a.gooya@sheffield.ac.uk, a.frangi@sheffield.ac.uk

MS6

Impact of Material Parameter Uncertainty on
Stress in Patient Specific Models of the Heart

In this talk we study the impact of material parameter un-
certainty on stress computations in patient specific models

of the heart. Stress is a driver of pathological remodeling,
and stress estimates may therefore have substantial clinical
value. The computations rely on parameters that must be
estimated from medical image data, and which typically
contain a large degree of uncertainty. We present methods
for parameter estimation, and study the impact of param-
eter variation on myocardial stress.

Joakim Sundnes
Simula Research Laboratory
sundnes@simula.no

MS7

Statistical Stopping Rules for Iterative Inverse
Solvers

Iterative linear system solvers have been shown to be reg-
ularization methods when equipped with a suitable stop-
ping rule. In this talk we propose new statistical stopping
criteria that provides a measure of the uncertainty in the
solution.

Daniela Calvetti
Case Western Reserve Univ
Department of Mathematics, Applied Mathematics and
Statistic
dxc57@case.edu

MS7

Stochastic Boundary Maps in Eit

Electrical impedance tomography (EIT) is considered in a
setting where the computational domain with an unknown
conductivity distribution comprises only a portion of the
whole conducting body, and a boundary condition along
the artificial boundary needs to be set in order to mini-
mally disturb the estimate in the domain of interest. The
boundary map at the artificial boundary is an additional
unknown that needs to be estimated along with the con-
ductivity of interest.

Jari Kaipio, Jari Kaipio
Department of Mathematics
University of Auckland
jari@math.auckland.ac.nz, jari@math.auckland.ac.nz

MS7

Inverse Boundary Value Problem of Thermal To-
mography

We consider the inverse parabolic boundary value prob-
lem of thermal imaging. The corresponding forward prob-
lem is first solved by using the stochastic finite element
method. The heat capacity and the thermal conductiv-
ity are then reconstructed simultaneously by minimizing a
chosen Tikhonov-type functional. Only polynomial evalu-
ation and differentiation are required during the inversion,
which makes the method fast. Numerical examples are pre-
sented in two spatial dimensions with uncertain boundary
curve.

Lauri Mustonen
Aalto University
Department of Mathematics and Systems Analysis
lauri.mustonen@aalto.fi

MS7

Statistical Methods for Pricing and Risk Manage-



UQ16 Abstracts 17

ment of CoCo-bonds

Substantial amounts of contingent convertible (CoCo)
bonds have recently been issued by banks to guarantee
the minimum capital requirements of the Basel III regu-
lations. Mark-to-model pricing of such instruments poses
challenges from modeling and calibration perspectives. We
present a smile-conform generalization of the Black and Sc-
holes equity derivatives modeling approach. We formulate
the corresponding calibration problem as a statistical in-
verse problem and discuss numerical aspects as well as the
usefulness of such an approach with regard to risk manage-
ment.

Martin Simon, Tobias Schoden
Deka Investment GmbH
martin.simon@deka.de, tobias.schoden@deka.de

MS8

Review of Uq in Turbulence Modelling to Date

We give an overview of stochastic techniques in turbulence
modeling, including outlining the major motivations, is-
sues, techniques and applications. We aim to provide a
context within which the following talks can be understood.

Paola Cinnella
Laboratoire DynFluid, Arts et Métiers ParisTech
and Univesità del Salento
paola.cinnella@ensam.eu

Richard P. Dwight
Delft University of Technology
r.p.dwight@tudelft.nl

Wouter Edeling
TU Delft
wouteredeling@gmail.com

MS8

Quantifying Model-Form Uncertainties Using Field
Inversion and Machine Learning

The dominant source of error in turbulence models is be-
cause of structural inadequacies in the model. In this work,
full-field inversion is used to obtain corrective, spatially dis-
tributed functional forms of model discrepancies in a wide
class of problems. Once the inference has been performed
over a number of problems that are representative of the
deficient physics in the closure model, machine learning
techniques are used to reconstruct the model corrections in
terms of variables that are accessible in the closure model.
The problem is cast in a Bayesian setting and is shown
to effectively represent model-form errors in a predictive
setting.

Karthik Duraisamy
Stanford
kdur@umich.edu

MS8

A Practical Method for Estimating Uncertainty
Due to Rans Modeling

Bayesian Model Scenario Averaging (BMSA) combines
multiple RANS turbulence models and posterior closure
coefficient distributions to obtain a stochastic estimate of a

Quantity of Interest for an unmeasured prediction scenario.
However, the full BMSA approach requires many forward
samples, which can prohibit its application to complex flow
topologies. Therefore, we present a simplified version of
BMSA based on Maximum a Posteriori estimates, and ap-
ply it to a transonic flow over a 3D wing.

Wouter Edeling
TU Delft
wouteredeling@gmail.com

Richard P. Dwight
Delft University of Technology
r.p.dwight@tudelft.nl

Paola Cinnella
Laboratoire DynFluid, Arts et Métiers ParisTech
and Univesità del Salento
paola.cinnella@ensam.eu

MS8

A Stochastic Model Inadequacy Representation for
a Reynolds-Averaged Burgers’ Equation K-Epsilon
Model

We perform Reynolds’ averaging to a random Burgers’
Equation and close the equation with an k−ε eddy viscos-
ity model. A stochastic model inadequacy formulation is
developed in which a stochastic PDE governs the error in
the computed Reynolds stress. This formulation is based
on an exact equation for the Reynolds stress but includes
random forcing to represent uncertainty due to the tur-
bulence model. The inadequacy model is calibrated with
Bayesian methods and compared to data.

Bryan W. Reuter
University of Texas, Austin
bryan@ices.utexas.edu

Todd Oliver
PECOS/ICES, The University of Texas at Austin
oliver@ices.utexas.edu

Robert D. Moser
University of Texas at Austin
rmoser@ices.utexas.edu

MS9

Data Assimilation, Parameter Estimation and Rom
for Cardiovascular Flows

We present a complete framework combining data assimi-
lation from real medical (patient-specific) data, numerical
simulation carried out by high performance infrastructure
and its combination with reduced order modelling method-
ologies in order to guarantee competitive computational
costs and real-time computing. Parameters estimation is
another important goal, as well as parametric sensitivity
analysis in the worst medical scenario. Several examples
are discussed to introduce recent advances in reduced order
methodology and its properties.

Gianluigi Rozza
SISSA, International School for Advanced Studies
Trieste, Italy
gianluigi.rozza@sissa.it

Francesco Ballarin
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SISSA, International School for Advanced Studies
francesco.ballarin@sissa.it

MS9

Space-TimeAdaptive Approach to Variational Data
Assimilation Using Wavelets

This talk focusses on one of the main challenges of 4-
dimensional variational data assimilation, namely the re-
quirement to have a forward solution available when solv-
ing the adjoint problem. The issue is addressed by consid-
ering the time in the same fashion as the space variables,
reformulating the mathematical model in the entire space-
time domain, and solving the problem on a near optimal
computational mesh that automatically adapts to spatio-
temporal structures of the solution. The compressed form
of the solution eliminates the need to save or recompute
data for every time slice as it is typically done in tradi-
tional time marching approaches to 4-dimensional varia-
tional data assimilation. The reduction of the required
computational degrees of freedom is achieved using the
compression properties of multi-dimensional second gener-
ation wavelets. The simultaneous space-time discretization
of both the forward and the adjoint models makes it pos-
sible to solve both models either concurrently or sequen-
tially. In addition, the grid adaptation reduces the amount
of saved data to the strict minimum for a given a priori con-
trolled accuracy of the solution. The proposed approach is
demonstrated for the advection diffusion problem in two
space-time dimensions.

M. Yousuff Hussaini
Department of Mathematics
Florida State University
yhussain@fsu.edu

Innocent Souopgui
Department of Marine Science
The University of Southern Mississippi
innocent.souopgui@usm.edu

Scott Wieland
Department of Mechanical Engineering
University of Colorado, Boulder
scott.wieland@colorado.edu

Oleg V. Vasilyev
Department of Mechanical Engineering
University of Colorado Boulder
oleg.vasilyev@colorado.edu

MS9

Non Intrusive Polynomial Chaos Using Model Re-
duction

This work proposes a new efficient method for estimating
uncertainty propagation. We investigate time-dependent
viscous Burgers equation. The viscosity parameter is as-
sumed to be an uncertain quantity with normal distribu-
tion of known mean and variance. A stochastic Galerkin
projection is performed on a truncated polynomial chaos
(PC) expansion of Hermite polynomials. Smolyak sparse
interpolation method and first and second order adjoint
techniques are applied to accelerate the spectral colloca-
tion PC. In addition, a dictionary of local parametric re-
duced order models with known error estimates are used to
increase the method efficiency too since multiple solutions
of the original model (deterministic) model are required.

Finally we compare results and CPU load against Monte
Carlo outcomes.

Ionel M. Navon
Florida State University
Department of Scientific Computing
inavon@fsu.edu

Razvan Stefanescu
North Carolina State University
rstefan@ncsu.edu

MS9

Non-smooth Optimization Techniques for Solving
a Radiation Data Assimilation Problem

Detection of radiation release events in an urban environ-
ment requires efficient strategies to accurately identify and
track the threat to the urban population in the proximity
of the event. This work proposes to estimate the location
and intensity of a simulated radiation source located in a
Washington DC neighborhood. Due to the domain geom-
etry and the source to sensor radiation model employed in
this study the quadratic cost function associated with this
problem presents multiple discontinuities and local min-
ima. Non-smooth optimization techniques including Im-
plicit Filtering, Nelder-Mead, Genetic Algorithm and Sim-
ulated Annealing have the potential to deal with such dif-
ficulties and their performances are compared for compu-
tational efficiency.

Razvan Stefanescu
North Carolina State University
rstefan@ncsu.edu

Ralph C. Smith
North Carolina State Univ
Dept of Mathematics, CRSC
rsmith@ncsu.edu

MS10

Fracture Length and Aperture Correlations: Impli-
cations for Transport Simulations in Discrete Frac-
ture Networks

Abstract not available.

Jeffrey Hyman
Los Alamos National Laboratory
Earth and Environmental Sciences Division
jhyman@lanl.gov

MS10

Decision-Oriented Optimal Experimental Design

Abstract not available.

Dan O’Malley
Los Alamos National Lab
omalled@lanl.gov

MS10

Using Level-Set Methods to Generate Random
Conductivity Fields Conditioned on Data and De-
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sired Statistical and Geometric Characteristics

Abstract not available.

Larrabee Winter
University of Arizona
Department of Hydrology and Water Resources
winter@email.arizona.edu

MS10

Inversion by Conditioning

Abstract not available.

J. Jaime Gómez-Hernández
Research Institute of Water and Environmental
Engineering
Universitat Politècnica de València - Spain
jaime@dihma.upv.es

Teng Xu
Institute for Water and Environmental Engineering
Universitat Politècnica de València
tenxu@posgrado.upv.es

MS11

Ensemble Grouping Strategies for Embedded
Stochastic Collocation Methods Applied to
Anisotropic Diffusion Problems

In this presentation we propose a method for the solution
of a stochastic elliptic PDE with an uncertain diffusion
parameter featuring high anisotropy. In the context of
stochastic collocation finite element methods we use a local
hierarchical polynomial approximation with respect to the
uncertain parameters in the sample space. The determinis-
tic PDEs are solved by propagating ensembles of samples in
an embedded fashion; we explore different sample-grouping
techniques and compare their performance.

Marta DElia, H. Carter Edwards
Sandia National Laboratories
mdelia@sandia.gov, hcedwar@sandia.gov

Jonathan J. Hu
Sandia National Laboratories
Livermore, CA 94551
jhu@sandia.gov

Eric Phipps
Sandia National Laboratories
Optimization and Uncertainty Quantification Department
etphipp@sandia.gov

Siva Rajamanickam
Sandia National Laboratories
srajama@sandia.gov

MS11

A Multilevel Stochastic Collocation Method for
Pdes with Random Inputs

Abstract not available.

Max Gunzburger
Florida State University
School for Computational Sciences

mgunzburger@fsu.edu

MS11

Embedded Ensemble Propagation for Improving
Performance, Portability and Scalability of Uncer-
tainty Quantification on Emerging Computational
Architectures

Typical approaches for forward uncertainty propagation in-
volve sampling of computational simulations over the range
of uncertain input data. Often simulation processes from
sample to sample are similar. We explore a rearrangement
of sampling methods to simultaneously propagate ensem-
bles of samples in an embedded fashion. We demonstrate
this enables reuse between samples, reduces computation
and communication costs, and improves opportunities for
fine-grained parallelization, resulting in improved perfor-
mance on a variety of contemporary computer architec-
tures.

Eric Phipps
Sandia National Laboratories
Optimization and Uncertainty Quantification Department
etphipp@sandia.gov

Marta D’Elia, H. Carter Edwards, Mark Hoemmen
Sandia National Laboratories
mdelia@sandia.gov, hcedwar@sandia.gov,
mhoemme@sandia.gov

Jonathan J. Hu
Sandia National Laboratories
Livermore, CA 94551
jhu@sandia.gov

Siva Rajamanickam
Sandia National Laboratories
srajama@sandia.gov

MS11

A Reduced-Basis Multilevel Method for High-
Dimensional Stochastic Systems

We combine multi-level Monte Carlo (MLMC) sampling
strategy with complexity reduction techniques, POD and
reduced basis. Reduced models dramatically lower the
computational cost of PDE realizations, but often suffer
from limited accuracy. MLMC offers a robust framework
for exploiting multi-fidelity models, however, thus far, the
application of MLMC has been restricted to various dis-
cretization schemes. Our approach combines model reduc-
tion techniques with MLMC, thus arbitrary accuracy can
be achieved at a very low computational cost.

Miroslav Stoyanov
Oak Ridge National Lab
mkstoyanov@gmail.com

Guannan Zhang, Clayton G. Webster
Oak Ridge National Laboratory
zhangg@ornl.gov, webstercg@ornl.gov

MS12

Infinite-Dimensional Compressed Sensing and
Function Interpolation

We introduce a framework for function interpolation using
compressed sensing with weighted l1 minimization. Unlike
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previous results, our recovery guarantees are sharp for large
classes of functions regardless of the weights used. They
also allow one to determine an optimal weighting strategy
in the case of multivariate polynomial approximations in
lower sets. Finally, we use these guarantees to establish
the benefits of a well-known weighting strategy where the
weights are chosen based on prior support information.

Ben Adcock
Simon Fraser University
ben adcock@sfu.ca

MS12

Gradient-enhanced �1-minimization for Stochastic
Collocation Approximations

This work is concerned with stochastic collocation methods
via gradient-enhanced �1-minimization, where the deriva-
tive information is used to identify the Polynomial Chaos
expansion coefficients. With an appropriate precondi-
tioned matrix and normalization, we show the inclusion
of derivative information will lead to a successful solution
recovery, both for bounded and unbounded domains. Nu-
merical examples are provided to compare the computa-
tional perfomance between standard �1-minimization and
the gradient-enhanced �1 minimization. Numercl results
suggest that including derivative information can acceler-
ate the recovery of the PCE coefficients.

Ling Guo
Department of Mathematics, Shanghai Normal
University, China
lguo@shnu.edu.cn

Tao Zhou
Institute of Computational Mathematics, AMSS
Chinese Academy of Sciences
tzhou@lsec.cc.ac.cn

Akil Narayan, Dongbin Xiu
University of Utah
akil@sci.utah.edu, dongbin.xu@utah.edu

MS12

Stability and Accuracy of the Discrete Least-
squares Approximation on Multivariate Polyno-
mial Spaces

We review the main results achieved in the analysis of the
stability and accuracy of the discrete least-squares approx-
imation on multivariate polynomial spaces, with noiseless
evaluations at random points, noiseless evaluations at low-
discrepancy point sets, and noisy evaluations at random
points.

Giovanni Migliorati
Universit e Pierre et Marie Curie
migliorati@ljll.math.upmc.fr

MS12

Stochastic Collocation with Multi-Fidelity Models

We shall discuss a numerical approach for the stochastic
collocation method with multi-fidelity simulation models.
The method combines the computational efficiency of low-
fidelity models with the high accuracy of high-fidelity mod-
els. When incorporating the idea of control variates, we
exploit the statistical correlation between the low-fidelity

and high-fidelity model to accelerate the convergence of the
standard multi-fidelity approximation. We shall present
several numerical examples to demonstrate the efficiency
and applicability of the multi-fidelity algorithm.

Xueyu Zhu
Scientific Computing and Imaging Institute
University of Utah
xzhu@sci.utah.edu

Dongbin Xiu, Akil Narayan
University of Utah
dongbin.xiu@utah.edu, akil@sci.utah.edu

MS13

Sparse Grid, Reduced Basis Bayesian Inversion

In this talk, we present a computational reduction frame-
work for efficient and accurate solution of Bayesian inverse
problems that commonly face the curse of dimensional-
ity and large-scale computation. For the approximation
of high or infinite dimensional integration, we take advan-
tage of the sparsity that can be automatically detected by a
dimension-adaptive sparse grid construction. In harnessing
the large-scale computation, we exploit the reducibility of
high-fidelity approximation and propose a goal-oriented re-
duced basis method. This framework features considerable
reduction of the computational cost for solving Bayesian
inverse problems of a large range of parametric operator
equations.

Peng Chen
UT Austin
peng@ices.utexas.edu

Christoph Schwab
ETH Zuerich
SAM
christoph.schwab@sam.math.ethz.ch

MS13

Goal-Oriented Nonlinear Model Reduction for Fast
Bayesian Inference

This work describes a novel approach for inverting the true
characterization of large-scale and non-Gaussian random
field from noisy measurements, with the help of verified
and validated simulations of the underlying physical pro-
cesses. We will investigate innovative goal-oriented nonlin-
ear dimension reduction methods based on kernel princi-
pal component analysis as well as adjoint methods for fast
Bayesian inference. We will demonstrate the approach by
applying it to recovering the probabilistic distribution of a
channelize permeability field.

Xiao Chen
Lawrence Livermore National Laboratory
Center for Applied Scientific Computing
chen73@llnl.gov

Charles Tong, Christina Morency, Joshua White
Lawrence Livermore National Laboratory
chtong@llnl.gov, morency1@llnl.gov, white230@llnl.gov

MS13

Nonlinear Reduced-Order Models for Unsteady
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Compressible Flows

There are many theoretical and practical challenges in de-
veloping accurate and efficient reduced-order models for
nonlinear compressible flow. This talk will describe ideas
developed to meet these challenges and their implementa-
tion in a Sandia in-house CFD solver. This work focuses
on projection-based Galerkin and Petrov-Galerkin model
reduction methods with hyper-reduction with the goal of
employing these ROMs for uncertainty quantification of
unsteady compressible flows.

Jeffrey Fike, Irina K. Tezaur, Matthew Barone, Kevin T.
Carlberg, Micah Howard, Srinivasan Arunajatesan
Sandia National Laboratories
jafike@sandia.gov, ikalash@sandia.gov,
mbarone@sandia.gov, ktcarlb@sandia.gov,
mhoward@sandia.gov, sarunaj@sandia.gov

MS13

Control for Systems with Uncertain Parameters

We consider PDE systems that depend on a parameter (i.e.
viscosity) that is critical for the dynamics and stability of
the plant. By using a mixture of classical optimal con-
trol techniques combined with data-driven reduced order
model updates, we obtain accurate online models for con-
trol. We present a strategy, where the control action can
respond to failure scenarios through significant updates to
the feedback gains.

Boris Kramer
Virginia Tech
bokramer@mit.edu

Karen E. Willcox
Massachusetts Institute of Technology
kwillcox@MIT.EDU

Benjamin Peherstorfer, Benjamin Peherstorfer
ACDL, Department of Aeronautics & Astronautics
Massachusetts Institute of Technology
pehersto@mit.edu, pehersto@mit.edu

MS14

Low-Rank Tensor Approximations in Reduced Ba-
sis Methods and Uncertainty Quantification

We propose a novel combination of the reduced basis
method with low-rank tensor techniques for the efficient
solution of parameter-dependent linear systems in the case
of several parameters, as they arise, for example, in uncer-
tainty quantification. This combination consists of three
ingredients. First, the underlying parameter-dependent
operator is approximated by an explicit affine represen-
tation in a low-rank tensor format. Second, a standard
greedy strategy is used to construct a problem-dependent
reduced basis. Third, the associated reduced parametric
system is solved for all parameter values on a tensor grid
simultaneously via a low-rank approach. This allows us to
explicitly represent and store an approximate solution for
all parameter values at a time. Once this approximation
is available, the computation of output functionals and the
evaluation of statistics of the solution becomes a cheap on-
line task, without requiring the solution of a linear system.

Jonas Ballani
EPF Lausanne

jonas.ballani@epfl.ch

Daniel Kressner
EPFL Lausanne
Mathicse
daniel.kressner@epfl.ch

MS14

Block-Diagonal Preconditioning for Optimal Con-
trol Problems Constrained by PDEs with Uncer-
tain Inputs

We present an efficient approach for simulating optimiza-
tion problems governed by partial differential equations in-
volving random coefficients. This class of problems leads to
prohibitively high dimensional saddle point systems with
Kronecker product structure, especially when discretized
with the stochastic Galerkin finite element method. Here,
we derive and analyze robust Schur complement-based
block diagonal preconditioners for solving the resulting
stochastic Galerkin systems with low-rank iterative solvers.
Finally, we illustrate the effectiveness of our solvers with
numerical experiments.

Akwum Onwunta
Max Planck Institute, Magdeburg, Germany
onwuntajunior@gmail.com

MS14

Fast Solvers for Parameter-Dependent Pdes

The first talk of this two-part mini-symposium is intended
to be an introduction. I will give an overview of the
computational challenges associated with solving the lin-
ear systems of equations associated with various numer-
ical methods for discretizing parameter-dependent PDEs
and/or PDEs with random inputs. The talk is intended to
set up the other seven in the mini-symposium by covering
concepts like low-rank and reduced basis iterative solvers,
preconditioning for matrices with Kronecker product struc-
ture, and optimal stopping criteria.

Catherine Powell
School of Mathematics
University of Manchester
c.powell@manchester.ac.uk

MS14

An Efficient Reduced Basis Solver for Stochastic
Galerkin Matrix Equations

Stochastic Galerkin FE approximation of PDEs with ran-
dom inputs leads to linear systems with characteristic Kro-
necker product structure coefficient matrix. By reformulat-
ing the systems as multi-term linear matrix equations, we
develop an efficient solution algorithm which generalizes
ideas from rational Krylov subspace projection methods.
Its convergence rate is independent of the spatial approxi-
mation, while its memory requirements are far lower than
those of the preconditioned conjugate gradient applied to
the Kronecker formulation of the systems.

David Silvester
University of Manchester
d.silvester@manchester.ac.uk

Catherine Powell
School of Mathematics
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Universita’ di Bologna
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MS15

Adaptive Methods for Pde Constrained Optimiza-
tion with Uncertain Data

I present an approach to solve risk averse PDE constrained
optimization problems with uncertain data that uses dif-
ferent PDE model fidelities and adaptive sampling to sub-
stantially reduce the overall number of costly, high fidelity
PDE. The approximation qualities of the optimization sub-
problems due to sampling and lower fidelity PDE models
is adjusted to the progress of the overall optimization al-
gorithm.

Matthias Heinkenschloss
Department of Computational and Applied Mathematics
Rice University
heinken@rice.edu

MS15

Stochastic Collocation for Optimal Control with
Stochastic Pde Constraints

We discuss the use of stochastic collocation for the solu-
tion of optimal control problems which are constrained by
stochastic partial differential equations (SPDE). Thereby
the constraining SPDE depends on data which is not de-
terministic but random. Assuming a deterministic control,
randomness within the states of the input data will propa-
gate to the states of the system. For the solution of SPDEs
there has recently been an increasing effort in the develop-
ment of efficient numerical schemes based upon the mathe-
matical concept of generalized Polynomial Chaos. Modal-
based stochastic Galerkin and nodal-based stochastic col-
location versions of this methodology exist, both of which
rely on a certain level of smoothness of the solution in
the random space to yield accelerated convergence rates.
In the talk we show how to apply the stochastic colloca-
tion method in a gradient descent as well as a sequential
quadratic program (SQP) for the minimization of objective
functions constrained by an SPDE. The stochastic function
involves several higher-order moments of the random states
of the system as well as classical regularization of the con-
trol. In particular we discuss several objective functions
of tracking-type. To demonstrate the performance of the
method we show numerical test examples and we give an
outlook to a real-world problem from medical treatment
planning.

Robert Kirby
University of Utah
School of Computing
kirby@cs.utah.edu

Hanne Tiesler
Fraunhofer MEVIS
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Dongbin Xiu
University of Utah
dongbin.xu@utah.edu

Tobias Preusser
Fraunhofer MEVIS, Bremen
tobias.preusser@mevis.fraunhofer.de

MS15

Mean-variance Risk-averse Optimal Control of Sys-
tems Governed by PDEs with Random Parameter
Fields using Quadratic Approximations

We present a method for risk-averse optimal control of sys-
tems governed by PDEs with uncertain parameter fields.
To make the problem computationally tractable, we invoke
a quadratic Taylor series approximation of the control ob-
jective with respect to the uncertain parameter field. This
enables deriving explicit expressions for the mean and vari-
ance of the control objective in terms of its gradients and
Hessians with respect to the uncertain parameter. The pro-
posed approach is illustrated using an elliptic PDE control
problem with uncertain coefficient, and we present a com-
prehensive numerical study.

Alen Alexanderian
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MS15

Low-Rank Solvers for An Unsteady Stokes-
Brinkman Optimal Control Problem with Random
Data

We consider the simulation of an optimal control prob-
lem constrained by the unsteady Stokes-Brinkman equa-
tion involving random data. We consider a generalized
polynomial chaos approximation of these random functions
in the stochastic Galerkin finite element method. The dis-
crete problem yields a prohibitively high dimensional sad-
dle point system with Kronecker product structure. We
discuss how such systems can be solved using tensor-based
methods. The performance of our approach is illustrated
with extensive numerical experiments.
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Max Planck Institute, Magdeburg
stollm@mpi-magdeburg.mpg.de
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MS16

Generalized Rybicki Press Algorithm in Higher Di-
mensions

Covariance matrices whose elements are sums of exponen-
tials are frequently encountered in computational statis-
tics in the context of Continuous time AutoRegressive-
Moving-Average. The talk discusses a more general, nu-
merically stable, linear complexity Rybicki Press algorithm
for such matrices. The algorithm which enables inverting
and computing determinants of covariance matrices scales
as O(N (3d−2)/d) in exact arithmetic. In finite arithmetic,
the algorithm scales as O(N) and offers more compress-
ibility than the typical fast direct solvers. Detailed bench-
marks illustrate the scaling of the algorithm in various di-
mensions.

Sivaram Ambikasaran
Department of Mathematics
Courant Institute of Mathematical Sciences
sivaram.ambikasaran@icts.res.in

MS16

Hierarchically Compositional Kernels for Scalable
Nonparametric Learning

We propose a novel class of kernels to alleviate the high
computational cost of large-scale nonparametric learning
with kernel methods. The proposed kernel marries the
Nyström method with a locally lossless approximation in
a hierarchical fashion and maintains positive-definiteness.
We demonstrate comprehensive experiments to show its ef-
fectiveness. In particular, on a laptop and a dataset with
approximately half a million training examples, the pro-
posed kernel achieves a performance close to that of the
nonapproximate kernel by using less than two minutes of
training.

Jie Chen
IBM Thomas J. Watson Research Center
chenjie@us.ibm.com

MS16

Fitting Gaussian Processes in Ensemble Kalman
Filters

Ensemble Kalman filters have become popular for data as-
similation in high-dimensional non-linear systems. The
methods rely on propagating Monte Carlo samples, and
constructing an empirical Gaussian approximation when
integrating (dynamic) data. Because of the empirical ap-
proximations, samples get coupled over integration steps,
and the approach often underestimates the prediction vari-
ance. Several approaches have been suggested to mitigate
this challenge; localization, inflation, dimension reduction,
etc. We here suggest to fit an approximation by estimating
the covariance parameters of a Gaussian process. We com-
pare various methods using spatial blocking schemes, and
non-stationary models. We show applications from Earth
sciences.

Jo Eidsvik
NTNU
Norway

joeid@math.ntnu.no

MS16

Fast Spatial Gaussian Process Maximum Likeli-
hood Estimation Via Skeletonization Factorizations

We present a procedure for sets of n unstructured 2D ob-
servations for evaluation of the kernelized Gaussian process
log-likelihood and gradient in Õ(n3/2) time and O(n log n)
storage. Our method uses the skeletonization procedure
described by Martinsson & Rokhlin (2005) in the form of
the recursive skeletonization factorization of Ho & Ying
(2015). We combine this with the matrix peeling algo-
rithm of Lin et al. (2011) to compute maximum-likelihood
estimates using black-box optimization packages.
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MS17

Dealing with Uncertainties in Global Decadal
Ocean State Estimation

Over the last 1.5 decades the consortium ”Estimating the
Circulation and Climate of the Ocean” (ECCO) has devel-
oped a framework for fitting a state of the art global ocean
(and sea ice) general circulation model (GCM) to much
of the available diverse streams of satellite and in situ ob-
servations via a deterministic least-squares approach. A
key ingredient is the availability of an adjoint model of
the time-evolving GCM to invert for uncertain initial and
surface boundary conditions, as well as internal model pa-
rameters. With increasing maturity of the framework and
the decadal global state estimates produced, increased at-
tention is warranted to assess the fidelity of prior errors
assigned to the observations and the inversion (control)
variables, as well as a rigorous assessments of posterior un-
certainties. The latter is a key open question, both for the
provision of realistic uncertainties in climate reconstruc-
tions, as well as implications for forecasting. Ongoing work
to tackle these problems in the context of ECCO will be
described.

Patrick Heimbach
University of Texas - Austin
heimbach@ices.utexas.edu

MS17

UQ for the Global Atmosphere Using Concurrent
Samples

A universal problem facing all scientific computing appli-
cations is how to achieve efficient calculations on emerging
architectures. Uncertainty quantification imposes the need
for ensembles of simulations. It also provides a potential



24 UQ16 Abstracts

source of additional computational work on each compute
node by computing these ensemble samples concurrently,
i.e. as an inner loop rather than an outer loop. We present
results for this approach for a global atmosphere model
being developed at Sandia National Laboratories.

Bill Spotz, Jeffrey Fike, Irina K. Tezaur
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MS17

The Importance of Being Uncertain: The Influence
of Initial Conditions in Ocean Models

This paper describes how we might quantify the initial con-
tributions to overall model uncertainty. We test our as-
sumptions about the uncertainty of the initial conditions
by designing a robust sampling scheme of the inputs and
use selected inputs to run a set of global Community Earth
System Model (CESM) simulations. Using Bayesian statis-
tics, the selective inputs and associated outputs are used
to interpolate outcomes to produce a broad distribution of
uncertainty in a given metric.

Robin Tokmakian
Naval Postgraduate School
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MS18

Asymptotic-Preserving Stochastic Galerkin
Schemes for the Boltzmann Equation with Uncer-
tainty

We develop a stochastic Galerkin method for the nonlin-
ear Boltzmann equation with uncertainty. The method is
based on the generalized polynomial chaos (gPC) and can
handle random inputs from collision kernel, initial data or
boundary data. We show that a simple singular value de-
composition of gPC related coefficients combined with the
Fourier-spectral method (in velocity space) allows one to
compute the collision operator efficiently. When the Knud-
sen number is small, we propose a new technique to over-
come the stiffness. The resulting scheme is uniformly stable
in both kinetic and fluid regimes, which offers a possibil-
ity of solving the compressible Euler equation with random
inputs.

Jingwei Hu
Department of Mathematics, Purdue University
jingweihu@purdue.edu

MS18

An Adaptive Hybrid Stochastic Galerkin Method

for Uncertainty Quantification for Hyperbolic
Problems with Several Random Variables

The continuous sedimentation process in a clarifier-
thickener can be described by a scalar non-linear conser-
vation law. The applications of this model on the realistic
setting requires the dealing with several uncertain param-
eters. Therefore the numerical simulation of this problem
requires an efficient method of the uncertainty quantifi-
cation. The presented hybrid stochastic Galerkin (HSG)
method extends the classical polynomial chaos approach
by multiresolution discretization in the stochastic space.
The HSG approach leads to a partially decoupled deter-
ministic hyperbolic system, which allows an efficient par-
allel numerical simulation. The numerical approximation
of the solution of the resulting high-dimensional hyperbolic
system is provided by the introduced finite-volume scheme.
The multi-wavelet based stochastic adaptivity provides the
further reduction of the problem complexity. Several pre-
sented numerical experiments show the application of the
HSG method on the clarifier-thickener problem with sev-
eral random parameters and demonstrate advantages of the
method.

Ilja Kroeker
University of Stuttgart
ilja.kroeker@mathematik.uni-stuttgart.de

MS18

Control Problems in Socio-Economic Models with
Random Inputs

Abstract not available.

Lorenzo Pareschi
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MS18

Stochastic Regularity of Observables for High Fre-
quency Waves

We consider high frequency waves satisfying the scalar
wave equation with highly oscillatory initial data. The
speed of propagation of the medium as well as the phase
and amplitude of the initial data is assumed to be uncer-
tain, described by a finite number of independent random
variables with known probability distributions. We intro-
duce quantities of interest (QoIs) as local averages of the
squared modulus of the wave solution, or its derivatives.
In the talk we will discuss the regularity of these QoIs
in terms of the input random parameters, and the wave
length. The regularity is important for uncertainty quan-
tification methods based on interpolation in the stochastic
space. In particular, the stochastic regularity should, in an
appropriate sense, be independent of the wave length. We
show that the QoIs can indeed have this property, despite
the highly oscillatory character of the waves.

Olof Runborg
KTH, Stockholm, Sweden
olofr@nada.kth.se

MS19

Inference for Multi-Model Ensembles: An Appli-
cation in Glaciology

Computational models are frequently used to explore phys-
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ical systems. Often, there are several computer models
available and also a limited number of observations from
the physical system. Here, new methodology is proposed
for combining multiple computational models and field ob-
servations to make predictions for the system with uncer-
tainty. We do not choose a best model, but instead use
a spatially varying convex combination of models. The
methodology is motivated by an application in glaciology.
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Simon Fraser University
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MS19

Optimal Design for Correlated Processes with
Input-Dependent Noise

We present a design criterion for parameter estimation in
Gaussian process regression models with input-dependent
noise. The motivation stems from the area of computer
experiments, where computationally demanding simulators
are approximated using Gaussian process emulators. De-
signs are proposed with the aim of minimising the variance
of heteroscedastic Gaussian process parameter estimation.
A Gaussian process model is presented which allows for
an experimental design technique based on an extension of
Fisher information to heteroscedastic models.

Alexis Boukouvalas
University of Manchester, UK
alexis.boukouvalas@gmail.com

MS19

Combination of Sequential Design and Variable
Screening. Application to Uncertainties in the
Source of Tsunami Simulations

There is a computational advantage in building a design
of computer experiments solely on a subset of active vari-
ables. However, this prior selection inflates the limited
computational budget. We propose to interweave the re-
cent sequential design strategy MICE (Mutual Information
for Computer Experiments) with a screening algorithm to
improve the overall efficiency of building an emulator. This
approach allows us to assess future tsunami risk for com-
plex earthquake sources over Cascadia using the simulator
VOLNA.

Joakim Beck, Joakim Beck
University College London (UCL)
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MS19

Design for Calibration and History Matching for
Complex Simulators

Design for building emulators of computer experiments
usually focusses on how to build accurate global approxi-
mations. However, if our aim is calibration, then this can
be wasteful. In this talk I will discuss design strategies that
can be used for history matching and calibration, both in
a deterministic and stochastic setting. Entropy based de-
signs that minimize the uncertainty in the classification
surface are particularly useful, and we will show how these
can be efficiently computed.

Richard D. Wilkinson
University of Sheffield
r.d.wilkinson@sheffield.ac.uk

MS20

Optimal Experimental Design for Large-Scale
PDE-Constrained Nonlinear Bayesian Inverse
Problems

We address the problem of optimal experimental design
(OED) for infinite-dimensional nonlinear Bayesian inverse
problems. We seek an A-optimal design, i.e., we aim to
minimize the average variance of a Gaussian approxima-
tion to the inversion parameters at the MAP point. The
OED problem includes as constraints the optimality con-
dition PDEs defining the MAP point as well as the PDEs
describing the action of the posterior covariance. We pro-
vide numerical results for the inference of the permeability
field in a porous medium flow problem.
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MS20

Advances in Dimension-independent Markov
Chain Monte Carlo Methods

This talk concerns Markov chain Monte Carlo (MCMC)
algorithms whose performance is independent of the di-
mension of the underlying state-space, in an appropriate
sense. The first part of the talk concerns function-space
MCMC algorithms for sampling the posterior distribu-
tion arising from Bayesian inverse problems. A general
class of operator-weighted proposal distributions are intro-
duced, which are dimension(and covariance)-independent,
and may include local gradient information. These pro-
posals utilize Hessian information to identify a subspace in
which the posterior measure concentrates, and adaptively
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scale the proposal distribution according to the posterior
covariance in this space. The high level of efficiency of
these algorithms is demonstrated numerically on examples.
Time permitting, the second part of the talk will describe
recent advances, exploiting many-core architectures com-
bined with GPU accelerators, which illustrate the potential
for gradient-free adaptive MCMC algorithms to efficiently
explore targets over high-dimensional state spaces, which
may not arise from the discretization of a function space.
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MS20

Multilevel Sampling Techniques for Bayesian Infer-
ence

Multilevel sampling methods, for example within a
Metropolis-Hastings algorithm or as ratio estimators for
Bayes’ formula, are among the most efficient methods for
large-scale PDE-constrained Bayesian inference. Through
a clever use of model hierarchies – naturally available in
the numerical approximation of PDEs – they offer the ac-
curacy of ”gold-standard” classical MCMC estimators at a
fraction of the cost, avoiding dimension truncation, Gaus-
sian approximations or linearisations. We present theory
and numerical experiments.
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MS20

Metropolis-Hastings Algorithms in Function Space
for Bayesian Inference of Groundwater Flow

We consider a class of Metropolis-Hastings algorithms

suited for general Hilbert spaces and their application to
Bayesian inference in PDE models. In particular, we gener-
alize the existing pCN-proposal in order to allow for adap-
tion to the posterior covariance. This improves the statisti-
cal efficiency and numerical experiments indicate that the
new method performs independent of dimension and noise
variance. We further provide a convergence result for the
proposed MH algorithms in terms of spectral gaps.
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MS21

A Reduced-Order Strategy for Efficient
State/parameter Identification in Cardiac Electro-
physiology

A reduced basis (RB) ensemble Kalman filter is proposed
for solving efficiently inverse UQ problems in cardiac elec-
trophysiology. Our goal is to identify the location and
shape of ischemic regions, affecting the coefficients of a
nonlinear unsteady PDE which models the evolution of the
cardiac potential. Combining a RB method for state reduc-
tion and a reduction error model for the sake of reliability
we can speedup both sampling and updating of parameters
probability distributions.
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MS21

A Moment-Matching Method to Study the Vari-
ability of Phenomena Described by Complex Mod-
els

A stochastic inverse problem is proposed aiming at study-
ing the observed variability of phenomena. Given an ex-
perimental setup and a parametric model, the probability
density of the parameters is estimated by imposing that the
statistics of the model outputs match the measured ones.
An entropy regularisation formulation of the problem is
adopted, and numerically solved by a stochastic colloca-
tion approach. The method is tested on various test cases,
including experiments in cardiac electrophysiology.

Eliott Tixier
INRIA, Paris Rocquencourt, France
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MS21

Data Assimilation and Uncertainty Quantification
for Surgery Planning of Single-Ventricle Patho-
physiology

Blood flow simulations for surgery planning are typically
based on preoperative patient data. Thus the first step
consists in performing data assimilation on an appropri-
ate reduced model which represents the circulation outside
of the 3D domain of interest, and which is coupled to it.
Through cases of single-ventricle pathophysiology, we will
present two different strategies to estimate such parame-
ters and take into account the uncertainties in the mea-
surements.

Irene Vignon-Clementel
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MS21

Bayesian Multi-Fidelity Monte Carlo for Uq with
Large-Scale Models

We propose a novel Bayesian multi-fidelity uncertainty
quantification scheme for complex systems with high
stochastic dimension, which achieves unrivalled efficiency
through rigorous incorporation of information from low-
fidelity models. These need not to be accurate in a deter-
ministic sense; merely a similar stochastic structure needs
to be retained by the low-fidelity model. We demonstrate
the capabilities of our approach through its application to
complex, large-scale biomechanical models of abdominal
aortic aneurysms and the human respiratory system.
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MS22

Novel Uncertainty Measures for Inverse Problems

Uncertainty quantification is measured by variances or
mean-squared errors, which makes perfect sense in a
Hilbert space framework respectively Bayesian posteriors
close to Gaussians. For different underlying geometries far
from Hilbert spaces and posteriors far from Gaussian, the
meaning of such measures is questionable and often not
even defined in an infinite-dimensional limit. In this talk
we therefore consider different measures for uncertainty
quantification based on Banach spaces, there duals, and
Bregman distances related to the norm. We discuss their
properties and their potential use in uncertainty quantifica-

tion, in particular related to variational methods in inverse
problems and imaging.
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MS22

Stochastic Inverse Problems with Impulsive Noise

Impulsive noise models such as salt & pepper noise are fre-
quently used in mathematical image restoration, but are
usually restricted to the discrete setting. We introduce an
infinite-dimensional stochastic impulsive noise model based
on marked Poisson point processes, discuss its properties
and show regularization properties of inverse problems sub-
ject to such noise. We also treat the conforming discretiza-
tion of such noise models and compare this to the classical
discrete impulsive noise.
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University of Duisburg-Essen
Faculty of Mathematics
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MS22

Stochastic Modulus of a Quadrilateral As a Bench-
mark Problem for Uncertain Domains

We consider the stochastic version of the classical capacity
problem for uncertain domains. For this problem, there
exists a natural error estimate for any realization of any
random boundary. This so-called reciprocal error estimate
can be used in the error analysis of statistical quantities
related to the numerical solution of the model problem by
using a sparse grid stochastic collocation method, where
the error estimate is applied to each individual solution
within the non-intrusive process.
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Aalto University
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MS22

Convergence Rates for Bayesian Inversion

Let us consider an indirect noisy measurementM of a phys-
ical quantity U ;

M = AU + δE ,
where the measurement M , noise E and the unknown U are
treated as random variables and δ models the noise ampli-
tude. We are interested to know what happens to the ap-
proximate solution of above when δ → 0. The analysis of
small noise limit, also known as the theory of posterior con-
sistency, has attracted a lot of interest in the last decade,
however, much remains to be done. Developing a com-
prehensive theory is important since posterior consistency
justifies the use of the Bayesian approach the same way as
convergence results do the use of regularisation techniques.
This is joint work with Matti Lassas and Samuli Siltanen
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MS23

Quantifying Turbulence Model Form Uncertainty
in Rans Simulations of Complex Flow and Scalar
Transport

Reynolds-averaged Navier-Stokes (RANS) simulations of-
fer a practical approach for engineering analysis of turbu-
lent flows, but the uncertainty related to the turbulence
model should be quantified when using the results for de-
sign decisions. Previously we demonstrated promising ca-
pabilities of an approach that quantifies the uncertainty in
turbulence and turbulent scalar flux models by perturbing
the modeled quantities in the governing equations. This
presentation will discuss recent findings from applying the
methodology to different complex flow configurations.
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MS23

Machine Learning for Uncertainty Quantification
in Turbulent Flow Simulations

Because Reynolds Averaged Navier Stokes (RANS) sim-
ulations rely on turbulence model closures, the simula-
tion predictions are prone to increased uncertainty in flows
where the underlying model assumptions are invalid. Ma-
chine learning methods, in combination with the big data
sets generated by high fidelity simulations, can be lever-
aged to detect when these underlying assumptions are vio-
lated. This presentation will discuss feature selection meth-
ods, machine learning algorithm performance, extrapola-
tion metrics, and rule extraction techniques in the context
of RANS model form uncertainty quantification.
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MS23

Uncertainty Quantification and Sensitivity Analy-
sis in Large-Eddy Simulations

The assessment of the quality and reliability of large-
eddy simulation (LES) results is difficult, because different
sources of uncertainty/errors, such as modeling or numer-
ical discretization, may have comparable effects. We use
UQ to address the sensitivity of LES results to grid reso-
lution and SGS modeling, by assuming the uncertain pa-
rameters as input random variables. Continuous response
surfaces in the parameter space are built from a small num-
ber of LES simulations by using a surrogate model, as e.g

the gPC approach.
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MS23

Combining Approximate and Exact Bayesian Al-
gorithms to Quantify Model-Form Uncertainties in
RANS Simulations

Properly quantifying model-form uncertainties in RANS
simulations is important yet challenging. In this work, we
propose a physics-informed Bayesian framework to address
this problem. Uncertainties are introduced directly to the
Reynolds stresses, and are parameterized accounting for
empirical prior and physical constraints. A hybrid inver-
sion scheme is adopted based on Ensemble Kalman method
and MCMC method, where a surrogate model is employed
to reduce the computational cost. Two test cases are per-
formed to evaluate the proposed framework.
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MS24

Use of Difference-Based Methods to Determine
Statistical Models in Inverse Problems

We propose the use of difference-based methods with
pseudo measurement errors to determine directly from data
(without IP calculations and residual plots) an appropri-
ate statistical model and then to subsequently investigate
whether there is a mathematical model misspecification or
discrepancy. In the presence of mathematical model mis-
specification, we also propose to use the information pro-
vided by pseudo measurement errors to quantify uncer-
tainty in parameter estimation by bootstrapping methods.

H. T. Banks
North Carolina State University
htbanks@ncsu.edu

MS24

Estimation of Covariance Matrices in Ensemble
Kalman Filtering

This talk discusses efficient implementations of the ensem-
ble Kalman filter (EnKF) based on on shrinkage covari-
ance estimation and on modified Cholesky decomposition.
The proposed EnKF implementations exploit the condi-
tional correlations of model components in order to obtain
sparse estimators of the background error covariance ma-
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trix or its inverse. The forecast ensemble members at each
step are used to estimate the background error covariance
matrix via the Rao-Blackwell Ledoit and Wolf estimator,
which has been specifically developed to approximate high-
dimensional covariance matrices using a small number of
samples. The estimation of inverse background error co-
variance is performed via the modified Cholesky decom-
position. Different implementations are proposed in order
to face typical scenarios in operational data assimilation.
Numerical results are presented to illustrate how these es-
timates of background error correlations can increase the
accuracy of EnKF analyses.
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MS24

The Intrinsic Dimension of Importance Sampling

We study importance sampling and particle filters in high
dimensions and link the collapse of importance sampling
to results about absolute continuity of measures in Hilbert
spaces and the notion of effective dimension.
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MS24

A Limited Memory Multiple Shooting Approach
for Weakly Constrained Data Assimilation

We present a variational limited memory method for state
estimation of hidden Markov models. Our method is based
on a multiple shooting approach that improves stability
and a recursion to enforce optimality. The matching of
states at checkpoints are imposed as constraints of the op-
timization problem which is solved with augmented La-
grangian method. We prove that for nonlinear systems
within certain regime, the condition number of the aug-
mented Lagrangian function is bounded above with respect
to number of shooting intervals. Hence the method is sta-

ble for increasing time horizon. We demonstrate numeri-
cally the improved stability with Burgers’ equation.

Wanting Xu
University of Chicago
wxu@galton.uchicago.edu

Mihai Anitescu
Argonne National Laboratory
Mathematics and Computer Science Division
anitescu@mcs.anl.gov

MS25

Prediction Uncertainty for Solute Transport in
Fractured Rock: From Theory to Experiments

Predictive modelling of solute transport in consolidated
materials (rocks) is relevant in various engineering appli-
cations, from water supply to ecological risk assessment,
from construction to waste disposal. Although basic pro-
cesses are for the most part well understood, heterogeneity
over the entire range of scales still poses a major chal-
lenge for predictive modelling. We present the theoretical
basis for transport modelling and illustrate basic sensitiv-
ities to controlling mechanisms. Prediction uncertainty is
computed for generic cases and then verified with exper-
imental field data for three different configurations which
combine inverse and forward modelling. The experiments
selected are from the nuclear waste disposal programs in
Sweden carried out as part of crystalline rock site inves-
tigations. It is shown that tracer transport can be pre-
dicted with reasonable confidence provided that the un-
derlying physical mechanisms are well understood and suit-
ably parametrized. We also present various strategies and
open issues for improving confidence in predictive mod-
elling of solute transport in fractured rock.

Vladimir Cvetkovic
Royal Institute of Technology, Stockholm, Sweden
vdc@kth.se

MS25

Preliminary Analysis of Sampling Methods with
Geological Prior Models for Solving Inverse Prob-
lems

In hydrogeology, the characterization of reservoirs by phys-
ical parameters (e.g. hydraulic conductivity, porosity, etc.)
is required to understand and predict groundwater behav-
ior. Inverse problems consists in identifying the parameter
fields allowing to reproduce field observations of state vari-
ables. In general, this constitutes an ill-posed problem.
Whereas optimization techniques (e.g. maximum likeli-
hood methods) show very good performance when assum-
ing that the parameter fields can be modeled using Gaus-
sian processes, sampling methods are needed for a reason-
able uncertainty quantification in the posterior space if a
more general prior model is used. In this work, we con-
sider prior models that are generated with Multiple Point
Statistics (MPS). MPS is a non parametric approach al-
lowing to generate realistic geological fields reproducing
spatial features present in a training data set and hon-
ouring conditioning data. To sample the posterior space,
MPS simulations are integrated in an iterative approach
that consists in selecting suitable hard conditioning data at
specific locations. We show that this approach is promising
and accelerate the rate of convergence.

Christoph Jaeggli, Julien Straubhaar, Philippe Renard
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MS25

Data Dimension Reduction for Seismic Inversion

Abstract not available.
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MS25

Determining the Mechanisms That Result in Hy-
draulic Fracturing Production Decline Using In-
verse Methods and Uncertainty Quantification

Abstract not available.
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MS26

Impact of Spectral Sampling Techniques on Surro-
gate Modeling

Many science and engineering application explore high-
dimensional parameter spaces by creating initial random
samplings to build surrogate models. However, it is un-
clear how the sampling properties of this sample impact
regression performance. We generalize spectral sampling
techniques to high-dimensions, introduce a novel sample
synthesis algorithm and present systematic comparisons
with classical techniques. Preliminary results show that
approaches, such as, Latin Hypercube designs produce sig-
nificantly inferior samplings, i.e. require more points to
produce equivalent regression errors.

Bhavya Kailkhura
Syracuse University
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MS26

Experimental Design-based Methods for Simulat-
ing Probability Distributions

In this talk, I will explain an experimental design-based
method for simulating complex probability distributions.
The method requires fewer evaluations of the probability
distribution and therefore, it has an advantage over the

usual Monte Carlo or Markov chain Monte Carlo meth-
ods when the distribution is expensive to evaluate. I
will explain the application of the proposed method in
Bayesian computational problems, optimization, and un-
certainty quantification.

Roshan Vengazhiyil
Georgia Institute of Technology
roshan@gatech.edu

MS26

Kennedy-O’Hagan Model with Calibration Param-
eters: Parameter Identifiability, Estimation Con-
sistency and Efficiency

Abstract not available.
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MS26

An Empirical Interpolation Method for a Class of
Quasilinear PDEs with Random Input Data

We aim at approximating a class of quasi-linear pa-
rameterized PDEs by solving the corresponding SDEs
with reduced-basis methods. The empirical interpolation
method is utilized in our numerical schemes for SDEs to
obtain the off-line online cost decomposition. The main
feature of the SDE approach is that we do not need to
solve linear or nonlinear systems when using implicit time-
stepping schemes, leading to a significantly reduction by
avoiding approximating the Jacobian of the nonlinear op-
erator.

Guannan Zhang
Oak Ridge National Laboratory
zhangg@ornl.gov

Weidong Zhao
shandong university
wzhao@yahoo.com

MS27

Error Bounds for Regularized Least-squares Re-
gression on Finite-dimensional Function Spaces

We present a framework to deduce bounds on the error
of least-squares regression methods with smoothness con-
straints on finite-dimensional spaces. To this end, we rely
on certain Jackson- and Bernstein-type inequalities in these
spaces. We point out similarities and differences to the re-
sults in the infinite-dimensional setting, e.g. [Cucker &
Zhou 2007], and results in the finite-dimensional setting
without additional smoothness constraints, e.g. [Chkifa et
al. 2015]. Finally, we apply our results to a sparse grid-
based regression algorithm.

Bastian Bohn
Universität Bonn
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MS27

Sparse Polynomial Chaos Expansions Via Weighted
L1-Minimization

This talk is concerned with the solution of PDEs with ran-
dom inputs where the solution-dependent quantity of in-
terest (QOI) admits a sparse polynomial chaos (PC) ex-
pansion. As an extension of the standard l1-minimization,
a widely used method for sparse approximation, we con-
sider a weighted l1-minimization that relies on a priori
knowledge on the PC coefficients to improve the solution
recovery. We present theoretical and empirical results to
demonstrate different aspects of this sparse approximation
technique.

Alireza Doostan
Department of Aerospace Engineering Sciences
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Alireza.Doostan@Colorado.EDU

Ji Peng
CU Boulder
ji.peng@colorado.edu

Jerrad Hampton
University of Colorado, Boulder
jerrad.hampton@colorado.edu

MS27

Estimate of the Lebesgue Constant of Weighted
Leja Sequence on Unbounded Domain

The Leja points are a sequence of nested interpolation
points in one dimension, which show promise as a foun-
dation for high-dimensional approximation methods. For
the problem of weighted interpolation on the real line, we
analyze the Lebesgue constant for a sequence of weighted
Leja points. As in the unweighted case of interpolation on
a bounded domain, we use results from potential theory to
show that the Lebesgue constant for the Leja points grows
subexponentially.

Peter Jantsch
University of Tennessee
jantsch@math.utk.edu

MS27

Quasi-Optimal Points Selection for Radial Basis
Function Interpolation and Its Application to UQ

Radial basis functions (RBF) provide powerful meshfree
methods for multivariate interpolation for scattered data.
The approximation quality and stability depend on the dis-
tribution of the center set. The optimal placements of the
centers in the RBFs method are always unclear. In this
talk, we present an efficient data-independent algorithm
to select the distribution of centers. We then apply the
method to parametric uncertainty quantification. Various
numerical tests are provided to examine the performance
of the methods.

Liang Yan
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MS28

Weakly Intrusive Low-rank Methods for Model Or-
der Reduction

A strategy is proposed for computing a low-rank approxi-
mation of a nonlinear parameter-dependent equation. For
an iteration of a Newton algorithm, the residual and the
preconditioner are approximated with weakly intrusive
variants of the empirical interpolation method. The in-
crement is then computed with a greedy rank-one algo-
rithm, and the iterate is compressed in low-rank format.
The efficiency of the proposed algorithm is illustrated with
numerical examples.

Loic Giraldi
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MS28

Joint Model and Parameter Dimension Reduction
for Bayesian Inversion Applied to An Ice Sheet
Problem

We consider Bayesian inference for ice sheet inverse prob-
lems, where exploration of the posterior suffers from the
twin difficulties of high dimensionality of the uncertain pa-
rameters and computationally expensive forward models.
We present a data-informed approach that jointly identi-
fies intrinsic dimensionality in both parameter space and
state space by exploiting the interplay between noisy ob-
servations and the physical model. We show that using
only a limited number of model simulations, the resulting
subspaces lead to an efficient method to explore the high-
dimensional posterior.
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MS28

Rom for Uq Control Problems

We focus on reduced order modelling adaptive techniques
to deal with UQ problems in the optimal control frame-
work. A special focus is on multi-level sampling for greedy
algorithm, combined with sparse-grid sampling. Approxi-
mation stability is discussed as well. Examples are taken
from viscous flows.

Gianluigi Rozza
SISSA, International School for Advanced Studies
Trieste, Italy
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MS28

Projection Based Model Order Reduction for the
Estimation of Vector-valued Variable of Interest

We present a projection-based model order reduction
method for the estimation of vector-valued (or functional-
valued) variables of interest associated to parameter-
dependent equations. We first present an extension of
the standard primal-dual approach. Then, we propose a
new projection method based on a saddle-point problem
which involves three reduced spaces: the approximation
and test spaces associated to the primal variable, and the
approximation space associated to the dual variable. In
the spirit of the Reduced Basis method, we propose greedy
algorithms for the construction of these reduced spaces.

Olivier Zahm, Marie Billaud-Friess
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MS29

Explicit Cost Bounds of Stochastic Galerkin Ap-
proximations for Parameterized Pdes with Random
Coefficients

We will present explicit bounds on the overall computa-
tional complexity of the stochastic Galerkin finite element
method (SGFEM) for approximating the solution of pa-
rameterized elliptic partial differential equations with both
affine and non-affine random coefficients. These bounds
account for the sparsity of the SGFEM system that re-
sults from an orthogonal expansion of the random coef-
ficient. We also present computational evidence comple-
menting our theoretical estimates and a comparison with
the stochastic collocation finite element method.

Nick Dexter
University of Tennessee

ndexter@utk.edu
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MS29

Balanced Iterative Solvers for Linear Systems Aris-
ing from Finite Element Approximation of PDEs

This talk discusses the design of efficient solution algo-
rithms for symmetric and nonsymmetric linear systems as-
sociated with FEM approximation of PDEs. The novel fea-
ture of our preconditioned MINRES and GMRES solvers
incorporates error control in the natural norm (associated
with the specific approximation space) in combination with
a reliable and efficient a posteriori estimator for the PDE
approximation error. Balancing the algebraic and the ap-
proximation error leads to a robust and balanced inbuilt
stopping criterion.

Pranjal Pranjal
School of Mathematics
University of Manchester
pranjal.pranjal@manchester.ac.uk

MS29

Hydrodynamic Stability and UQ

This talk highlights some recent developments in the de-
sign of robust solution methods for the Navier–Stokes equa-
tions modelling incompressible fluid flow. Our focus is on
uncertainty quantification. We discuss stochastic colloca-
tion approximation of critical eigenvalues of the linearised
operator associated with the transition from steady flow
in a channel to vortex shedding behind an obstacle. Our
computational results confirm that classical linear stability
analysis is an effective way of assessing the stability of such
a flow.

David Silvester
School of Mathematics
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MS29

Solving Log-Transformed Random Diffusion Prob-
lems by Stochastic Galerkin Mixed Finite Element
Methods

We study mixed formulations of second-order elliptic prob-
lems where the diffusion coefficient is the exponential of a
random field. We build on the previous work [E. Ullmann,
H. C. Elman, O. G. Ernst, SIAM J. Sci. Comput., 34]
and reformulate the PDE as a first-order system in which
the logarithm of the diffusion coefficient appears on the
left-hand side. This gives a sparse, but non-symmetric
Galerkin matrix. We discuss block triangular and block
diagonal preconditioners for the Galerkin matrix and an-
alyze a practical approximation to its Schur complement.

Elisabeth Ullmann
TU München
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MS30

Non Parametric Calibration of Lvy Processes Via
Kolmogorov’s Forward and Backward Equation

We present an optimal control approach to the problem
of model calibration for Lévy processes based on a non
parametric estimation procedure. The calibration prob-
lem is of considerable interest in mathematical finance and
beyond. Calibration of Lévy processes is particularly chal-
lenging as the jump distribution is given by an arbitrary
Lévy measure, which form a infinite dimensional space. In
this work, we follow an approach which is related to the
maximum likelihood theory of sieves. The sampling of the
Lévy process is modelled as independent observations of
the stochastic process at some terminal time T . We use a
generic spline discretization of the Lévy jump measure and
select an adequate size of the spline basis using the Akaike
Information Criterion (AIC). The numerical solution of the
Lévy calibration problem requires efficient optimization of
the log likelihood functional in high dimensional param-
eter spaces. We provide this by the optimal control of
Kolmogorov’s forward equation for the probability density
function (Fokker-Planck equation). The first order opti-
mality conditions are derived based on the Lagrange multi-
plier technique in a functional space. The resulting Partial
Integral-Differential Equations (PIDE) are discretized, nu-
merically solved and controlled using scheme a composed
of Chang-Cooper, BDF2 and direct quadrature methods.
The talk is based on joint work with Mario Annunziato
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MS30

Shape Optimization for Quadratic Functionals and
States with Random Right-Hand Sides

In this talk, we investigate a particular class of shape opti-
mization problems under uncertainties on the input param-
eters. More precisely, we are interested in the minimization
of the expectation of a quadratic objective in a situation
where the state function depends linearly on a random in-
put parameter. This framework covers important objec-
tives such as tracking-type functionals for elliptic second
order partial differential equations and the compliance in
linear elasticity. We show that the robust objective and
its gradient are completely and explicitly determined by
low-order moments of the random input. We then derive a
cheap, deterministic algorithm to minimize this objective
and present model cases in structural optimization.
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MS30

Shape Optimization with Uncertain Data

Since shapes are optimized typically only once and used
later on frequently and in many unforeseen circumstance,
uncertainty quantification is a high importance in the field
of shape optimization. This talk discusses numerical as-
pects mainly in the practical application of aerodynamic
shape optimization under uncertain loads and uncertain-
ties with respect to the shape itself.
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MS31

Uncertainty Quantification for Multiscale Systems
Using Deep Gaussian Processes

We present a novel approach for uncertainty quantification
in multiscale models using deep Gaussian processes. Deep
GPs are suitable for deep learning in high-dimensional
complex systems consisting of several hidden layers con-
nected with non-linear mappings. The dimensionality re-
duction technique required to develop this model is based
on the Gaussian process latent variable model which pro-
vides a flexible technique for non-linear dimensionality re-
duction. The method is applied to a number of stochastic
multiscale PDE problems.
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MS31

Model Error Quantification for High-Dimensional
Bayesian Inverse Problems

While a parametric fit can almost always be achieved with
various model calibration tools, if the underlying model is
incorrect, it will lead to erroneous predictions. The tra-
ditional approach of using an additional regression model
(e.g. GPs) to account for model errors is practically infea-
sible in high-dimensions, can violate physical constraints
and does not provide the requisite insight. In this work,
conservation & constitutive laws are unfolded and prob-
abilistic estimates for model discrepancies are computed.
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Sequential Monte Carlo in Truly High-dimensional
Models

It is widely believed that for sequential Monte Carlo meth-
ods to work in high-dimensional models the effective di-
mensionality of the system needs to be low. Against this
belief, we will discuss a class of local algorithms that can ex-
ploit decay of correlations in truly high-dimensional models
and yield error bounds that are uniform both in time and
space.
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MS31

On the Low Dimensional Structure of Bayesian In-
ference via Measure Transport

A recent approach to non-Gaussian Bayesian inference
seeks a deterministic transport map that pushes forward
a reference density to the posterior. In this talk, we ad-
dress the computation of transport maps in high dimen-
sions. In particular, we show how the Markov structure of
the posterior density induces low-dimensional parameteri-
zations of the transport map. Topics include the sparsity of
inverse triangular transports, the ordering of the Knothe-
Rosenblatt rearrangement, decompositions of transports,
and other related ideas in dimensionality reduction for
Bayesian inversion.

Alessio Spantini, Youssef M. Marzouk
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MS32

Quantifying the Effect of Parameter Uncertainties
on the Simulation of Drought in the Community
Atmosphere Model

We analyze a perturbed physics ensemble performed with
the Community Atmospheric Model to gain insights into
causes of the 1998-2002 North American drought. The
ensemble was constructed by varying the values of input
parameters related to physical parameterizations over al-
lowable ranges of uncertainty. We perform a sensitivity
analysis to identify the key parameters influencing drought-
related metrics. We also identify parameter values that
yield a better fit to data, resulting in a better simulation
of drought.
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MS32

Estimation of the Coefficients in a Coulomb Fric-
tion Boundary Condition for Ice Sheet Sliding on

Bedrocks

When modeling the sliding of ice sheets over a solid
bedrock, one of the most difficult aspects is the treatment
of the boundary condition at the ice-bedrock interface. In
this presentation we consider a regularized Coulomb slid-
ing condition, where the friction coefficient depends on the
ice velocity. Our focus will be on the estimation of the pa-
rameters in the sliding condition, with the goal of finding a
general and portable expression for the friction coefficient.
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MS32

Emulation of Future Climate Uncertainties Arising
from Uncertain Parametrizations

The Whole Atmosphere Community Climate Model
(WACCM) is a comprehensive numerical model. Many
parameterizations of physical processes have to be set, re-
sulting in potential concerns about error growth. To assess
future climate uncertainties, we need to develop statisti-
cal models that can reproduce the outputs, and retrieve
the uncertainties about the parameters and outputs in past
and present climates. We perform uncertainty analysis and
the emulation by calibrating the gravity waves parameters
and accelerating the algorithm.
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MS32

Uncertainty Quantification for NASA’s Orbiting
Carbon Observatory 2 (OCO-2) Mission

OCO-2 measurements of atmospheric carbon dioxide are
inferred from observed radiance spectra. The inference
uses Bayes’ Theorem: a ”retrieval” algorithm computes
the posterior mean and covariance matrix of atmospheric
state vectors given the radiances. However, there are ad-
ditional sources of uncertainty including computational ar-
tifacts and uncertain algorithm parameters. Here we de-
scribe our approach to quantifying these uncertainties in
aggregate in order to provide more realistic characteriza-
tions of atmospheric CO2 globally.
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MS33

A Multi-Order Monte Carlo Discontinuous
Galerkin Method for Wave Equations with
Uncertainty

We show how recently developed arbitrary order accurate
(in space and time) discontinuous Galerkin methods for
wave equations in second order form can be used to design
multi-order Monte Carlo methods. We compare the com-
plexity to the multilevel Monte Carlo approach as well as
to methods that are fixed order in time and arbitrary or-
der in space. We also present experiments illustrating the
properties of the method.
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MS33

Numerical Methods for Stochastic Conservation
Laws

Stochastic conservation laws (SCL) provides a connection
between conservation laws and Hamilton–Jacobi equations
and are used in models of mean field games. An impres-
sive collection of theoretical results has been developed for
SCL in the recent years. In this talk we present numer-
ical methods for strong and weak solutions of SCL with
Gaussian randomness in rough fluxes and forcing terms.
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MS33

Multilevel Monte Carlo Approximation of Statisti-
cal Solutions of Incompressible Flow

We present a finite difference-(Multi-level) Monte Carlo
algorithm to efficiently compute statistical solutions of
the two dimensional Navier-Stokes equations, with peri-
odic boundary conditions and for arbitrarily high Reynolds
number. We propose a reformulation of statistical solutions

in the vorticity-stream function form. The vorticity-stream
function formulation is discretized with a finite difference
scheme. We obtain a convergence rate error estimate for
this approximation. We also prove convergence and com-
plexity estimates, for the (Multi-level) Monte Carlo finite-
difference algorithm to compute statistical solutions. Nu-
merical experiments illustrating the validity of our esti-
mates are presented. They show that the Multi-level Monte
Carlo algorithm significantly accelerates the computation
of statistical solutions, even for very high Reynolds num-
bers. Supported by ERC StG NN 306279 SPARCCLE (to
S. Mishra), and by the Swiss National Supercomputing
Centre CSCS Grant s590
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MS33

A Sparse Stochastic Collocation Technique for
High Frequency Wave Propagation with Uncer-
tainty

We consider the wave equation with highly oscillatory ini-
tial data, where there is uncertainty in the wave speed,
initial phase and/or initial amplitude. To estimate quan-
tities of interest related to the solution and their statis-
tics, we combine a high-frequency method based on Gaus-
sian beams with sparse stochastic collocation. Although
the wave solution, uε, is highly oscillatory in both physi-
cal and stochastic spaces, we provide theoretical arguments
and numerical evidence that quantities of interest based on
local averages of |uε|2 are smooth, with derivatives in the
stochastic space uniformly bounded in ε, where ε denotes
the short wavelength. This observable related regularity
makes the sparse stochastic collocation approach more ef-
ficient than Monte Carlo methods. We present numerical
tests that demonstrate this advantage.
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MS34

A Bayesian Level-Set Approach for Geometric In-
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verse Problems

We introduce a Bayesian level-set approach for PDE-
constrained inverse problems where the unknown is a geo-
metric feature of the underlying PDE forward model. By
means of state-of-the-art MCMC methods we describe nu-
merical experiments that explore the posterior distribution
that arises from (i) inverse source detection (ii) the identi-
fication of geologic structures in groundwater flow (iii) the
estimation of electric conductivity in the complete elec-
trode model for EIT.
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MS34

Reversible Proposal Mcmc in High Dimension

Metropolis-Hastings (MH) algorithm with reversible pro-
posal transition kernel includes many useful MCMC algo-
rithms such as random-walk Metropolis, independent type
MH and pCN algorithms. These MCMC algorithms are
easy to design, free from gradient calculation and are easy
to incorporate statistical information. In this talk, we anal-
yse high dimensional asymptotic property of those meth-
ods, especially for heavy tailed target distribution. Also,
we discuss the application to statistical inference for high
dimensional stochastic diffusion models.
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MS34

Adaptive Random Scan Gibbs Samplers

Is the uniform coordinate choice optimal for the Random
Scan Gibbs Sampler? I will present an adaptive Random
Scan Gibbs Sampler that guided by approximating the op-
timal L2 convergence on a Gaussian target improves on the
uniform selection probabilities directing computational ef-
fort towards difficult coordinates. The improvement will
be illustrated on computational examples and ergodicity
of this non-markovian adaptive MCMC algorithm will be
discussed.
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Abstract not available.
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MS35

Artificial Boundary Conditions and Domain Trun-
cation in Electrical Impedance Tomography

Electrical impedance tomography (EIT) is an imaging
modality in which unknown conductivity distribution is re-
constructed from surface voltage measurements. The solu-
tion is based on mathematical model (the complete elec-
trode model) which comprises of the diffusion equation and
related boundary conditions. In principle, the accurate
solution of the problem would require that the boundary
conditions such as currents through the boundaries of the
computational domain are known. In practice this would
mean that all currents through the boundary should hap-
pen only on the electrodes. However, in some applications,
such as in geological imaging, this would require the com-
putational domain to be very large and the computational
problem can be exceedingly heavy. In this work we con-
sider an approach which allows truncation of the compu-
tational domain without significant loss in the accuracy of
the solution due to unknown boundary conditions (bound-
ary data). We formulate the truncated p roblem using so
called Dirichlet-to-Neumann (DtN) map, which connects
the voltages on the artificial boundary to the current flows
through the boundary. In the inverse problem, the DtN
map is treated as a unknown random quantity which is
estimated from measurements along with the conductiv-
ity distribution. This is possible due to a low-dimensional
parametrization of DtN map using PCA basis. This is
joint work with J.P. Kaipio, P. Hadwin D. Calvetti, and E.
Somersalo.
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MS35

Iterative Ensemble Smoothers for Calibration and
Uncertainty Quantification of Large Petroleum
Reservoir Models

In this talk, I will describe some characteristics of the
petroleum history matching problem that make character-
ization of uncertainty difficult. In particular, I will com-
ment on the prior distribution on model variables, char-
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acteristics of the data, and typical calibration parameters.
Iterative ensemble smoothers have been developed for solv-
ing these high-dimensional problems, and application will
be shown.

Dean S. Oliver
University of Oklahoma
Professor
dean.oliver@uni.no

MS35

Polynomial Chaos Based Bayesian Identification
Procedures

The need to identify the descriptive parameteric elements
of some model by comparison with measurement is mostly
resolved in a Bayesian framework with the help of com-
putational algorithms based on sampling approaches. The
goal of this work is to present a new kind of Bayesian es-
timate through a sampling-free method based on the spec-
tral representations. In this way the low-rank approxima-
tion procedures can be easily used for the reduction of the
computational time of posterior.

Bojana V. Rosic
Institute of Scientific Computing
TU Braunschweig
bojana.rosic@tu-bs.de

MS35

Shape Uncertainty Quantification for Scattering
Transmission Problems

The aim is to quantify how uncertain shape variations af-
fect the optical response of a nano-device to some electro-
magnetic excitation. The 2D Helmholtz transmission prob-
lem for a particle in air is considered. We model the shape
using a high-dimensional parameter, and adopt a domain
mapping approach to obtain a variational formulation on a
parameter-independent configuration. We present results
obtained with high-order quadrature methods, and discuss
nonsmooth parameter dependence cases, where only low-
order methods (MLMC) converge.
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MS36

Sensitivity Analysis of Pulse Wave Propagation in
Human Arterial Network

The effect of uncertainties on the pulse wave propagation in
the human one-dimensional arterial network is investgated.

The uncertainties are either issued from the cardiac output
or from local parameters in the network like the arterial
stifness of given arteries (the aorta for instance). The study
is based on the use of a stochastic sparse pseudospectral
method and expresses the sensitivity of the solution with
relevant factors such as pulse pressure at various locations.
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Université de Versailles
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MS36

Posterior Adaptation of Polynomial Surrogate for
Bayesian Inference in Arterial Flow Networks

Bayesian inference is a robust but costly framework for
solving hemodynamic inverse problem, i.e., inferring me-
chanical properties and parameters of an arterial system
from simulated and measured blood pressure and flow. We
propose to adaptively construct a polynomial surrogate
that focuses accuracy over the targeted parametric region
of interest. The method is tested on the inference of ves-
sel properties in reduced models of pulse waves in arterial
networks with measurements from actual patients.
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MS36

Assimilation and Propagation of Clinical Data Un-
certainty in Cardiovascular Modeling

Availability, consistency and variability of clinical measure-
ments affect the predictive performance of cardiovascular
models, suggesting the need to include such uncertainty
in data assimilation practices. Starting from an analysis
of the structural and practical, local and global parame-
ter identifiability in 0D circulation models with applica-
tions in pediatric and adult diseases monitoring, we com-
bine multi-level Bayesian estimation, adaptive MCMC and
multi-resolution uncertainty propagation to lean model pa-
rameters and quantify confidence in numerical predictions.
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MS36

Integrating Clinical Data Uncertainty in Cardiac
Model Personalisation

For patient-specific models of the heart to translate into
clinical decisions, a measure of confidence in their pre-
dictions is needed. This requires moving from deter-
ministic approaches to probabilistic ones, with challenges
both methodologically, as deriving stochastic models of
such complex phenomena is difficult, and computation-
ally, as such approaches are much more demanding. I will
present methods using uncertainty quantification and ma-
chine learning in order to integrate data uncertainty in clin-
ical applications of cardiac models.

Maxime Sermesant
INRIA
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MS37

On Dynamic Nearest-Neighbor Gaussian Pro-
cess Models for High-Dimensional Spatiotemporal
Datasets

With the growing capabilities of Geographic Information
Systems (GIS) and user-friendly software, statisticians to-
day routinely encounter geographically referenced data
containing observations from a large number of spatial lo-
cations and time points. Over the last decade, hierarchi-
cal spatial-temporal process models have become widely
deployed statistical tools for researchers to better under-
standing the complex nature of spatial and temporal vari-
ability. However, fitting hierarchical spatial-temporal mod-
els often involves expensive matrix computations with com-
plexity increasing in cubic order for the number of spa-
tial locations and temporal points. This renders such
models unfeasible for large data sets. In this talk, I
will present two approaches for constructing well-defined
spatial-temporal stochastic processes that accrue substan-
tial computational savings. Both these processes can be
used as ”priors” for spatial-temporal random fields. The
first approach constructs a low-rank process operating on
a lower-dimensional subspace. The second approach con-
structs a Nearest-Neighbor Gaussian Process (NNGP) that
can be exploited as a dimension-reducing prior embedded
within a rich and flexible hierarchical modeling framework
to deliver exact Bayesian inference. Both these approaches
lead to Markov chain Monte Carlo algorithms with float-
ing point operations (flops) that are linear in the number of
spatial locations (per iteration). We compare these meth-
ods and demonstrate its use in inferring on the spatial-
temporal distribution of ambient air pollution in continen-
tal Europe using spatial-temporal regression models with
chemistry transport models.
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MS37

Modelling Extremes on River Networks

Max-stable processes are the natural extension of the clas-
sical extreme-value distributions to the functional setting,
and they are increasingly widely used to estimate proba-
bilities of complex extreme events. In this talk I shall dis-
cuss how to broaden them from the usual setting in which
dependence varies according to functions of Euclidean dis-
tance to the situation in which extreme river discharges at
two locations on a river network may be dependent, either
because the locations are flow-connected or because of com-
mon meteorological events. In the former case dependence
depends on river distance, and in the second it depends
on the hydrological distance between the locations, either
of which may be very different from their Euclidean dis-
tance. Inference for the model parameters is performed
using a multivariate threshold likelihood, which is shown
by simulation to work well. The ideas are illustrated with
data from the upper Danube basin. The work is joint with
Peiman Asadi and Sebastian Engelke.
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MS37

Investigating Nested Geographic Structure in Con-
sumer Purchases: A Bayesian DynamicMulti-Scale
Spatiotemporal Modeling Approach

Abstract not available.
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MS37

Predictive Model Assessment in Spatio-temporal
Models for Infectious Disease Spread

Routine public health surveillance of notifiable infectious
diseases gives rise to daily or weekly counts of reported
cases stratified by region, age group and possibly gender.
Probabilistic forecasts of infectious disease spread are cen-
tral for outbreak prediction, but need to take into account
temporal dependencies inherent to communicable diseases,
spatial dynamics through human travel and social contact
patterns between age groups and gender. We describe
a multivariate time series model for weekly surveillance
counts on noroviral gastroenteritis from the 12 city districts
of Berlin in five age groups from 2011 to 2014. Spatial dis-
persal is captured by a power-law formulation based on the
order of adjacency between districts while social contact
data from the POLYMOD study was used to describe dis-
ease spread between age groups. Calibration and sharpness
of the probabilistic one-step-ahead and long-term forecasts
obtained with this model are assessed using proper scoring
rules.
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MS38

Quantifying Uncertainty in the Prediction of Pol-
lutant Dispersion

The transport of pollutants in urban environments is in-
fluenced by turbulent wind flows that are governed by the
large-scale variability of the atmospheric boundary layer.
To improve the predictive capabilities of CFD simulations
of pollutant dispersion, the uncertainty related to this vari-
ability and to the turbulence model should be quantified.
In this talk we will propose a framework to achieve this
goal and present results obtained for simulations of the
Joint Urban 2003 field experiment.

Clara Garćıa-Sánchez, Catherine Gorlé
Columbia University
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MS38

Physics-Derived Model Form Uncertainty in Tur-
bulent Combustion

The major challenge in turbulent combustion modeling is
the sheer number of models that are invoked, each of which
involves its own set of assumptions and subsequent model
error. In this work, two methods are presented for deriving
model errors directly from physics: hierarchical models and
peer models. Hierarchical models use a high-fidelity model
to estimate the uncertainty in a lower-fidelity model, and
peer models use models with differing assumptions to de-
rive an uncertainty estimate.
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MS38

Bayesian Optimal Experimental Design for Esti-
mating Parameters of Turbulence Models

Velocity and Reynolds stress sensor configurations extract-
ing the most useful information for estimating the turbu-
lence model parameters in flow models are obtained by
optimizing an expected utility associated with either the
information entropy or the Kullback-Leibler divergence.
Bayesian asymptotic approximations simplify drastically
the computational burden due to excessive number of flow
model simulations. Stochastic optimization algorithms
such as the CMA-ES are necessary to avoid premature con-
vergence to local optimal.
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MS38

Preliminary Study of a Stochastic Rans Model Ex-
ploiting Local Model Inadequacy Indicators

The lack of an universal RANS model creates the need
for quantifying local modeling uncertainty to assess the re-
liability of a simulation without experimental validation
data. In this contribution, we apply state-of-the-art meth-
ods for local error detection (Gorl et al., 2011; Ling and
Templeton, 2015) based on physical reasoning and machine
learning algorithms for the estimation of local failure of a
RANS turbulence model. This information is then used to
stochastically perturb the model locally.
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MS39

Methods for Electronics Problems with Uncertain
Parameters: An Overview

In electronic engineering applications, the variability of pa-
rameters has to be included into the design cycle to achieve
reliable products. We focus on the modeling of uncertain-
ties by random variables or random processes. An overview
is given on the relevant problems as well as methods.
The numerical techniques are based on sampling methods,
stochastic collocation schemes or a stochastic Galerkin ap-
proach. We identify challenges in modeling and simulation
to quantify uncertainties for electronics industry.
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MS39

Stochastic Inverse Problem of Material Parameter
Reconstruction in a Passive Semiconductor Struc-
ture

We focus on the reconstruction of material parameters un-
der uncertainties in a model of a passive semiconductor
device. For the UQ propagation in a 3D model, governed
by Maxwell’s equations, the Spectral Collocation Method
(SCM) is used. The inverse problem deals with the iden-
tification of real-functions aiming to reduce iteratively a
random-dependent regularized cost functional that consists
of the weighted mean and standard deviation values. The
gradient directions are computed using the Adjoint Vari-
able Method and Tellegen’s theorem combined with the
SCM. Simulations involving the reconstruction based on
measurements are performed, showing the robustness and
efficiency of the proposed algorithm.
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MS39

Efficient Evaluation of Bond Wire Fusing Probabil-
ities

Integrated circuits are often connected to their packaging
using bond wires. During operation the system can heat
up, leading to a fusing of the wires. The probability of
fusing (failure) in the presence of manufacturing imper-
fections is computed using surrogate based sampling tech-
niques available in the literature. Both numerical results
and a convergence analysis for the scheme are provided in
the context of a coupled electrothermal simulation of the
device.
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MS39

Parametric Model Order Reduction for Efficient
Uncertainty Quantification of Nanoelectronic De-
vices

In robust design of nanoelectronic devices, uncertainty
quantification (UQ) is indispensable. However, UQ for
large-scale dynamical systems is computationally expen-
sive: e.g., a non-intrusive method requires simulating the
large-scale system at various parameter values. Therefore,
parametric model order reduction (PMOR), which can ef-
ficiently build a small-scale model that is accurate on a
specified parameter range, serves as a powerful tool for
acceleration. Numerical results for several nanoelectronic
devices validate the efficiency of PMOR for UQ.
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MS40

Inverse Modeling of Geochemical and Mechanical
Compaction in Sedimentary Basins Through Poly-
nomial Chaos Expansion

We illustrate a procedure to perform an uncertainty anal-
ysis for overpressure development in sedimentary basins.
We consider compaction and fluid flow in stratified sedi-
mentary basins subject to mechanical and geochemical pro-
cesses. We perform (i) model reduction based on a general-
ized Polynomial Chaos Expansion (gPCE), (ii) maximum
likelihood calibration of model parameters. We discuss the
impact of availability of different types of data, e.g., pres-
sure or porosity distributions, on parameter estimation re-
sults.
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MS40

Towards Geological Realism in Predicting Uncer-
tainty in Reservoir Inverse Modelling: Geostatis-
tics and Machine Learning

Use of informative priors in inverse reservoir modelling re-
sults in more accurate prediction of uncertainty based only



UQ16 Abstracts 41

on geologically realistic models, which are consistent with
the prior knowledge and initial assumptions about the ge-
ological interpretation. Proper geological priors in form
of multi-dimensional parameter relations are elicited from
natural analogue information using a machine learning ap-
proach. Furthermore, use of machine learning in geomod-
elling can facilitate integration of key reservoir uncertain-
ties, such as multiple geological interpretation and relevant
spatial scale representations.
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MS40

Stochastic Identification of Contaminant Sources

When a contaminant is detected at a drinking well, its
source could be uncertain. We propose a stochastic tech-
nique to identify when and where such a contamination en-
tered the aquifer, with a quantification of the uncertainty
associated to such identification.
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Universitat Politècnica de València
tenxu@posgrado.upv.es

MS40

Accounting for Known Sources of Model Error
During Bayesian Posterior Sampling of Geophys-
ical Inverse Problems

A methodology is presented to account for model errors
resulting from inaccurate forward process representations
in Bayesian solutions to near-surface geophysical inverse
problems. We show how principal components analysis
combined with an informal likelihood function based on the
L2 norm can be used within MCMC to account for realis-
tic model error in the corresponding posterior samples. We
show the application of the method to ground-penetrating
radar monitoring of infiltration to estimate unsaturated hy-
draulic properties.
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MS41

MUQ (MIT Uncertainty Quantification): A Flexi-
ble Software Framework for Algorithms and Appli-

cations

MUQ has many capabilities for defining and solving for-
ward and inverse uncertainty quantification problems. In
this talk, we will focus on our Markov chain Monte Carlo
(MCMC) module and how appropriate software abstrac-
tions can accelerate MCMC algorithm development and
testing. We then illustrate MUQs capabilities by creating a
new surrogate-exploiting transport-map MCMC algorithm
and solving a prototypical Bayesian inverse problem. We
conclude by discussing how these extensible and reusable
software frameworks facilitate reproducible science.
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MS41

UQTk: a C++/Python Toolkit for Uncertainty
Quantification

The UQ Toolkit (UQTk) is a collection of libraries, tools
and apps for the quantification of uncertainty in numer-
ical model predictions. UQTk offers intrusive and non-
intrusive methods for forward uncertainty propagation,
tools for sensitivity analysis, sparse surrogate construc-
tion, and Bayesian inference. The core libraries are im-
plemented in C++ but a Python interface is available for
easy prototyping and incorporation in UQ workflows. We
will present the key UQTk capabilities and illustrate a typ-
ical UQ workflow.
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MS41

Opencossan: A Open Matlab Tool for Dealing with
Randomness, Imprecision and Vagueness

OpenCossan is a open and collaborative software for
uncertainty quantification and management. OpenCos-
san aims to promote learning and understanding of non-
deterministic analysis through the distribution of an in-
tuitive, flexible, powerful and open computational tool-
box. Released under the LGPL license, OpenCossan can
be used, modified and freely redistributed. The quantifi-
cation of uncertainties and risks is a key requirement and
challenge across various disciplines in order to operate sys-
tems of diverse nature safely under the changing state of in-
puts and boundary conditions. Randomness is represented
mathematically by random quantities and by suitable prob-
ability distributions. However, many of the uncertain phe-
nomena are non-repeatable events and the understanding
in the underlying physics can also be limited or vague. A
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key feature of the software is its capability to deal with
different representation of the uncertainty adopting con-
cepts of Imprecise probability. This allows a rational treat-
ment of the information of possibly different forms without
ignoring significant information, and without introducing
unwarranted assumptions. This software implements ef-
ficient simulation and parallelization strategies allowing a
significant reduction of the computation costs of the non-
deterministic analyses.

Edoardo Patelli, Matteo Broggi, Marco de Angelis
University of Liverpool
edoardo.patelli@liverpool.ac.uk, mat-
teo.broggi@liverpool.ac.uk, mda@liverpool.ac.uk

MS41

Adaptive Sparse Grids for UQ with SG++

Adaptive sparse grids provide a flexible and versatile way to
represent higher-dimensional dependencies. For UQ, they
can be employed to surrogate-based forward propagation as
well as for input-modeling / model calibration via density
estimation. We will show both use cases for a benchmark
problem in CO2 storage. We demonstrate the use of the
multi-platform sparse grid toolkit SG++, which provides
efficient implementations of adaptive sparse grids in differ-
ent flavors.
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MS42

Sample-Efficient, Basis-Adaptive Polynomial
Chaos Approximation

Methods for computing accurate approximations of a
Quantity of Interest (QoI) via Polynomial Chaos and l1-
regression with low-coherence sampling have developed
promising numerical and theoretical results. We present
an iterative method which for each iteration identifies a
basis set and corresponding coefficients which adapt to
the QoI as a function. Further, previously generated low-
coherence samples are adapted for computations with sub-
sequent bases by generating samples accounting for co-
herence adjustments arising from considering iteratively
adapting bases.
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MS42

A Dictionary Learning Strategy for Bayesian Infer-
ence

To reduce the cost of evaluating the posterior in Bayesian
inference, polynomial surrogates are typically used. We
introduce a novel approach which does not rely on an a
priori choice of basis for approximating the parameter field.
From a prior set of realizations of the parameter field, one
seeks a basis (dictionary) such that each realization is likely

to admit a sparse representation. As demonstrated with
our example, this approach can then accommodate scarce
observations.
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MS42

Sparse Approximation Using L1-L2 Minimization

We propose a sparse approximation method using �1− �2
minimization. We present several theoretical estimates re-
garding its recoverability for both sparse and non-sparse
signals. Then we apply the method to sparse orthogonal
polynomial approximations for stochastic collocation. Var-
ious numerical examples are presented to verify the theo-
retical findings. We observe that the �1− �2 minimization
seems to produce results that are consistently better than
the �1 minimization.
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MS42

Interpolation Via Weighted L1 Minimization

Abstract not available.
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MS43

The Probability Density Evolution Method for
Multi-Dimensional Nonlinear Stochastic Dynami-
cal Systems

The multi-dimensional nonlinear stochastic dynamical sys-
tems are encountered in various scientific and engineer-
ing disciplines. For instance, in earthquake engineering
and wind engineering, engineering structures themselves
or the attached energy dissipation subsystems may ex-
hibit strong nonlinear behaviors under severe earthquakes
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or strong winds. Besides, randomness may occur in both
structural parameters and excitations (inputs). Generally,
great challenges exist in the analysis of such systems be-
cause: (1) these systems are multi-dimensional systems
with large degrees of freedom in the order of magnitude
of hundreds or even millions, but on the other hand, they
are nonlinear systems, and thus could not be reduced or
decomposed, say by the modal superposition method; (2)
the randomness is involved and coupled with the nonlin-
earity, which leads to coupled problems either in the level
of moments (e.g., the closure problem) or probability den-
sities (e.g., the coupled multi-dimensional FPK equation
for white noise excitations); and (3) the randomness in-
volved might be non-stationary and non-Gaussian. In the
present paper the probability density evolution method will
be outlined. In this method, the principle of preservation
of probability is invoked to tackle the system by explicitly
introducing the sources of randomness and the embedded
physics/dynamics mechanism. A state-variable decoupled
generalized density evolution equation is then established.
In contrast to the classical equations such as the FPK equa-
tion, this equation could be in any arbitrary dimensions
rather in the dimension identical to the original dynamical
system. Numerical methods will be discussed. A nonlinear
structure subjected to seismic excitations will be studied.
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MS43

Uncertainty Propagation Across Distinct Pdf Sys-
tems and Stochastic Spectral Methods

Propagation of uncertainty across heterogeneous stochas-
tic systems is an important research area that arises often
in multi-fidelity modeling. The stochastic models can be
classified from PDF models that contain the full statistical
description of the stochastic solution, to surrogate models
that provide the moments of the solution up to certain or-
der. In this talk, we propose interface methods between
these distinct stochastic systems, in particular, concern-
ing the response-excitation PDF system. While this ap-
proach generalizes the classical PDF models to consider
non-Gaussian colored noise, it involves the extended solu-
tion space from the excitation. We employ PDF transfor-
mation techniques to impose the boundary condition be-
tween classical and response-excitation PDF systems. In
addition, we couple the PDF to stochastic spectral models
by representing the random boundary in terms of orthogo-
nal polynomial basis according to the probability measure
provided from the PDF system. The effectiveness of our
approach is demonstrated in stochastic advection-reaction
equation.

Heyrim Cho
Department of Mathematics, University of Maryland
heyrim@gmail.com

MS43

Method of Distributions for Uncertainty Quantifi-
cation

Methods of distributions designate a class of approaches
based on the derivation of deterministic partial differential
equations for either a probability density function or a cu-
mulative distribution function of a state variable. In this
talk, we will discuss the mathematical foundation of such

approaches as well as promises and limitations. Several
applications will be discussed.

Pierre Gremaud
Department of Mathematics
North Carolina State University
gremaud@ncsu.edu

Daniel M. Tartakovsky
University of California, San Diego
dmt@ucsd.edu

MS43

Probabilistic Solutions to Random Differential
Equations under Colored Excitation Using the
Response-Excitation Approach

Equations for the evolution of the Response-Excitation
(RE) pdf of non-Markovian responses of non-linear ran-
dom differential equations (RDEs) under colored excita-
tion are non-closed in general or exhibit limitations due to
high-dimensionality. We present a closure scheme for the
generalized RE Liouville equation (Athanassoulis, Tsantili,
Kapelonis, 2015, Proc. R. Soc. A.,Vol. 471, p.20150501)
for the long-time limit state of a scalar RDE that collects
missing information through local linearized versions of the
nonlinear RDEs.

Ivi C. Tsantili
National Technical University of Athens, Greece
ivi.tsantili@csrc.ac.cn , ivi.tsantili@gmail.com

Gerassimos A. Athanassoulis
National Technical University of Athens
ITMO University
mathan@central.ntua.gr; makathan@gmail.com

Zacharias G. Kapelonis
National Technical University of Athens
zkapel@central.ntua.gr; ariskapel@gmail.com

MS44

Set Oriented Numerical Methods for Uncertainty
Analysis

In this talk we will introduce a numerical method which
allows to perform a global uncertainty analysis for dynam-
ical systems. The corresponding uncertainty attractors are
computed by a sequence of nested, increasingly refined
outer approximations. Thus, the numerical approach is
inherently set oriented and therefore the method does not
rely on long term simulations of the underlying system.

Michael Dellnitz
University of Paderborn, Germany
dellnitz@math.upb.de

Karin Mora
University of Paderborn
kmora@math.uni-paderborn.de

Tuhin Sahai
United Technologies
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MS44

Admm for 2-Stage Stochastic Quadratic Programs

We present a scenario-decomposition based Alternating
Direction Method of Multipliers (ADMM) algorithm for
the solution of scenario-based 2-stage stochastic Quadratic
Programs. The decomposition alternates between: (i) an
equality constrained quadratic program that is decoupled
by scenarios and (ii) a projection onto a set bounds and
the non-anticipativity constraints. We show that the pro-
jection problem scales linearly in the number of scenarios.
Further, the decomposition allows using different values of
the parameter for each of the scenarios. We provide con-
vergence analysis and derive the optimal parameter setting
for the ADMM parameter in each scenario. We show that
the proposed approach outperforms the non-decomposed
ADMM approach and compares favorably with Gurobi, a
commercial QP solver, on a number test problems.

Arvind Raghunathan
Mitsubishi Electric Research Laboratories
arvind.uppili@gmail.com

MS44

A Chaotic Dynamical System That Samples

In this work, we construct a chaotic dynamical system that
samples user prescribed distributions. This dynamical sys-
tem is chaotic in the sense that although the trajectories
are sensitive to initial conditions, but yet the same sta-
tistical properties are recovered every time the system is
simulated (independent of the initial conditions). Com-
bining ideas from ergodic theory and control theory, we
construct a novel approach for building chaotic dynami-
cal systems with predetermined statistical properties. On
complicated distributions, we demonstrate that this algo-
rithm provides significant acceleration and higher accu-
racy than competing methods (such as Hamiltonian MC,
slice sampling and Metropolis-Hastings) for Markov Chain
Monte Carlo (MCMC).We also demonstrate our novel algo-
rithm by reproducing paintings and photographs, by treat-
ing them as the target distribution. If one makes the spatial
distribution of colors in the picture the desired distribution,
akin to a human, the algorithm first captures large scale
features and then goes on to refine small scale features.
The equations are easy to construct and can be simulated
using standard Euler or Runge-Kutta integration schemes.

Tuhin Sahai
United Technologies
sahait@utrc.utc.com

George Mathew
iRhythm Technologies
george cet@yahoo.com

Amit Surana
System Dynamics and Optimization
United Tecnologies Research Center (UTRC)
suranaa@utrc.utc.com

MS44

Koopman Operator Based Nonlinear Estimation

We describe a new approach for observer design for nonlin-

ear systems based on Koopman operator theoretic frame-
work. Koopman operator is a linear but an infinite-
dimensional operator that governs the time evolution of
system outputs in a linear fashion. We exploit this prop-
erty to synthesize an observer form which enables the use
of Luenberger/Kalman-like linear observers for nonlinear
estimation. We describe a numerical procedure to con-
struct such an observer form and demonstrate it on several
examples.

Amit Surana
System Dynamics and Optimization
United Tecnologies Research Center (UTRC)
suranaa@utrc.utc.com

Andrzej Banaszuk
United Technologies Research Center
banasza@utrc.utc.com

MS45

Mild Stochastic Calculus in Infinite Dimensions

This talk presents a certain class of stochastic processes,
which we suggest to call mild Ito processes, and a new,
somehow mild, Ito type formula for such processes. We will
use the mild Ito formula to establish essentially sharp weak
convergence rates for numerical approximations of differ-
ent types of stochastic partial differential equations includ-
ing nonlinear stochastic heat equations, stochastic Burgers
equations, stochastic Cahn-Hilliard-Cook type equations,
and stochastic Wave equations.

Arnulf Jentzen
ETH Zurich
arnulf.jentzen@sam.math.ethz.ch

MS45

Numerical Approximation of Stochastic Differen-
tial Equations

In this talk we review some recent results on the numeri-
cal approximation of stochastic differential equations. We
primarily focus on the mean-square error and show opti-
mal convergence rates for the backward Euler-Maruyama
method under a global monotonicity condition. Then
we discuss some extensions of our results to the BDF2-
Maruyama two-step scheme as well as to stochastic partial
differential equations.

Adam Andersson
Technische Universität Berlin
andersso@math.tu-berlin.de

Raphael Kruse
TU Berlin
kruse@math.tu-berlin.de

MS45

SPDEs with Lévy Noise and Weak Convergence

In this talk, I will present an abstract framework to study
the weak convergence of numerical approximations of lin-
ear stochastic partial differential equations of evolution-
ary type driven by additive Lévy noise. The central result
is a general representation formula for the error, which is
applied to study space-time discretizations of the stochas-
tic heat equation, the wave equation, and a Volterra-type
integro-differential equation as examples. For twice con-
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tinuously differentiable test functions with bounded sec-
ond derivative (with an additional condition on the second
derivative for the wave equation) the weak rate of conver-
gence is found to be twice the strong rate. The talk is based
on joint work with Mihály Kovács and René Schilling.

Felix Lindner
Technische Universität Kaiserslautern
lindner@mathematik.uni-kl.de

MS45

Computations of Waves in a Neural Model

Abstract not available.

Gabriel J. Lord
Heriot-Watt University
g.j.lord@ma.hw.ac.uk

MS46

Scalable Parameterized Surrogates Based on Low
Rank Tensor Approximations for Large-Scale
Bayesian Inverse Problems

Hessian operators (of the negative log posterior) have
played an important role in high-(infinite-) dimensional
Bayesian inverse problems, from characterizing the (inverse
of the) posterior covariance under the Gaussian approxima-
tion, to accelerating MCMC sampling methods by provid-
ing information on the local curvature in parameter space.
The key to making computations with them tractable is a
low rank approximation of the (prior-preconditioned) data
misfit component of the Hessian. Here we consider the role
of higher derivative operators in Bayesian inverse problems
and whether scalable low rank approximations can be con-
structed.

Nick Alger
The University of Texas at Austin
Center for Computational Geosciences and Optimization
nalger225@gmail.com

Tan Bui-Thanh, Omar Ghattas
The University of Texas at Austin
tanbui@ices.utexas.edu, omar@ices.utexas.edu

MS46

Accelerating MCMC with Active Subspaces

Active subspaces are an emerging set of tools for dimension
reduction. When applied to MCMC, the active subspace
separates a low-dimensional subspace that is informed by
the data from its orthogonal complement that is con-
strained by the prior. With this information, one can run
the sequential MCMC on the active variables while sam-
pling independently according to the prior on the inactive
variables.

Paul Constantine
Colorado School of Mines
Applied Mathematics and Statistics
pconstan@mines.edu

Tan Bui-Thanh
The University of Texas at Austin
tanbui@ices.utexas.edu

Carson Kent

Colorado School of Mines
Applied Mathematics and Statistics
ckent@mines.edu

MS46

Subspace Acceleration Strategies for Sampling on
Function Space

Many inference problems require exploring the posterior
distribution of high-dimensional parameters, which in prin-
ciple can be described as functions. Sampling posteriors
defined on function space poses a significant challenge. By
identifying and blending the global and local geometries in-
formed by noisy observations, we present a suit of subspace
accelerated schemes to tackle this challenge. Examples in a
nonlinear inverse problem and a conditioned diffusion pro-
cess are used to demonstrate the efficiency of our sampling
schemes.

Tiangang Cui
Massachusetts Institute of Technology
tiangang.cui@exxonmobil.com

K Law
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Youssef M. Marzouk
Massachusetts Institute of Technology
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MS46

Efficient Computations for Large-Scale Inverse
Problems with Bayesian Sampling

The U.S. Department of Energy certifies weapons through
modeling and simulation, which is informed by the results
of experimentation wherein the results are delivered to the
physics modelers with statistically valid estimates of un-
certainty. While Bayesian sampling techniques are widely
used for quantifying such uncertainty on signal and im-
age reconstruction, they are computationally prohibitive
in large--scale applications. We extend these approaches
by implementing Monte Carlo schemes and matrix--free
linear system solvers for reconstructions at the very large-
-scales, and demonstrate their viability on applications in
quantitative radiographic data analysis.

Eric Machorro
National Security Technologies
machorea@nv.doe.gov

Jesse Adams
The University of Arizona
jadams@math.arizona.edu

Kevin Joyce
University of Montana
Department of Mathematical Sciences
kevin1.joyce@umontana.edu

MS47

Bayesian Parameter Inference Across Scales

In multi-scale models, representations at different scales
may depend on parameters that are not directly related.
We propose a Bayesian approach for estimating fine scale
parameters from the solution of the inverse problem at a
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coarser scale. Computed examples illustrate the viability
of the approach.

Margaret Callahan
Case Western Reserve University
mdc77@case.edu

Daniela Calvetti
Case Western Reserve Univ
Department of Mathematics, Applied Mathematics and
Statistic
dxc57@case.edu

MS47

Bayesian Sampling Using a Wishart Prior in Ra-
diography Image Reconstruction

Quantitative X-ray radiography hinges on the ability to
solve inverse problems and provide uncertainties for image
reconstructions. The Bayesian framework naturally lends
itself to quantifying uncertainties and we have developed
a hierarchical Bayesian method where we place a Wishart
distribution on the prior precision matrix to provide en-
hanced edge information. This allows the data to drive the
localization of features in the reconstruction. In this work
we focus on Abel inversion to compute volumetric object
densities from X-ray radiographs and to quantify uncer-
tainties in the reconstruction. Results are presented for
both synthetic signals and real data from a U.S. Depart-
ment of Energy X-ray imaging facility.

Marylesa Howard
National Security Technologies, LLC
howardmm@nv.doe.gov

MS47

Expectation Propagation for Electrical Impedance
Tomography

Electrical impedance tomography is a noninvasive imaging
technique for determining the internal conductivity distri-
bution from boundary voltage measurements. In this talk,
we discuss a variational approach for electrical impedance
tomography based on expectation propagation, which at
each iteration involves numerical quadrature. Some nu-
merical results for real data will be presented.

Bangti Jin
Department of Computer Science
University College London
bangti.jin@gmail.com

MS47

Prior and Posterior Convergence for Some Finite
Element Approximations

Finite element methods (FEM) are powerful tools for nu-
merical approximations of partial differential equation.
The rigorous mathematical background of FEM arises from
thorough convergence studies. We will discuss applying the
well-known convergence studies for FEM’s within Bayesian
statistical inverse problems, especially in the case of elec-
trical impedance tomography.

Sari Lasanen
Department of Mathematical Sciences
University of Oulu

sari.lasanen@oulu.fi

MS48

Multilevel Monte Carlo for Convective Transport
in Inhomogeneous Media

In the last few years efficient algorithms have been pro-
posed for the propagation of uncertainties through numer-
ical codes. Recently, the multi-level Monte Carlo method
emerged as a novel technique able to retain the robustness
of the Montecarlo method, but increasing also its efficiency.
We study the performance of the MLMC approach in sim-
ulation of particle-laden turbulent flow subject to thermal
radiation. We also investigate strategies to further accel-
erate the approach using variance reduction techniques.

Gianluca Iaccarino
Stanford University
Mechanical Engineering
jops@stanford.edu

Alireza Doostan
Department of Aerospace Engineering Sciences
University of Colorado, Boulder
Alireza.Doostan@Colorado.EDU

Gianluca Geraci
University of Stanford
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MS48

Fast Bayesian Optimal Experimental Design for
Seismic Source Inversion

We develop a fast method for optimally designing experi-
ments in the context of statistical seismic source inversion.
In particular, we efficiently compute the optimal number
and locations of the receivers or seismographs. The seis-
mic source is modeled by a point moment tensor multi-
plied by a time-dependent function. The parameters in-
clude the source location, moment tensor components, and
start time and frequency in the time function. The forward
problem is modeled by elastodynamic wave equations. We
show that the Hessian of the cost functional, which is usu-
ally defined as the square of the weighted L2 norm of the
difference between the experimental data and the simu-
lated data, is proportional to the measurement time and
the number of receivers. Consequently, the posterior dis-
tribution of the parameters, in a Bayesian setting, concen-
trates around the ”true” parameters, and we can employ
Laplace approximation and speed up the estimation of the
expected Kullback- Leibler divergence (expected informa-
tion gain), the optimality criterion in the experimental de-
sign procedure. Since the source parameters span several
magnitudes, we use a scaling matrix for efficient control of
the conditional number of the original Hessian matrix.

Quan Long
United Technologies Research Center, USA
quan.long@kaust.edu.sa

Mohammad Motamed
University of New Mexico
motamed@math.unm.edu

Raul F. Tempone
Mathematics, Computational Sciences & Engineering
King Abdullah University of Science and Technology



UQ16 Abstracts 47

raul.tempone@kaust.edu.sa

MS48

Computing Measure Valued and Statistical Solu-
tions of Hyperbolic Systems of Conservation Laws

We consider UQ for nonlinear hyperbolic systems of con-
servation laws within the frameworks of measure valued
and statistical solutions and present a novel algorithm to
compute these solutions. The algorithm, based on sam-
pling and ensemble averaging, is shown to converge pro-
vided that the underlying space-time discretizations sat-
isfy certain criteria. We show convergence of interesting
observables such as moments, correlations, structure func-
tions and multi-point statistics. Numerical experiments
demonstrating the validity of this framework for unstable
and turbulent flows are presented. More efficient variants
such as MLMC methods and a coarse-graining algorithm
are also considered.

Siddhartha Mishra
ETH Zurich
Zurich, Switzerland
siddhartha.mishra@sam.math.ethz.ch

MS48

Continuation Multi Level Monte Carlo for Uncer-
tainty Quantification in Compressible Aerodynam-
ics

The aim of this work is to address the challenge of ef-
ficiently propagating geometrical and operating uncer-
tainties in compressible aerodynamics numerical simula-
tions with a Continuation Multi Level Monte Carlo algo-
rithm. We will present numerical test case (nozzle and the
RAE2822 airfoil) of interest in compressible aerodynamics
and show the efficiency of the proposed CMLMC in terms
of accuracy versus overall computational cost, compared to
a standard MC method and its robustness on these appli-
cations.

Michele Pisaroni

École polytechnique fédérale de Lausanne
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MS49

A Piecewise Deterministic Markov Process for Ef-
ficient Sampling in Rn

In recent work (Bierkens, Roberts 2015) we discovered an
elementary piecewise deterministic Markov process (zig zag
process) which can be extended to have a general (abso-
lutely continuous) invariant probability distribution in Rn.
We develop MCMC based on the zig zag process. The sam-
ple paths of the zig zag process can be efficiently simulated
by rejection sampling of the switching times. We compare
the resulting algorithm to other important sampling meth-
ods. It turns out that the zig zag process is particularly
efficient at sampling from heavy tailed probability distri-

butions.

Joris Bierkens
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MS49

Improving the Performance of Overdamped
Langevin Samplers by Breaking Detailed Balance

MCMC provides a powerful and general approach for gen-
erating samples from a high-dimensional target probability
distribution, known up to a normalizing constant. There
are infinitely many Markov processes whose invariant mea-
sure equals a given target distribution. The natural ques-
tion is whether a Markov process can be chosen to generate
samples of the target distribution as efficiently as possible.
It has been previously observed that adding an appropriate
nonreversible perturbation to a reversible Markov process
will improve its performance. In this talk, I will describe
some recent results which characterise the effect of adding
a nonreversible drift to an overdamped Langevin sampler,
in terms of rate of convergence to equilibrium and asymp-
totic variance. Finally, I will detail how such nonreversible
Langevin samplers can be used in practice by describing a
discretisation scheme which inherits the good performance
of the underlying process.
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MS49

The Backward Sde Filter

A novel adaptive meshfree forward backward doubly
stochastic differential equation approach is presented for
the nonlinear filtering problem. The algorithm is based
on the fact that the solution is the unnormalized filtering
density required in the nonlinear filtering problem. Adap-
tive space points are constructed in a stochastic manner to
improve the efficiency of the algorithm. We also present
numerical results for (i) a double well potential problem
with oscillations and (ii) a multi-target tracking problem.

Vasileios Maroulas
University of Tennessee, Knoxville
maroulas@math.utk.edu

Bao Feng
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MS49

Gibbs-Langevin Samplers

Abstract not available.

Omiros Papaspiliopoulos
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omiros.papaspiliopoulos@upf.edu

MS50

Empirical Bayes Approach to Climate Model Cali-
bration

One challenge for Bayesian calibration of climate models is
the question of how to assign weights to various observa-
tional targets, many of which are highly correlated through
the physics of the atmosphere. We will discuss the use of
‘hyper-parameters’ and how they can be enhanced by ad-
ditional information from a set of perfect modeling exper-
iments in order to provide an indication of the significance
of gaps between a model and observations.

Charles Jackson
UTIG
University of Texas at Austin
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Gabriel Huerta
Indiana University
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MS50

Greater Accuracy with Reduced Precision: A
Stochastic Paradigm for Weather and Climate Pre-
diction

Weather and climate models have become increasingly im-
portant tools for making society more resilient to extremes
of weather and for helping society plan for possible changes
in future climate. These models are based on known laws of
physics, but, because of computing constraints, are solved
over a considerably reduced range of scales than are de-
scribed in the mathematical expression of these laws. This
generically leads to systematic errors when models are com-
pared with observations. A new paradigm is proposed for
solving these equations which sacrifices precision and de-
terminism for small-scale motions. It is suggested that this
sacrifice may allow the truncation scale of weather and cli-
mate models to extend down to cloud scales in the com-
ing years, leading to more accurate predictions of future
weather and climate

Tim Palmer
University of Oxford, UK
t.n.palmer@atm.ox.ac.uk

MS50

Probabilistic Regional Ocean Predictions

This presentation is concerned with the prediction of the
probability distribution function (pdf) of large nonlin-
ear dynamical systems using stochastic partial differential
equations (S-PDEs), with a focus on regional ocean dynam-
ics. The stochastic dynamically orthogonal (DO) PDEs for

a primitive equation ocean model with nonlinear free sur-
face are derived and numerical schemes for their space-time
integration are obtained. Examples are provided for a set of
idealized multiscale non-hydrostatic and hydrostatic flows
as well as for more realistic regional ocean dynamics. Re-
sults are compared to more classic ensemble approaches.
Such comparisons utilize stochastic predictive skill met-
rics developed for real-time ocean pdf forecasts issued with
the Error Subspace Statistical Estimation (ESSE) method
during Aug-Sep 2009 for the two-month QPE IOP09 ex-
periment off the coast of Taiwan.

Deepak Subramani, Pierre Lermusiaux
MIT
deepakns@mit.edu, pierrel@mit.edu

MS50

A Parametrization of Ocean Mesoscale Eddies:
Stochasticity and Non-viscous Stresses

Ocean mesoscale eddies strongly affect the strength and
variability of large-scale flows. Parametrizing eddy-mean
flow processes in climate simulations remains a key chal-
lenge, especially quantifying the uncertainty associated
with parametrized eddies. We show that a successful clo-
sure for turbulent mesoscale eddies can be obtained using
resolved non-Newtonian stresses. The uncertainty asso-
ciated with the parametrization can be quantified using a
stochastic model which depends only the coarse resolution,
wind stress and stratification.

Laure Zanna
Oxford University
zanna@atm.ox.ac.uk

MS51

Tensor Train Approximation of the First Moment
Equation for Elliptic Problems with Lognormal Co-
efficients

We study the elliptic equation with coefficient modeled
as lognormal random field. A perturbation approach is
adopted, expanding the solution in Taylor series. The
resulting recursive deterministic problem satisfied by the
expected value of the solution (first moment equation) is
discretized with full tensor product finite elements. We
develop an algorithm for solving the recursive high dimen-
sional first moment equation in a low-rank format (Tensor
Train) and show its effectiveness with numerical examples.

Francesca Bonizzoni
Faculty of Mathematics
University of Vienna
francesca.bonizzoni@univie.ac.at
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MS51

Blending Finite Dimensional Manifold Samplers
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with Dimension-Independent MCMC

Bayesian inverse problems involve sampling probability dis-
tributions on functions. Traditional MCMC algorithms fail
under mesh-refinement. Recently, a variety of dimension-
independent MCMC methods have emerged, but few of
them take the geometry of the posterior into account. In
this work, we blend finite dimensional manifold samplers
with dimension-independent MCMC to enjoy the benefit of
geometry, whilst remaining robust under mesh-refinement.
The key idea is to employ the manifold methods on an
appropriately chosen finite dimensional subspace.

Shiwei Lan
University of Warwick
s.lan@warwick.ac.uk

MS51

Dynamical Low Rank Approximation of Incom-
pressible Navier Stokes Equations with Random
Parameters

We investigate the Dynamically Orthogonal approximation
of time dependent incompressible Navier Stokes equations
with random parameters. The approximate solution is
sought in the low dimensional manifold of functions with
fixed rank, written in separable form, and it is obtained
by performing a Galerkin projection of the governing equa-
tions onto the time-dependent tangent space of the approx-
imation manifold along the solution trajectory. Numerical
tests at moderate Reynold number will be presented, with
emphasis on the case of stochastic boundary conditions.

Eleonora Musharbash
Ecole Polytechnique Federale de Lausanne
MATHICSE
eleonora.musharbash@epfl.ch

Fabio Nobile
EPFL, Switzerland
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MS51

Solution of Stochastic PDEs Via Low-Rank Sepa-
rated Representation: A Randomized Alternating
Least Squares Approach

Finding solutions, in separated form, to stochastic PDEs
via fixed point iteration requires a reduction algorithm,
typically alternating least squares (ALS), to reduce the
separation rank after each iteration. Conditioning of least
squares matrices in ALS iterations affects the convergence
of fixed point iterations. We propose a randomized varia-
tion of ALS to improve conditioning. Our numerical exam-
ples illustrate how better conditioning improves the perfor-
mance of the fixed point iteration.
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University of Colorado, Boulder
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MS52

Functional Car Models for Large Spatially Corre-
lated Functional Datasets

Abstract not available.

Veera Baladandayuthapani
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MS52

Tukey g-and-h Random Fields

We propose a new class of trans-Gaussian random fields
named Tukey g-and-h (TGH) random fields to model non-
Gaussian spatial data. The proposed TGH random fields
have extremely flexible marginal distributions, possibly
skewed and/or heavy-tailed, and, therefore, have a wide
range of applications. The special formulation of the TGH
random field enables an automatic search for the most suit-
able transformation for the dataset of interest while esti-
mating model parameters. An efficient estimation proce-
dure, based on maximum approximated likelihood, is pro-
posed and an extreme spatial outlier detection algorithm
is formulated. The probabilistic properties of the TGH
random fields, such as second-order moments, are inves-
tigated. Kriging and probabilistic prediction with TGH
random fields are developed along with prediction confi-
dence intervals. The predictive performance of TGH ran-
dom fields is demonstrated through extensive simulation
studies and an application to a dataset of total precipita-
tion in the south east of the United States. The talk is
based on joint work with Ganggang Xu.
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MS52

Fusing Multiple Existing Space-Time Land Cover
Products

The assessment, monitoring, and characterization of land
cover (LC) is essential for global change research as it is
a critical variable driving many environmental processes.
Most efforts have focused either on improving the accu-
racy of LC products from remote sensing data or on the
assimilation and synthesis of existing LC datasets using
statistical interpolation techniques.We develop a method-
ology for fusing multiple existing LC products to produce a
single LC record over a long time period and a large spatial
domain. We must first reconcile the thematic map classi-
fications of the different LC products and then interpolate
LC in space and time on a specified domain. Our proba-
bilistic interpolation approach includes a direct estimation
of the uncertainty associated with the spatio-temporal pre-
diction of LC, and we provide an illustration using six LC
products over the Rocky Mountain region of the United
States.

Amanda Hering
Colorado School of Mines
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MS52

Testing for Spatial and Spatio-Temporal Stationar-
ity

Abstract not available.
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MS53

Uncertainty in Massflow Measurements in Pipes
Due to Bends

The dominant source of uncertainty in flow-rate measure-
ments in pipes (with e.g. ultrasonic flow meters) is the
lack of knowledge of the true velocity profile. In partic-
ular a relatively narrow spectrum of velocity profiles can
appear downstream of a bend. This study aims at quan-
tifying the uncertainty in massflow measurements due to
bends and design sensor locations, and multi-sensor sys-
tems that minimize this uncertainty.

Zeno Belligoli, Richard P. Dwight
Delft University of Technology
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MS53

Surrogate-Based Robust Airfoil Optimization Con-
sidering Geometrical Uncertainties

We will present surrogate-based robust shape optimization
of transonic airfoils. A large number of geometrical uncer-
tainties on the airfoil is modeled by a truncated Karhunen-
Love expansion to achieve a dramatic reduction of the large
number of parameters. The combination of quasi Monte
Carlo sampling and gradient-enhanced Kriging enables us
to efficiently calculate statistics of the aerodynamic coeffi-
cients which are used to evaluate the objective function to
be optimized in our robust design optimization framework.

Daigo Maruyama
DLR, Germany
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MS53

An Investigation of Uncertainty Effects in Mixed
Hyperbolic- Parabolic Problems Due to Stochasti-
cally Varying Geometry

We study mixed hyperbolic parabolic problems with un-
certain stochastically varying geometries. The numerical
solution is computed using a finite difference formulation
on summation-by-parts form with weak boundary condi-
tions. We prove that the continuous problem is well posed
and that the semi-discrete problem is stable. The statistics

are computed non-intrusively using quadrature rules given
by the probability density function of the random variable.
Numerical calculations are performed and the statistical
properties of the solution are discussed.
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MS53

Robust Design Optimization of a Supersonic Nat-
ural Laminar Flow Wing-Body

A robust aerodynamic shape design problem related to
an aerodynamic configuration of a supersonic business jet
wing-body is here illustrated. The baseline configuration
was designed within the SUPERTRACEU project, and the
aim of the present work is to improve the robustness and
reliability of the baseline in presence of perturbations and
uncertainties in operating conditions and in wing shape.
The robust optimization approach adopted is based on the
usage of value-at-risk and conditional value-at-risk.

Domenico Quagliarella, Emiliano Iuliano
Centro Italiano Ricerche Aerospaziali
d.quagliarella@cira.it, e.iuliano@cira.it

MS54

Causality Or Correlation? Multiscale Inference
and An Application to Geoscience

One of the challenges in analysis of multiscale processes
is to learn about the causality relations in the considered
systems on a certain level of resolution - and to distin-
guish between the true causality from simple statistical
correlations. Proper inference of such causality relations,
besides giving an additional insight into such processes,
can allow improving the respective mathematical and com-
putational models. However, inferring such relations di-
rectly from equations/models is hampered by the multi-
scale character of the underlying processes and the pres-
ence of latent/unresolved/subgrid scales. Implications of
missing/unresolved scales for this problem will be discussed
and an overview of methods for data-driven causality infer-
ence will be given. Recently-introduced data-driven multi
scale causality inference framework for Boolean data will
be explained and illustrated on analysis of historical cli-
mate teleconnection series and on inference of their mu-
tual influences on a monthly scale. It will be also shown
how the obtained causality networks can be used for the
network-driven regularization of the ill-posed data analysis
problems for noisy data.

Illia Horenko
Dept. Mathematics
Free University of Berlin
horenko@mi.fu-berlin.de

MS54

Rigorous Intermittency in Turbulent Diffusion
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Models with a Mean Gradient

Intermittency of passive tracer can be described as large
spikes randomly occurring in the time sequence or expo-
nential like fat tails in the probability density function.
This type of intermittency is subtle and occurs without any
positive Lyapunov exponents in the system. By exploiting
an intrinsic conditional Gaussian structure, the enormous
fluctuation in conditional variance of the passive tracer is
found to be the source of intermittency in these models. An
intuitive physical interpretation of such enormous fluctua-
tion can be described through the random resonance be-
tween Fourier modes of the turbulent velocity field and the
passive tracer. This intuition can be rigorously proved in
a long time slow varying limit, where the limiting distribu-
tion of the passive tracer is computed through an integral
formula.

Xin T. Tong
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MS54

A Probabilistic Decomposition-Synthesis Method
for the Quantification of Rare Events

We consider the problem of probabilistic quantification of
dynamical systems that have heavy-tailed characteristics.
These heavy-tailed features are associated with rare tran-
sient responses due to the occurrence of internal instabil-
ities. Systems with these characteristics can be found in
a variety of areas including mechanics, fluids, and waves.
Here we develop a computational method, a probabilistic
decomposition-synthesis technique, that takes into account
the nature of internal instabilities to inexpensively deter-
mine the non-Gaussian probability density function for a
quantity of interest. Our approach relies on the decompo-
sition of the statistics into a non-extreme core, typically
Gaussian, and a heavy-tailed component. We demonstrate
the probabilistic decomposition-synthesis method for rare
events in two dynamical systems exhibiting extreme events:
a two-degree-of-freedom system of nonlinearly coupled os-
cillators, and in a nonlinear envelope equation characteriz-
ing the propagation of unidirectional water waves.

Mustafa Mohamad
MIT
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Massachusetts Institute of Techonology
sapsis@mit.edu

MS54

Improving Prediction Skill of Imperfect Turbulent
Models Through Statistical Response and Informa-
tion Theory

A recent mathematical strategy for calibrating imperfect
models in a training phase and accurately predicting the
response by combining information theory and linear sta-
tistical response theory are developed in a systematic fash-
ion for both full and reduced order models. A systematic
hierarchy of simple statistical imperfect closure schemes are
designed and tested which are built through new local and

global statistical energy conservation principles combined
with statistical equilibrium fidelity. As a further develop-
ment, we use the stochastic models to predict intermittency
in turbulent diffusion of passive tracer systems. Empirical
information theory is used to measure the autocorrelation
function under spectral representation. The optimal model
improves the prediction skill uniformly in accurately cap-
turing the crucial tracer statistical features.

Di Qi
New York University
qidi@cims.nyu.edu

MS55

Making Uncertainty Quantification of Multi-
Component Reactive Transport Manageable

Simulating multi-component (bio)reactive transport in the
subsurface is computationally very expensive so that di-
rect application of Monte-Carlo techniques for uncertainty
quantification (UQ) is prohibitive. Linearized UQ is ham-
pered by nonlinearity, but often the problems can be sim-
plified by identifying conservative components, that are
transported linearly, and restricting the reactions to pri-
mary controls. We present examples of estimating pdf s of
reactive-constituents concentrations in heterogeneous me-
dia under conditions controlled by mixing or by electron-
donor supply.
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MS55

Concentration Statistics for Transport in Heteroge-
neous Media: Self-Averaging, Mixing Models and
the Evolution of Uncertainty

We study the PDF of concentration point values in het-
erogeneous porous media. We contrast the concentration
PDFs obtained through spatial sampling and stochastic
sampling, and discuss them in terms of the mean and mean
squared concentrations. Specifically, we focus on the role
of medium heterogeneity and the dynamics of mixing in
the evolution of the concentration PDF, which we quantify
in terms of the Lagrangian fluid deformation. We discuss
mixing models that reflect these dynamics in an effective
way and allow to quantify the evolution of the concentra-
tion PDF and thus concentration uncertainty. These prop-
erties depend on the mixing state of the system and the
efficiency of local mass transfer properties in homogeniz-
ing the transport system. This has an impact also on the
self-averaging properties of observables such as the effective
dispersion coefficients.

Marco Dentz
IDAEA, Spanish National Research Council (CSIC)
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Subsurface Flow Simulations in Stochastic Discrete
Fracture Networks

We focus on the Discrete Fracture Network model, in which
the medium is modeled as a 3D set of intersecting poly-
gons resembling fractures. Within this framework, we con-
sider several sources of uncertainty, involving both the net-
work geometry and hydrogeological properties (e.g., frac-
ture transmissivities, orientation, dimensions...). We ad-
dress the problem of quantifying the influence of these
stochastic parameters on the output of DFN models, pur-
suing this target by applying modern UQ techniques to
several stochastic configurations.
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MS55

Sparse Grid and Monte Carlo Methods for Ground-
water Transport Problems

We focus on groundwater transport problems and con-
sider arrival times related to particle trajectories subject
to molecular diffusion and driven by a stochastic Darcy ve-
locity obtained from log-normally distributed permeabili-
ties. The goal is to efficiently compute statistics of such
arrival times, e.g. their mean or the probability of exiting
the physical domain in a given time horizon. We discuss
several scenarios and propose both adaptive sparse grid
stochastic collocation and Monte Carlo type schemes.
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MS56

Recent Advances in Dakota UQ

Sandia’s Dakota software facilitates advanced exploration

of simulations with various algorithms, including sensitiv-
ity analysis, optimization, and UQ. This presentation will
survey Dakotas capabilities, interfaces, and algorithms. It
will then highlight recent developments, including archi-
tecture improvements and algorithm R&D that aim to
make uncertainty quantification practical for complex sci-
ence and engineering models. Growth directions such as
architecture modularity, graphical user interfaces, and im-
proved algorithms for sensitivity analysis, surrogate mod-
elling, and Bayesian inference, will be reviewed.
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Sandia National Laboratories
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MS56

The Parallel C++ Statistical Library Queso:
Quantification of Uncertainty for Estimation, Sim-
ulation and Optimization

QUESO is a tool for quantifying uncertainty for a spe-
cific forward problem. QUESO solves Bayesian statisti-
cal inverse problems, which pose a posterior distribution
in terms of prior and likelihood distributions. QUESO
executes MCMC, an algorithm well suited to evaluat-
ing moments of high-dimensional distributions. While
many libraries exist that solve Bayesian inference prob-
lems, QUESO is specialized software designed to solve such
problems by utilizing parallel environments demanded by
large-scale forward problems. QUESO is written in C++.

Damon McDougall
Institute for Computational Engineering and Sciences
The University of Texas at Austin
damon@ices.utexas.edu

MS56

Handling Large-Scale Uncertainty Quantification
with SmartUQ

Uncertainty quantification methods are widely used in en-
gineering and science. However uncertainty quantification
for large-scale problems poses great challenges. Through
a combination of novel sampling and prediction tech-
niques, several of these challenges have been overcome. An
overview of these new techniques is presented along with
examples of the application of UQ methods using these
techniques as implemented in the SmartUQ software pack-
age.

Peter Qian
University of Wisconsin - Madison
peter.qian@wisc.edu

MS56

Chaospy: A Modular Implementation of Polyno-
mial Chaos Expansions and Monte Carlo Methods

Chaospy is a Python toolbox specifically developed to im-
plement polynomial chaos expansions and advanced Monte
Carlo methods. The toolbox is highly modular with a pro-
gramming syntax close to the mathematical theory. This
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talk will consists of an implementation walk-through with
theoretical review and practical examples. The focus will
be on (non-intrusive) methods where the software for the
underlying model can be reused without modifications.

Simen Tennoe
SIMULA
simetenn@gmail.com

MS57

Efficient Sampling Schemes for Recovering Sparse
PCE

�1-minimization is an efficient technique for estimating the
coefficients of a Polynomial Chaos Expansion (PCE) from
a limited number of model simulations. In this talk I will
present a generalized sampling and preconditioning scheme
to accurately approximate high-dimensional models from
limited data using any orthonormal PCE basis. The ef-
ficacy of this method will be demonstrated with various
numerical and theoretical results.

John D. Jakeman
Sandia National Labs
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University of Utah
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MS57

Germ-Transformed Polynomial Chaos Expansions

When confronted to configurations where the number of
available code evaluations is low compared to the number
of input variables, only low maximal polynomial order can
be used, and the relevance of the associated polynomial
chaos expansion (PCE) can be limited. To circumvent this
problem, we propose, first, to transform the input variables
by a parametrized function, and then, to carry out a PCE
on these modified input variables.

Guillaume Perrin
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MS57

Mixing Auto-Regressive Models and Sparse Poly-
nomial Chaos Expansions for Time-Variant Prob-
lems

Pure vanilla polynomial chaos expansions are known to fail
at representing the time-varying output of computational
models with random input parameters, especially in long
time horizons. Such problems appear e.g. in earthquake
engineering where the displacements history of a structure
is of interest. In this talk we introduce autoregressive ex-
ogenous models (ARX) in conjunction with sparse polyno-
mial chaos expansions to provide efficient time-dependent
surrogates and we show their accuracy in selected applica-
tions.

Bruno Sudret, Chu Mai

ETH Zurich
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MS57

Iteration Method for Enhancing the Sparsity

The combination of generalized polynomial chaos (gPC)
and compressive sensing is a useful tool for uncertainty
quantification when the available data is limited. We pro-
pose a method to detect important subspaces through it-
erations, hence the sparsity of the representation of the
system is enhanced. With this enhancement, the efficiency
of the compressive sensing algorithm can be improved, and
a more accurate gPC approximation is available. We use
PDEs to demonstrate the efficiency of this method.

Xiu Yang, Huan Lei, Nathan Baker
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Probabilistic Active Subspaces: Learning High-
Dimensional Noisy Functions Without Gradients

We develop a probabilistic version of active subspaces (AS)
which is gradient-free and robust to observational noise,
relying on a novel Gaussian process regression with built-
in dimensionality reduction. We demonstrate that our
method is able to discover the same AS as the tradi-
tional gradient-based approach. The addendum of our ap-
proach is the determination of the dimensionality of the
AS using Bayesian model selection. We use our model to
propagate geometric/material uncertainties through high-
dimensional granular crystals.
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Optimization Under Uncertainty of High-
Dimensional, Sloppy Models

Optimization under uncertainty of high-dimensional,
sloppy models This paper is concerned with the optimiza-
tion of high-dimensional, complex models in the presence
of uncertainty. This is hindered by the usual difficulties
encountered in UQ tasks but also by the need to solve a
nonlinear optimization problem involving large numbers of
design variables We recast the problem as one of proba-
bilistic inference and employ a Variational Bayesian (VB)
formulation that also reveals a low-dimensional set of most
sensitive directions in the design variable space.

Phaedon S. Koutsourelakis
Technical University Munich
p.s.koutsourelakis@tum.de

MS58

Recursive Cokriging Models for Global Sensitivity
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Analysis of Multi-Fidelity Computer Codes

Complex computer codes are widely used in science and
engineering to model physical phenomena. Global sensi-
tivity analysis aims to identify the input parameters which
have the most important impact on the code output. Sobol
indices are a popular tool for performing such analysis.
However, their estimates require an important number of
simulations and often cannot be processed under reason-
able time constraint. To handle this problem, we consider
in this presentation the problem of building a fast-running
approximation also called surrogate model of a complex
computer code. The cokriging based surrogate model is a
promising tool to build such an approximation when the
complex computer code can be run at different levels of
accuracy. We present here an original approach to perform
a multifidelity cokriging model which is based on a recur-
sive formulation. This approach allows to obtain original
results. First, closed-form formulas for the universal cok-
riging predictive mean and variance can be derived. Sec-
ond, it has a reduced computational complexity compared
to the previous multifidelity models. This allows to easily
provide Sobol index estimates by taking into account the
metamodel error.
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Multi-Fidelity Information Fusion Algorithms for
High Dimensional Systems and Massive Data-Sets

We construct response surfaces of complex deterministic
and stochastic dynamical systems by blending variable in-
formation sources through Gaussian processes and auto-
regressive stochastic schemes. Hierarchical functional de-
compositions and local projections encode structure in GP
priors, and enable the decomposition of the global learning
problem into a series of low-dimensional tasks. These de-
velopments lead to linear complexity algorithms as demon-
strated in benchmark problems involving deterministic and
stochastic fields in up to 105 dimensions and 105 training
points.
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Optimal L2-Norm Empirical Importance Weights
for the Change of Probability Measure

We propose an optimization formulation to determine a
set of empirical importance weights to achieve a change of
probability measure, in the case of random samples gen-

erated from an unknown distribution. The importance
weights associated with the random samples are computed
such that they minimize the L2-norm between the weighted
empirical distribution function and the desired distribution
function. The resulting optimization problem is solved ef-
ficiently at scale. A variety of test cases are presented.
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Zero-variance Approaches in Static Reliability
Problems

Computing reliability metrics on complex systems is done
either considering stochastic processes modeling the evo-
lution with time of the system, or taking a static view
where the system and its components have a random but
fixed state (the usual one being binary, either they work or
they don’t). The latter are sometimes called static mod-
els, because time is not an explicit parameter to deal with.
Numerical evaluation of these metrics is hard or impos-
sible in many cases, because of the model’s size. Monte
Carlo estimation is a possible solution, but then, the rare
event problem strikes. For dealing with it, one of the most
promising approaches today is the ”zero-variance” idea, es-
tablished when the model is a stochastic process. In this
talk we show how to adapt the idea to a static setting, and
we illustrate it with numerical results showing that it can
be extremely powerful also for this class of models.

Gerardo Rubino
INRIA Rennes
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From Probability-Boxes to Imprecise Failure Prob-
abilities Using Meta-Models

A common situation in engineering practice is to have a
small set of measurements which is insufficient to character-
ize a probabilistic model. Then probability-boxes provide
a framework to describe the inherent uncertainty more ad-
equately. The propagation of probability-boxes through a
computational model, however, is computationally expen-
sive and especially in the case of rare events may become
intractable. The use of meta-models reduces the computa-
tional effort and allows for an efficient estimation of failure
probabilities.

Roland Schöbi, Bruno Sudret
ETH Zurich
schoebi@ibk.baug.ethz.ch, sudret@ibk.baug.ethz.ch
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Speeding Up Monte Carlo Simulations by Using An
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Emulator

Monte Carlo simulations is used in integrated circuit de-
sign for yield optimization, statistical variability analysis
and predicting failure probability. The Monte Carlo is
time consuming but independent of the number of statis-
tical parameters. Therefore, speedup is crucial and a new
approach needed. We introduce an Emulator technique
based on an accept and reject algorithm for accelerating
the Monte Carlo simulations and getting a speedup 10x.
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H-Matrix Accelerated Second Moment Analysis for
Potentials with Rough Correlation

The efficient solution of operator equations with random
right hand side is considered. The solutions two-point cor-
relation is well understood if the two-point correlation of
the right hand side is known and sufficiently smooth. Un-
fortunately, the problem becomes more involved in case of
rough data. However, the rough data and also the inverse
operators can efficiently be approximated by means of H-
matrices. This enables us to solve the problem in almost
linear time.
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Lattice Test Systems for Qmc Integration

We discuss a number of lattice systems which are rele-
vant for models in elementary particle physics. These sys-
tems can serve as benchmark models to test the feasibil-
ity of QMC and iterated numerical integration methods.
In particular, it will be most interested to see, whether
these methods can outperform standard MC techniques as
presently used in particle physics computations.
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Very High Dimensional Integration Problems in
Quantum Lattice Gauge Theory

We consider very high d-dimensional integration problems
arising in the field of lattice gauge theory. The integration
problems range from the scalar case (integration over [0, 1]d

or Rd) to integration over the d-product of spheres or even
the d-product of more complex manifolds like SU(3). We
report improvements over traditional MCMC methods for
one dimensional physical systems with very high d, and
present problems from general models in two and three
physical dimensions.
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A Practical Multilevel Higher Order Quasi-Monte
Carlo Method for Simulating Elliptic Pdes with
Random Coefficients

We present a Multilevel Quasi-Monte Carlo method, based
on rank-1 lattice rules, and demonstrate its performance
for solving PDEs with random coefficients. We numeri-
cally show that the cost of the method is inversely propor-
tional to the requested tolerance on the error. Next, we
present the extension of the multilevel idea to higher order
digital nets, and discuss the corresponding computational
complexity.
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Several Visualization Issues in Uncertainty and
Sensitivity Analysis of Model Outputs

While exploring a simulation computer code, one can be
faced to the complexity of its input and/or output vari-
ables. For temporal or spatial phenomena, tools have to
be adapted to the data functional and uncertain nature
in order to understand and synthesize their behavior. We
will illustrate several practical issues coming from various
applications, as well as applications of new visualization
methods. We will focus on the issue of uncertainty analy-
sis and sensitivity analysis of model outputs.

Bertrand Iooss, Anne-Laure Popelin
EDF R&D
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Functional Data Visualization: An Extension of the
Highest Density Regions Boxplot

In this work, we propose a visualization method adapted
from the Highest Density Region boxplot, a functional ver-
sion of the boxplot. This tool is especially aimed at visual-
izing simultaneously multivariate functional data. It relies
on the study of the coefficients of the data on the first
few components of a decomposition basis. The plotted de-
scriptive statistics are the so-called multivariate functional
median, envelopes of the most central regions and outlying
curves.
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Vizualizing the Uncertainty Represented by
Vector-Valued Ensemble Fields

In this talk I will discuss visualization techniques for
analysing the uncertainty that is represented by an en-
semble of vector fields, to determine the major trends and
outliers in the shape and spatial location of relevant field
structures. I will focus on the problem of how to generate
and visualize distributions for streamlines in vector fields,
based on the clustering of similar shapes and by using vi-
sual abstractions for the streamlines distributions in these
clusters.
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Analysis and Visualization of Ensembles of Shapes

The visualization of stochastic or uncertain data is typi-
cally referred to ”uncertainty visualization”. However, this
terminology implies associated set of assumptions about
the paradigm for visualization, which is typically to dis-
play an answer that has been modulated or augmented
by an associated uncertainty. This however, asserts the
existence of a renderable answer, which defies one of the
underlying goals or principles of visualization, which is the

exploration of data to obtain a holistic understanding or
to discover properties that have no associated, a priori hy-
pothesis. An alternative paradigm, is ”variability visual-
ization” where the goal of the visualization is to explore
or better understand the set of possible outcomes, or the
probability distribution, associated with a set of data. One
example of such an approach is the method of contour box-
plots, which relies on a generalization of data depth, from
descriptive statistics, to render the variability of solutions
in an ensemble of isocountours.
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MS62

Efficiently Computing Covariance of Parameter Es-
timates in Inverse Problems

Uncertainty quantification in inverse problems presents dis-
tinct opportunities and challenges relative to UQ in for-
ward models. A formal solution for the a posteriori prob-
ability distribution (PPD) for inverse problems is often
readily available, but is difficult to work with practically.
For unimodal posteriors, the PPD may be approximately
characterized by its mode and covariance about the mode.
Computing these quantities can present formidable chal-
lenges. In practice, finding the MAP estimate may require
minimizing a very high dimensional function (O(105−106)
parameters) with complex (e.g. discretized nonlinear) PDE
constraints. For such a problem, merely storing the final
covariance may require tens of terabytes. We show that
the structure of inverse problems leads to a sparse update
on a predictable and a priori known covariance operator.
This leads to an efficient sparse basis in which to compute
and store the covariance. We show how the covariance can
be accurately computed with relatively little computation
over and above that used in finding the MAP estimate.
This method can thus be used to compute the uncertainty
in an inverse problem solution relatively efficiently. We de-
scribe the approach formally in a relatively general setting,
and demonstrate it with examples in inverse diffusion and
inverse elasticity.
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Estimating Large-Scale Chaotic Dynamics

Obvious likelihood approaches are not available for chaotic
systems, due to the sensitivity of the trajectories to any
perturbations in the calculations. For large systems, such
as used for weather predictions, Ensemble Prediction Sys-
tems (EPS) are used to quantify the uncertainty. Here
we extend EPS, with essentially no additional CPU costs,
to online estimation by perturbing the model parameters
as well. The estimation can be performed both by a co-
variance update process using importance weights, or by
employing evolutionary (DE) optimisation. Here we em-
phasize the use of DE for multiple cost function situations.

Heikki Haario
Lappeenranta University of Technology
Department of Mathematics and Physics
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MS62

Dynamic Mutual Information Fields and Adaptive
Sampling

We present a novel methodology for predicting mutual
information fields and for adaptive sampling in high-
dimensional fields. The methodology exploits the gov-
erning nonlinear dynamics and captures the non-Gaussian
structures. The spatially and temporally varying mutual
information field in general nonlinear dynamical systems
is efficiently quantified. Optimal observation locations are
determined by maximizing the mutual information between
the candidate observations and the variables of interest.
The globally optimal sequence of future sampling loca-
tions is rigorously determined by dynamic programming
approaches that combine mutual information fields with
the predictions of the forward reachable set. All the results
are exemplified and their performance is quantitatively as-
sessed using a variety of simulated fluid and ocean flows.

Tapovan Lolla, Pierre Lermusiaux
MIT
ltapovan@mit.edu, pierrel@mit.edu

MS62

Convolved Hidden Markov Models applied to Geo-
physical Inversion

Consider a sequence of categorical facies classes along a
subsurface well profile. Convolved geophysical observations
are available. Focus is on assessing the categorical profile
given geophysical observations. Bayesian inversion, with
convolved likelihood and Markov chain prior is defined.
The posterior is not easily assessable due to extensive cou-
pling. An approximate k-factorial posterior is defined and
exactly assessed by the extended forward-backward algo-
rithm. The exact posterior is assessed by McMC sampling
using this approximate posterior.

Henning Omre, Torstein Fjeldstad
Norwegian University of Science and Technology
omre@math.ntnu.no, torstein.fjeldstad@math.ntnu.no

MS63

A Tv-Gaussian Prior for Infinite Dimensional
Bayesian Inverse Problems

Many scientific and engineering problems require to per-
form Bayesian inferences in function spaces, in which the
unknowns are of infinite dimension. In such problems,
choosing an appropriate prior distribution in these prob-
lem is an important task. In particular we consider prob-
lems where the function to infer is subject to sharp jumps
which render the commonly used Gaussian measures un-
suitable. On the other hand, the so-called total variation
(TV) prior can only be defined in a finite dimensional set-
ting, and does not lead to a well-defined posterior measure
in function spaces. In this work we present a TV-Gaussian
(TG) prior to address such problems, where the TV term is
used to detect sharp jumps of the function, and the Gaus-
sian distribution is used as a reference measure so that it
results in a well-defined posterior measure in the function
space. We also present an efficient Markov Chain Monte
Carlo (MCMC) algorithm to draw samples from the poste-
rior distribution of the TG prior. With numerical examples

we demonstrate the performance of the TG prior and the
efficiency of the proposed MCMC algorithm.

Jinglai Li
Shanghai JiaoTong University, China
jinglaili@sjtu.edu.cn

MS63

High-Dimensional Bayesian Inversion with Priors
Far from Gaussians

We discuss Bayesian inversion with priors that strongly
deviate from a Gaussian structure, motivated by sparsity
and edge preserving approaches in imaging. A major chal-
lenge is the highly anisotropic structure of the priors, which
calls for evaluations with different measures than variance
or mean square risks. We present some approaches based
on Bregman risks, which also provide novel view points on
MAP estimates. Moreover we comment on some pitfalls
and the appropriate modelling of prior knowledge in such
situations.

Martin Burger
University of Muenster
Muenster, Germany
martin.burger@uni-muenster.de

Felix Lucka
University College London
f.lucka@ucl.ac.uk

MS63

Besov Space Priors and X-Ray Tomography

Consider an indirect measurement m = Au + e, where u
is a function and e is random error. The inverse prob-
lems is ”given m, find an approximation of u in a noise-
robust way”. In practical Bayesian inversion one mod-
els m, u and e as random variables and constructs a
finite-dimensional computational model of the measure-
ment. The data m is complemented with a priori infor-
mation using Bayes formula. Approximate reconstructions
of u can then be achieved as point estimates from the pos-
terior distribution. Discretization-invariance means that
if the computational model is refined, then the Bayesian
estimates and probability distributions converge towards
infinite-dimensional limiting objects. Computational ex-
amples are presented for demonstrating the properties of
wavelet-based Besov space priors, which are the first non-
Gaussian priors known to be discretization-invariant. Fur-
thermore, we present a theoretical approach for resolv-
ing the white noise paradox appearing as the discretisa-
tion of the measurement is refined arbitrarily. Namely,
realisations of infinite-dimensional white noise are square-
integrable only with probability zero, which motivates a
modification of the classical inversion approach.

Samuli Siltanen
University of Helsinki
Finland
samuli.siltanen@helsinki.fi

MS63

Efficient Bayesian Estimation Using Conditional
Expectations

In this talk we will show a novel method of computing ap-
proximations to the mean square error estimator (MMSE),
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which is equivalent to the conditional expectation and as
such a kind of Bayesian estimator, and its use for assimila-
tion of measured data into surrogate models of stochastic
responses. The proposed method can be seen as a gener-
alisation of the Kalman filter to general distributions and
non-linear measurement operators. An application to the
identification of the log-conductivity of a subsurface Darcy
flow by measurements of a pollutant will be shown.

Elmar Zander
TU Braunschweig
Inst. of Scientific Computing
e.zander@tu-bs.de

Hermann G. Matthies
Institute of Scientific Computing
Technische Universität Braunschweig
wire@tu-bs.de

MS64

Sparse Identification of Nonlinear Dynamics: Gov-
erning Equations from Data

Abstract not available.

Steven Brunton
University of Washington
sbrunton@uw.edu

MS64

Low-Dimensional Modeling and Control of Nonlin-
ear Dynamics Using Cluster Analysis

Abstract not available.

Eurika Kaiser
Institute PPRIME, CNRS
eurika.kaiser@univ-poitiers.fr

MS64

Bayesian Inference of Biogeochemical-Physical Dy-
namical Models

Abstract not available.

Pierre Lermusiaux
MIT
pierrel@mit.edu

MS64

Structure and Resilience of Two-Dimensional Fluid
Flow Networks

Abstract not available.

Kunihiko Taira
Florida State University
Mechanical Engineering
ktaira@fsu.edu

MS65

Title Not Available

Abstract not available.

Ben Calderhead
Imperial College London

b.calderhead@imperial.ac.uk

MS65

Parallel Adaptive Importance Sampling

Abstract not available.

Simon Cotter
University of Oxford
Mathematical Institute
Simon.cotter@manchester.ac.uk

MS65

Incremental Local Approximations for Computa-
tionally Intensive Mcmc on Targeted Marginals

We introduce approximate MCMC methods to characterize
selected marginals of high-dimensional probability distri-
butions, in a setting where density evaluations are compu-
tationally taxing. Our approach uses importance sampling
to estimate the targeted marginal density, as in pseudo-
marginal MCMC, but combines noisy estimates via local
polynomial or GP approximations to capture the smooth
underlying marginal density. The approach is incremen-
tal in that local approximations are refined as MCMC
sampling proceeds, yielding an asymptotically exact low-
dimensional chain

Andrew D. Davis
MIT
davisad@mit.edu

Youssef M. Marzouk
Massachusetts Institute of Technology
ymarz@mit.edu

MS65

Variance Estimation and Allocation in the Particle
Filter

We introduce estimators of the variance and weakly con-
sistent estimators of the asymptotic variance of particle
filter approximations. These estimators are defined using
only a single realization of a particle filter, and can there-
fore be used to report estimates of Monte Carlo error to-
gether with such approximations. We also provide weakly
consistent estimators of individual terms appearing in the
asymptotic variance, again using a single realization of a
particle filter. When the number of particles in the par-
ticle filter is allowed to vary over time, the latter permits
approximation of their asymptotically optimal allocation.
Some of the estimators are unbiased, and hence generalize
the i.i.d. sample variance to the non-i.i.d. particle filter
setting.

Anthony Lee
Warwick
anthony.lee@warwick.ac.uk

Nick Whitely
Bristol
nick.whiteley@bristol.ac.uk

MS66

Polynomial Chaos-Based Bayesian Inference of K-
Profile Parametrization in a General Circulation
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Model of the Torpical Pacific

We present a Polynomial Chaos (PC)-based Bayesian infer-
ence method for quantifying the uncertainties of K-Profile
Parametrization (KPP) model in MIT General Circulation
Model (MITgcm). The inference of the uncertain param-
eters is based on a Markov Chain Monte Carlo (MCMC)
scheme that utilizes a newly formulated test statistic tak-
ing into account the different components representing the
structures of turbulent mixing on both daily and sea-
sonal timescales in addition to the data quality, and fil-
ters for the effects of parameter perturbations over those
due to changes in the wind. To avoid the prohibitive
computational cost of integrating the MITgcm model at
each MCMC iteration, we build a surrogate model for the
test statistic using the PC method. The traditional spec-
tral projection method for finding the PC coefficients suf-
fered from convergence issues due to the internal noise in
the model predictions. Instead, a Basis-Pursuit-DeNoising
(BPDN) compressed sensing approach was employed that
filtered out the noise and determined the PC coefficients
of a representative surrogate model. The PC surrogate
is then used to evaluate the test statistic in the MCMC
step for sampling the posterior of the uncertain parame-
ters. We present results of the posteriors that indicate a
good agreement with the default values for two parameters
of the KPP model namely the critical bulk and gradient
Richardson; while the posteriors of the remaining parame-
ters were hardly informative.

Ihab Sraj
Duke University
ihab.sraj@gmail.com

Sarah Zedler
University of Texas, Austin
sarah.zedler@gmail.com

Charles Jackson
UTIG
University of Texas at Austin
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Omar M. Knio
Duke University
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Ibrahim Hoteit
King Abdullah University of Science and Technology
(KAUST)
ibrahim.hoteit@kaust.edu.sa

MS66

Field Sensitivity Analysis of the Circulation in the
Gulf of Mexico Using a PC Representation

A global sensitivity analysis is performed of the combined
impact of uncertainties in initial conditions and wind forc-
ing on the circulation in the Gulf of Mexico. To this end,
polynomial chaos surrogates are constructed using a ba-
sis pursuit denoising methodology. The computations re-
veal that whereas local quantities of interest can exhibit
complex behavior that necessitates a large number of re-
alizations, the modal analysis of field sensitivities can be
suitably achieved with a moderate size ensemble.

Guotu Li
Duke
gl81@duke.edu

Mohamed Iskandarani
Rosenstiel School of Marine and Atmospheric Sciences
University of Miami
MIskandarani@rsmas.miami.edu

Matthieu Le Henaff
University of Miami
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Justin Winokur
Duke University
justin.winokur@duke.edu

Olivier P. Le Matre
LIMSI-CNRS
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Omar M. Knio
Duke University
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MS66

Model Reduction for Climate Model Structural
Uncertainty Quantification

A significant source of uncertainty in climate model pre-
dictions is the structural uncertainty arising from mod-
eler choices in numerical approximations and parameteri-
zations, which results in a multi-model ensemble approach
to prediction. We examine the use of reduced models to
emulate the behavior of more complex numerical simula-
tions in order to efficiently explore the uncertainties arising
from different model structures.

Nathan Urban, Cristina Garcia-Cardona, Terry Haut,
Alexandra Jonko
Los Alamos National Laboratory
nurban@lanl.gov, cgarciac@lanl.gov, terryhaut@lanl.gov,
ajonko@lanl.gov

Balu Nadiga
Los Alamos
balu@lanl.gov

Juan Saenz
Los Alamos National Laboratory
juan.saenz@lanl.gov

MS66

Ensemble Variational Assimilation

Ensemble Variational Assimilation (EnsVAR) consists in
perturbing the data to be assimilated according to their er-
ror probability distribution, and then perform variational
assimilation on the perturbed data. EnsVAR achieves
exact Bayesian estimation in the linear Gaussian case.
EnsVAR is implemented on small-dimension chaotic sys-
tems. It achieves a high degree of bayesianity (as mea-
sured by statistical reliability). Its performance compares
favourably with that of other ensemble assimilation algo-
rithms, such as Ensemble Kalman Filter and Particle Fil-
ter.

Olivier Talagrand
Laboratoire de Météorologie Dynamique
Ecole Normale Supérieure
talagrand@lmd.ens.fr
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Mohamed Jardak
aboratoire de Meteorologie Dynamique, Ecole Normale
Superieu
Paris France
mjardak@lmd.ens.fr

MS67

Exploiting Tensor Structure in Bayesian Inverse
Problems

We discuss how to exploit low-rank tensor structure in
high-dimensional inference and data assimilation problems,
treated in a Bayesian setting. In particular, we show how
one can utilize low-rank representations of the likelihood
and dynamics to yield efficient representations of the pos-
terior density. We also use a recently developed continu-
ous extension to the tensor-train decomposition in order to
obtain efficient sampling in areas of large posterior proba-
bility.

Alex A. Gorodetsky
Massachussets Institute of Technology
goroda@mit.edu

Youssef M. Marzouk
Massachusetts Institute of Technology
ymarz@mit.edu

MS67

Bayesian Inversion Using Hierarchical Tensor Ap-
proximations

Recovering equation parameters from real-world measure-
ments is a challenging task that has raised interest in differ-
ent areas of applied mathematics and engineering. When
relying on Bayes’ theorem, the high dimensionality of the
involved integrals often are tackled by sampling methods
which usually only exhibit slow convergence. We present
a novel approach for Bayesian inversion which employs a
recently developed efficient hierarchical tensor representa-
tion of the solution of the forward problem. In the talk, we
outline the advantages of the employed TT-decomposition
and present comparisons with some well-known methods.

Manuel Marschall
TU Berlin
marschall.ma@hotmail.de

Martin Eigel
WIAS Berlin
eigel@wias-berlin.de

Reinhold Schneider
Technische Universitat Berlin
schneidr@math.tu-berlin.de

MS67

Spectral Likelihood Expansions and Nonparamet-
ric Posterior Surrogates

Abstract not available.

Joseph Nagel
ETH Zürich

nagel@ibk.baug.ethz.ch

MS67

Rapid Bayesian Inference on Bayesian Cyclic Net-
works

A new framework is developed for rapid Bayesian infer-
ence, involving probabilistic mappings between continu-
ous and discrete data and model spaces on a quaternary
Bayesian cyclic network. In this method, a continuous data
space is mapped to a discrete data space (order reduction),
and thence to a discrete model space (Bayesian updat-
ing). This is inverted to infer the continuous model space.
The method facilitates rapid Bayesian inference for high-
volume, real-time applications, including turbulent flow
control.

Robert K. Niven
The University of New South Wales, Australia
r.niven@adfa.edu.au
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MS67

Stochastic Collocation Methods for Nonlinear
Probabilistic Problems in Solid Mechanics

Abstract not available.

Joachim Rang
TU Braunschweig, Institute of Scientific Computing
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MS68

Bayesian Models for Uncertainty Quantification of
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Antarctic Ice Shelves

The challenges in quantifying uncertainty in ice model-
ing have their roots in the intricacy of the equations gov-
erning ice dynamics: so much computational power is re-
quired for the accurate simulation of coupled ice sheet/shelf
complexes that only few model runs can be accomplished,
which in turn renders the uncertainty sampling too sparse.
We present a statistical approach with which current (hy-
pothetical or former) ice shelves can be modeled and recon-
structed. By combining spatial processes at various scales
and approximations of break-off processes in a Bayesian
hierarchical model we are able to quantify uncertainties
of ice sheet processes within a straightforward simulation
setting. We illustrate our approach with various contem-
porary Antarctic ice shelves.

Reinhard Furrer
University of Zurich
reinhard.furrer@math.uzh.ch

David Masson
University of Zurich
CelisusPro
david.masson@math.uzh.ch

MS68

An Adaptive Spatial Model for Precipitation Data
from Multiple Satellite over Large Regions

Satellite measurements have of late become an important
source of information for climate features such as precip-
itation due to their near-global coverage. We look at a
precipitation dataset during a 3-hour window over tropical
South America that has information from two satellites.
We develop a flexible hierarchical model to combine in-
stantaneous rain rate measurements from those satellites
while accounting for their potential heterogeneity. Con-
ceptually, we envision an underlying precipitation surface
that influences the observed rain as well as absence of it.
The surface is specified using a mean function centered at
a set of knot locations, to capture the local patterns in the
rainrate, combined with a residual Gaussian process to ac-
count for global correlation across sites. To improve over
the commonly used pre-fixed knot choices, an efficient re-
versible jump scheme is used to allow the number of such
knots as well as the order and support of associated poly-
nomial terms to be chosen adaptively. To facilitate compu-
tation over a large region, a reduced rank approximation
for the parent Gaussian process is employed

Bani Mallick
Department of Statistics
Texas A&M University
bmallick@stat.tamu.edu

MS68

Full Scale Multi-Output Spatial Temporal Gaus-
sian Process Emulator with Non-Seperable Auto-
Covariance Function

Gaussian process emulator with separable covariance func-
tion has been utilized extensively in modeling large com-
puter model outputs. The assumption of separability im-
poses constraints on the emulator and may negatively affect
its performance in some applications where separability
may not hold. We propose a multi-output Gaussian process
emulator with a nonseparable auto-covariance function to
avoid limitations of using separable emulators. In addition,

to facilitate the computation of nonseparable emulator, we
introduce a new computational method, referred to as the
Full-Scale approximation method with block modulating
function (FSA-Block) approach. The FSA-Block is an ef-
fective and accurate covariance approximation method to
reduce computations for Gaussian process models, which
applies to both nonseparable and partially separable co-
variance models. We illustrate the effectiveness of our
method through simulation studies and compare it with
emulators with separable covariances. We also apply our
method to a real computer code of the carbon capture sys-
tem.

Huiyan Sang
Texas A&M University
huiyan@stat.tamu.edu

MS68

Fused Adaptive Lasso for Spatial and Temporal
Quantile Function Estimation

Quantile functions are important in characterizing the en-
tire probability distribution of a random variable, espe-
cially when the tail of a skewed distribution is of inter-
est. This article introduces new quantile function estima-
tors for spatial and temporal data with a fused adaptive
Lasso penalty to accommodate the dependence in space
and time. This method penalizes the difference among
neighboring quantiles, hence it is desirable for applications
with features ordered in time or space without replicated
observations. The theoretical properties are investigated
and the performance of the proposed methods are evalu-
ated by simulations. The proposed method is applied to
particulate matter (PM) data from the Community Multi-
scale Air Quality (CMAQ) model to characterize the upper
quantiles, which are crucial for studying spatial association
between PM concentrations and adverse human health ef-
fects.

Ying Sun
KAUST
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MS69

Innovative Methodologies for Robust Design Opti-
mization with Large Number of Uncertainties

This paper describes the methodologies developed by ES-
TECO in UMRIDA Project and implemented in mode-
FRONTIER software. An adaptive regression methodol-
ogy to reduce number of Polynomial Chaos terms is pro-
posed for the Uncertainty Quantification. About Robust
Design Optimization, a new approach is proposed, based
on min-max definition of the objectives, and on the appli-
cation of Polynomial Chaos for an accurate definition of
percentiles (reliability-based robust design optimization).
Aeronautical CFD test cases are proposed for validation.

Alberto Clarich, Rosario Russo



62 UQ16 Abstracts

Esteco Spa
clarich@esteco.com, russo@esteco.com

MS69

Manufacturing Tolerances in Industrial Turbo-
Machinery Design

Abstract not available.
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MS69

Non-Adaptive Construction of Sparse Polynomial
Surrogates in Computational Aerodynamics

A core ingredient for the construction of polynomial surro-
gates of complex systems is the choice of a dedicated sam-
pling strategy, so as to define the most significant scenarii
to be considered for the construction of such metamodels.
Observing that system outputs may depend only weakly
on the cross-interactions between the variable inputs, one
may argue that only low-order polynomials significantly
contribute to these surrogates. This feature prompts the
use of reconstruction techniques benefiting from the spar-
sity of the outputs, such as compressed sensing. The re-
sults obtained with aerodynamic computations involving
complex fluid flows corroborate this expected trend. In
the mean time, we show how to compute arbitrary mo-
ments of orthogonal polynomials for the statistical analysis
of the outputs from the surrogates. This research has re-
ceived funding from the European Union’s Seventh Frame-
work Programme for research, technological development
and demonstration under grant agreement no ACP3-GA-
2013-60503.

Eric M. Savin
ONERA, France
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MS69

Efficient Usage of 2nd Order Sensitivity for Uncer-
tainty Quantification

We propose a method based on nodal representation of ge-
ometrical uncertainty field. Such discretization leads to a
large set of correlated uncertainties that is too big to be
analyzed with existing methods in reasonable time. The
proposed approach is based on the idea of reducing the
number of analyzed uncertainties. In order to do this one
needs to compute directional 2nd order derivatives. This
approach is expected to give significant gain in computa-

tional time.

Lukas Laniewski-Wollk
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MS70

Dynamic Patterns in the Brain

There is a broad need in neuroscience to understand and
visualize large-scale recordings of neural activity, big data
acquired by tens or hundreds of electrodes recording dy-
namic brain activity over minutes to hours. Such datasets
are characterized by coherent patterns across both space
and time, where many transient events are present at dif-
ferent temporal scales. I will talk about our work applying
dynamic mode decomposition (DMD) to large-scale neural
recordings. As a specific example, we combined spatio-
temporal coherent patterns extracted by DMD with un-
supervised machine learning to identify and characterize
networks of sleep spindles. We uncovered several distinct
sleep spindle networks identifiable by their stereotypical
cortical distribution patterns, frequency, and duration.

Bing W. Brunton
University of Washington
bbrunton@uw.edu

MS70

Multiscale Relations Measure for Categorical Data
and Application to Genomics

Inference of relations between categorical data sets is an
important problem in many areas of computational biology
and bioinformatics. One of the essential problems hereby
emerging - and frequently leading to strongly-biased and
even completely wrong results and interpretations - is in-
duced by the multiscale character of the biological systems,
manifested in a presence of latent/unresolved variables, as
well as in the issue of a model error - resulting from (may
be wrong) a priori mathematical assumptions about the
underlying processes. Combining tools and concepts from
information theory with the exact law of the total prob-
ability, we derive a multiscale relation measure that - in
terms of the underlying mathematical assumptions - is less
restrictive and allows to infer an eventual impact from the
latent variables. At the same time, it has a same leading
order of the computational complexity (linear in the size of
the data statistics) as the standard relation measures. Ap-
plication of this measure to the analysis of single nucleotide
polymorphisms (SNPs) in a part of the human genome re-
veals more complex relation patterns than implied by stan-
dard measures - thereby providing an indication that many
of the interpretations deduced from the genomic data may
be resulting from the bias induced by too restrictive under-
lying mathematical assumptions of the standard measures.
As demonstrated on the test data, allowing for a systematic
distinction between different dependence and independence
combinations of category relations in the data, the pro-
posed measure provides new insights into populational dif-
ferences between SNP relations in the Alzheimer-relevant
gene regions and opens new possibilities for Genome Wide
Association Studies (GWAS).

Susanne Gerber
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MS70

Multi-Resolution Dynamic Mode Decomposition
and Koopman Theory

We integrate the dynamic mode decomposition (DMD)
with a multi-resolution analysis which allows for a de-
composition method capable of robustly separating com-
plex systems into a hierarchy of multi-resolution time-scale
components. A one-level separation allows for background
(low-rank) and foreground (sparse) separation of dynam-
ical data, or robust principal component analysis. The
multi-resolution dynamic mode decomposition is capable of
characterizing nonlinear dynamical systems in an equation-
free manner by recursively decomposing the state of the
system into low-rank terms whose temporal coefficients in
time are known. It also has a strong connection to Koop-
man theory which allows for projecting the nonlinear dy-
namics onto an infinite-dimensional linear operator. DMD
modes with temporal frequencies near the origin (zero-
modes) are interpreted as background (low-rank) portions
of the given dynamics, and the terms with temporal fre-
quencies bounded away from the origin are their sparse
counterparts. The multi-resolution dynamic mode decom-
position (mrDMD) method is demonstrated on several ex-
amples involving multi-scale dynamical data, showing ex-
cellent decomposition results, including sifting the El Nino
mode from ocean temperature data. It is further applied
to decompose a video data set into separate objects mov-
ing at different rates against a slowly varying background.
These examples show that the decomposition is an effective
dynamical systems tool for data-driven discovery.

J. Nathan Kutz
University of Washington
Dept of Applied Mathematics
kutz@uw.edu

MS70

Reduced Order Precursors of Rare Events in Uni-
directional Nonlinear Water Waves

Abstract not available.
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MS70

A Transfer Operator Approach to the Prediction
of Atmospheric Regime Transition

The existence of persistent midlatitude atmospheric flow
regimes with time-scales larger than 510 days and indica-
tions of preferred transition paths between them motivates
to develop early warning indicators for such regime transi-
tions. While ergodic theory provides a valuable framework
for prediction and uncertainty quantification in chaotic or
stochastic systems, only recently has a reduction method
been proposed to approximate transfer operators govern-
ing the evolution of statistics. This method is applied to
a hemispheric barotropic model to develop an early warn-

ing indicator of the zonal to blocked flow transition in this
model. It is shown that the spectrum of the transfer oper-
ators can be used to study the slow dynamics of the flow
as well as the non-Markovian character of the reduction.
The slowest motions are thereby found to have time scales
of three to six weeks and to be associated with meta-stable
regimes (and their transitions). These regimes can be de-
tected as almost-invariant sets of the transfer operators
and are associated regions of low kinetic energy. Further-
more, the reduced operators are used to design an early
warning indicator of transition which is statistical in na-
ture, allowing to asses forecast uncertainty. Even though
the model is highly simplified, the skill of the early warning
indicator is promising, suggesting that the transfer oper-
ator approach can be used in parallel to an operational
deterministic model for stochastic prediction or to assess
forecast uncertainty.

Alexis Tantet
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MS71

The Role of Global Sensitivity Analysis in Inter-
preting Subsurface Processes under Uncertainty

Global sensitivity analysis (GSA) projects uncertainty of
input parameters onto the variance of model responses,
leading to improved characterization of complex systems
and assisting design of measurement networks. GSA is
compatible with model discrimination criteria and allows
assessing contributions of model uncertainty to the over-
all system variability. Examples are presented to showcase
the role of GSA in interpreting groundwater flow/transport
processes, where quantification of uncertainty associated
with model predictions is critical to design management
strategies.

Valentina Ciriello
Università di Bologna
v.ciriello@unibo.it

MS71

Estimating Flow Parameters for the Unsaturated
Zone Using Data Assimilation

Prediction of soil moisture is an important component in
many land surface models. The Ensemble Kalman filter
has become a popular method to integrate time series of
observations into predictions. Updating hydraulic param-
eters in the filter is often done using an augmented state
approach, as parameters might be not known. We discuss
the feasibility of parameter estimation for soils in these
settings with a focus on the presence of model errors and
compare different filters.

Insa Neuweiler
Institute for Fluid Mechanics and Environmental Physics
in C
University of Hannover
neuweiler@hydromech.uni-hannover.de

Daniel Erdal
University of Tübingen, Germany
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MS71

An Adaptive Sparse Grid Algorithm for Darcy
Problems with Log-normal Permeability

In this talk we propose a modified version of the classical
adaptive sparse grid algorithm, that handles non-nested
collocation points and an infinite number of input param-
eters with unbounded support. We then use it to solve
the Darcy equation a with lognormal permeability random
field that has a Matern covariance function. In case of
rough permeability fields, we propose to use the adaptive
sparse grid as a control variate to a Monte Carlo estimator.

Lorenzo Tamellini
EPF-Lausanne, Switzerland,
lorenzo.tamellini@unipv.it

Fabio Nobile
EPFL, Switzerland
fabio.nobile@epfl.ch

Raul F. Tempone
Mathematics, Computational Sciences & Engineering
King Abdullah University of Science and Technology
raul.tempone@kaust.edu.sa

Francesco Tesei
ECOLE POLYTECHNIQUE FEDERALE DE
LAUSANNE
francesco.tesei@epfl.ch

MS72

Uncertainty Quantification Python Laboratory
(UQ-PyL) A GUI For Parametric Uncertainty
Analysis of Large Complex Dynamical Models

This paper describes the newly developed Uncertainty
Quantification Python Laboratory (UQ-PyL), a software
platform designed to quantify parametric uncertainty of
complex dynamical models. UQ-PyL integrates differ-
ent UQ methods, including experimental design, statisti-
cal analysis, sensitivity analysis, surrogate modeling and
parameter optimization. It is written in Python with a
graphical user interface (GUI) and runs on all common
operating systems. In this presentation, we illustrate the
different functions of UQ-PyL through some case studies.

Qingyun Duan
Beijing Normal University
College of Global Change and Earth System Science
qyduan@bnu.edu.cn

Chen Wang
Beijing Normal University
wangchen@mail.bnu.edu.cn

Charles Tong
Lawrence Livermore National Laboratory

tong10@llnl.gov

MS72

Advancements in the Uqlab Framework for Uncer-
tainty Quantification

The UQLab software framework is a Matlab-based modular
platform that allows users from different fields and without
extensive programming background to access and develop
state-of-the-art algorithms for uncertainty quantification.
Since the public beta testing phase started in July 2015,
a number of improvements and new features have been
added, making UQLab appealing to many different applied
research fields. A general overview of the current features
of the framework and selected case studies are presented.

Stefano Marelli
Chair of Risk, Safety and Uncertainty Quantification
Institute of Structural Engineering, ETH Zurich
marelli@ibk.baug.ethz.ch

Christos Lataniotis, Bruno Sudret
ETH Zurich
lataniotis@ibk.baug.ethz.ch, sudret@ibk.baug.ethz.ch

MS72

PSUADE: A Software Toolkit for Uncertainty
Quantification

PSUADE is an software system for analyzing the relation-
ships between the inputs and outputs of general multi-
physics simulation models for the purpose of performing
uncertainty and sensitivity analyses. In this talk the gen-
eral capabilities of PSUADE will be highlighted and its
design will be discussed. Several applications will also be
given to illustrate its capabilities.

Charles Tong
Lawrence Livermore National Laboratory
chtong@llnl.gov

MS73

A Multi-Level Compressed Sensing Petrov
Galerkin Method for the Approximation of
Parametric PDEs

In this talk, we review the use of compressed sensing and
its weighted version in the context of high dimensional
parametric and stochastic PDEs. We see that under some
rather weak summability and ellipticity assumptions, the
polynomial chaos expansion of the solution map shows
some compressibility property. We further derive a multi-
level scheme to speed up the calculations, leading to a
method that has a computational cost in the order of a
single PDE solve at the finest level of approximation and
still has reliable guarantees.

Jean-Luc Bouchot
RWTH Aachen
bouchot@mathc.rwth-aachen.de

Benjamin Bykowski
RWTH Aachen University
benjamin.bykowski@rwth-aachen.de

Holger Rauhut
RWTH Aachen University
Lehrstuhl C für Mathematik (Analysis)
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Christoph Schwab
ETH Zuerich
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MS73

CORSING: Sparse Approximation of PDEs Based
on Compressed Sensing

Establishing an analogy between the sampling of a sig-
nal and the Petrov-Galerkin discretization of a PDE, the
CORSING method can recover the best s-term approx-
imation to the solution with respect to N suitable trial
functions, with s � N , by evaluating the bilinear form
associated with the PDE against a randomized choice of
m � N test functions. This yields an underdetermined
m × N linear system, that is solved by means of sparse
optimization techniques.

Simone Brugiapaglia, Stefano Micheletti
Politecnico di Milano
simone.brugiapaglia@polimi.it,
stefano.micheletti@polimi.it

Fabio Nobile
EPFL, Switzerland
fabio.nobile@epfl.ch

Simona Perotto
MOX - Modeling and Scientific Computing
Dipartimento di Matematica
simona.perotto@polimi.it

MS73

Multilevel Monte-Carlo Hybrids Exploiting Multi-
fidelity Modeling and Sparse Polynomial Chaos

In this talk, we present recent experience in developing
multilevel Monte Carlo (MLMC) methods that relax the
direct tie to a sequence of discretization levels for a partic-
ular model form. Of particular interest are (1) extension
of MLMC methods to the general multifidelity setting with
an ensemble of distinct model forms, and (2) hybridization
with polynomial chaos expansion methods based on sparse
recovery in order to increase statistical estimator perfor-
mance within the MLMC framework. Numerical results
for multiple discretization levels and multiple model forms
will be presented.

Michael S. Eldred
Sandia National Laboratories
Optimization and Uncertainty Quantification Dept.
mseldre@sandia.gov

Gianluca Geraci
University of Stanford
ggeraci@stanford.edu

John D. Jakeman
Sandia National Labs
jdjakem@sandia.gov

MS73

Posterior Concentration and High Order Quasi

Monte Carlo for Bayesian Inverse Problems

We analyze combined Quasi-Monte Carlo quadrature and
Finite Element approximations in Bayesian estimation of
solutions to countably-parametric operator equations with
holomorphic dependence on the parameters considered in
[Cl. Schillings and Ch. Schwab: Sparsity in Bayesian Inver-
sion of Parametric Operator Equations. Inverse Problems,
30, (2014)]. Such problems arise in numerical uncertainty
quantification and in Bayesian inversion of operator equa-
tions with distributed uncertain inputs, such as uncertain
coefficients, uncertain domains or uncertain source terms
and boundary data. It implies, in particular, regularity of
the parametric solution and of the countably-parametric
Bayesian posterior density in SPOD weighted spaces. This,
in turn, implies that the Quasi-Monte Carlo quadrature
methods in [J. Dick, F.Y. Kuo, Q.T. Le Gia, D. Nuyens,
Ch. Schwab, Higher order QMC Galerkin discretization for
parametric operator equations, SINUM (2014)] are applica-
ble to these problem classes, with dimension-independent
convergence rates. We address the impact of posterior con-
centration, due to small observation noise covariance on the
error bounds, and present numerical results.

Christoph Schwab
ETH Zuerich
SAM
christoph.schwab@sam.math.ethz.ch

Josef Dick
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Thong Le Gia
University of New South Wales
Australia
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Robert N. Gantner
ETH Zurich
robert.gantner@sam.math.ethz.ch

MS74

Model Adaptivity in Bayesian Inverse Problems

Many Bayesian inverse problems involve computationally
expensive forward models. When the inference parameters
implicitly define the forward model, an additional com-
plexity arises in choosing appropriate discretizations of the
model parameters and state; this choice affects both the ac-
curacy of the posterior and the convergence rates of poste-
rior sampling schemes. The inference of uncertain parame-
ters in PDEs is one such example. We explore this problem
by developing posterior-focused error estimates and adap-
tivity criteria that combine adaptive procedures for deter-
ministic inverse problems with Markov chain Monte Carlo
sampling.

Jayanth Jagalur-Mohan, Youssef M. Marzouk
Massachusetts Institute of Technology
jagalur@mit.edu, ymarz@mit.edu

MS74

A Multifidelity Stochastic CFD Framework for Ro-
bust Simulation with Gappy Data

We develop a general CFD framework based on multifi-
delity simulations with gappy domains, called gappy simu-
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lation. We combine approximation theory, domain decom-
position, and patch dynamics together with machine learn-
ing techniques, e.g., coKriging, to estimate local boundary
of non-overlapped patches. From gaps between individual
patches, we observe and analyze uncertainty quantification
by two different benchmark problems with general finite
difference methods. Finally, we set the foundations for a
new class of robust algorithm for stochastic CFD.

Seungjoon Lee
Division of Applied Mathematics, Brown University
seungjoon lee@brown.edu

Ioannis Kevrekedis
Princeton University
yannis@princeton.edu

George Em Karniadakis
Brown University
george karniadakis@brown.edu

MS74

Tree-Structured Expectation Propagation for
Stochastic Multiscale Differential Equations

We develop a hierarchical conditional random field model
using tree-structured Expectation Propagation (EP) as a
surrogate for multiscale stochastic PDEs. Hidden variables
are introduced to capture coarse graining effects and are
then integrated out for inference. EP can give predictions
on new inputs as well as quantify uncertainties in the out-
put whilst dealing with the local correlations within the
cliques. We present applications of the model on stochas-
tic ODEs and PDEs.

Demetris Marnerides, Nicholas Zabaras
The University of Warwick
Warwick Centre for Predictive Modelling (WCPM)
dmarnerides@gmail.com, nzabaras@gmail.com

MS74

Multi-Fidelity Simulation of Random Fields by
Multi-Variate Gaussian Process Regression

In this talk outline a general procedure that employs recur-
sive Bayesian network techniques and multiple information
sources with different levels of fidelity to predict the statis-
tical properties of random fluid systems. In particular, we
address the problem of how to construct optimal predic-
tors for quantities of interest such as the temperature field
in stochastic Rayleigh-Benard convection. The effective-
ness of the new algorithms is demonstrated in numerical
examples involving prototype stochastic PDEs.

Lucia Parussini
Università degli Studi di Trieste
lparussini@units.it

Daniele Venturi
University of California, Santa Cruz
venturi@ucsc.edu

MS75

Subset Simulation: Strategies to Enhance the Per-
formance of the Method

Subset Simulation is an adaptive Monte Carlo method that
is efficient for estimating small probabilities in high di-

mensional problems. We present strategies to improve the
MCMC sampling in Subset Simulation. This includes a
simple yet efficient proposal distribution, as well as an al-
gorithm to adaptively learn the spread of the proposal dis-
tribution. Furthermore, we investigate the influence of de-
pendent MCMC seeds on the variability of the computed
probability.

Wolfgang Betz, Iason Papaioannou, Daniel Straub
Engineering Risk Analysis Group
TU München
wolfgang.betz@tum.de, iason.papaioannou@tum.de,
straub@tum.de

MS75

Markov Chain Monte Carlo for Rare Event Relia-
bility Analysis with Nonlinear Finite Elements

Many structural design problems are highly nonlinear and
are often required to have very small probabilities of failure.
Nonlinear finite element analysis can be combined with
Subset Simulation for efficient calculation of rare event
probabilities in physical models with spatially autocorre-
lated material parameters. Reliability analysis for non-
linear problems provides distinct challenges in addition to
those encountered in linear problems. These challenges are
discussed with reference to a practical test case, a footing
on elastoplastic soil.

David K. Green
University of New South Wales
d.k.green@unsw.edu.au

MS75

Multilevel Monte Carlo Methods for Computing
Failure Probability of Porous Media Flow Systems

We study improvements of Monte Carlo (MC) methods
for point evaluation of the cumulative distribution func-
tion of quantities from porous media two-phase flow mod-
els with uncertain permeability. We consider indicators for
the capacity of CO2 storage systems, e.g. sweep efficiency.
We quantify the computational gains using recent MC im-
provements: selective refinement and multilevel MC. Com-
pared to MC, the computational effort can be reduced one
order of magnitude for typical error tolerances.

Fritjof Fagerlund
Department of Earth Sciences
Uppsala University
fritjof.fagerlund@geo.uu.se

Fredrik Hellman
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MS75

Bayesian Updating of Rare Events: The BUS Ap-
proach

We present an efficient framework to performing Bayesian
updating of rare event probabilities, termed BUS. It is
based on a reinterpretation of the classical rejection-
sampling approach to Bayesian analysis, combined with
established methods for estimating probabilities of rare
events. These methods include the First-Order Reliability
Method (FORM), importance sampling methods as well
as subset simulation. We showcase the applicability of the
BUS approach with numerical examples involving stochas-
tic PDEs in one and two-dimensional physical space.

Iason Papaioannou, Wolfgang Betz, Daniel Straub
Engineering Risk Analysis Group
TU München
iason.papaioannou@tum.de, wolfgang.betz@tum.de,
straub@tum.de

MS76

Numerical Integration of Piecewise Smooth Sys-
tems

Many applications involve functions that are piecewise
smooth with kinks or jumps at the interfaces. Provided the
functions are given by evaluation procedures these discon-
tinuities can be located quite accurately and the numerical
purpose, be it high dimensional quadrature or more gen-
eral the numerical integration of dynamical systems can
sometimes be achieved without a significant loss of accu-
racy or efficiency compared to the smooth case. We discuss
suitable scenarios for this to be the case.

Andreas Griewank
HU Berlin, Germany
griewank@yachaytech.edu.ec

MS76

Gpu Acceleration of the Stochastic Grid Bundling
Method for Early-Exercise Options

Pricing early-exercise options under multi-dimensional
stochastic processes is a major challenge in the financial
sector. In this work, a parallel GPU version of the Monte
Carlo based Stochastic Grid Bundling Method (SGBM)
[Shashi Jain and Cornelis W. Oosterlee. The Stochastic
Grid Bundling Method: Efficient pricing of Bermudan op-
tions and their Greeks. Applied Mathematics and Compu-
tation, 269: 412-431, 2015] for pricing multi-dimensional
Bermudan options is presented. To extend the method’s
applicability, the problem dimensionality will be increased
drastically. This makes SGBM very expensive in terms
of computational cost. A parallelization strategy of the
method is developed by employing GPGPU paradigm.

Alvaro Leitao
CWI Amsterdam
a.leitao@cwi.nl

MS76

On Tensor Product Approximation of Analytic
Functions

We discuss tensor products of certain univariate approxi-

mation schemes for multivariate functions that are analytic
in certain polydiscs. In the finite-variate setting we prove
exponential error bounds, while for the infinite-variate case
we prove algebraic and sub-exponential bounds.

Jens Oettershagen
University of Bonn
oettershagen@ins.uni-bonn.de
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Numerical Solution of Elliptic Diffusion Problems
on Random Domains

In this talk, we provide regularity results for the solution to
elliptic diffusion problems on random domains. In partic-
ular, based on the decay of the Karhunen-Loeve expansion
of the domain perturbation field, we establish rates of de-
cay of the solutions derivatives. This anisotropy can be
exploited in a sparse quadrature to compute quantities of
interest of the solution. In combination with parametric fi-
nite elements, we end up with a non-intrusive and efficient
method.
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MS77

Uncertainty Quantification of a Tsunami Model
with Uncertain Bathymetry Using Statistical Em-
ulation

VOLNA, a nonlinear shallow water equations solver, pro-
duces high resolution simulations of earthquake-generated
tsunamis. However, the uncertainties in the bathymetry
(seafloor elevation) have an impact on tsunami waves.
We quantify the bathymetry as random fields which are
parametrised as inputs of VOLNA. Because of the high-
dimensionality of these inputs, we propose a joint frame-
work of statistical emulation with dimension reduction
procedure for uncertainty quantification to obtain reliable
probabilistic assessment of tsunami hazard.

Xiaoyu Liu, Serge Guillas
University College London
xiaoyu.liu.12@ucl.ac.uk, s.guillas@ucl.ac.uk

MS77

A Measure-Theoretic Approach to Parameter Es-
timation

In this talk, we will discuss the application of a new
measure-theoretic approach to parameter estimation. The
measure theoretic approach is based on computing the
probability of events in parameter space, given the proba-
bility of measurable events in data space. We will describe
the application of this methodology to two complex prob-
lems: the estimation of parameter fields within a coastal
ocean model, and the estimation of transport parameters
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in a groundwater contamination model.
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MS77

An Overview of Uncertainty Quantification in Geo-
physical Hazard Analyses

Simulation based studies (and often surrogates to make
UQ tractable) are essential in geophysical hazard analyses
given the rare nature of devastating hazards and limited
observational data. I will give an overview of approaches,
methodologies, and challenges that arise in quantifying
uncertainty in simulation-aided geophysical hazard assess-
ment.

Elaine Spiller
Marquette University
elaine.spiller@marquette.edu

MS77

Uncertainty Quantification About Dynamic Flow,
Frequency, and Initiation of Pyroclastic Flows

Decade-long observations of initiation angles for Pyroclas-
tic Flows at the Soufriere Hills Volcano in Montserrat show
little departure from a uniform distribution on the circle,
but short-term studies tell a different story— angles are
similar for consecutive groups of smaller eruptions between
major dome-collapse events. In the hope of making more
accurate short-term hazard assessment and forecasts, we
build and fit dynamic models of flow, frequency, and initi-
ation angles for Pyroclastic Flows.

Robert Wolpert
Duke University
¡wolpert@stat.duke.edu¿

MS78

Title Not Available

Abstract not available.
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MS78

Uncertainty Quantification in 4D Seismic

In seismic imaging, multiple large data sets are often col-
lected to monitor a producing reservoir. These data are
then analyzed to image changes in the subsurface. Be-
cause of the inherent non-uniqueness of the seismic inverse
problem, it is difficult to determine which changes are real.
This presentation will detail how we can use the multi-
ple data sets available in this case to efficiently compute a
confidence map and relate it to the inherent uncertainties.
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Memorial University of Newfoundland
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MS78

A Randomized Misfit Approach for Data Reduc-
tion in Large-Scale Inverse Problems

We present a randomized misfit approach (RMA) for effi-
cient data reduction in large-scale inverse problems. The
method is a random transformation approach that gener-
ates reduced data by randomly combining the original ones.
The main idea is to first randomize the misfit and then use
the sample average approximation to solve the resulting
stochastic optimization problem. At the heart of our ap-
proach is the blending of the stochastic programming and
the random projection theories, which brings together the
advances from both sides. One of the main results of the
paper is the interplay between the Johnson-Lindenstrauss
lemma and large deviation theory. A tight connection be-
tween the Morozov discrepancy principle and the Johnson-
Lindenstrauss lemma is presented. Various numerical re-
sults to motivate and to verify our theoretical findings are
presented for inverse problems governed by elliptic partial
differential equations in one, two, and three dimensions.

Tan Bui-Thanh
The University of Texas at Austin
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MS78

Sub-sampled Newton Methods and Modern Big
Data Problems

Many data analysis applications require the solution of op-
timization problems involving a sum of large number of
functions. We consider the problem of minimizing a sum
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of n functions over a convex constraint set. Algorithms that
carefully sub-sample to reduce n can improve the computa-
tional efficiency, while maintaining the original convergence
properties. For second order methods, we give quantitative
convergence results for variants of Newtons methods where
the Hessian or the gradient is uniformly sub-sampled.

Farbod Roosta-Khorasani, Michael Mahoney
UC Berkeley
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MS79

Improved Dynamic Mode Decomposition Algo-
rithms for Noisy Data

The dynamic mode decomposition (DMD) algorithm gives
a means to extract dynamical information and models di-
rectly from data. The practical utility of DMD, however,
can be hindered by a sensitivity to noisy data. We show
that DMD is biased to measurement noise, and discuss a
number of noise-robust modifications to the algorithm that
remove this bias. We further demonstrate how these ap-
proaches can be extended to improve related data-driven
modeling algorithms.
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MS79

Temporal Compressive Sensing of Strain Histories
of Compliant Wings for Classification of Aerody-
namic Regimes

Mechanosensory flight control in insects is moderated by
campaniform sensilla or strain sensors along wings that col-
lect information from aerodynamic environment. We spec-
ulate that sparse strain measurements that encode aero-
dynamic loading are sufficient to detect the presence of
fluid instabilities and robustly differentiate aerodynamic
disturbances. To confirm this, strain data is obtained from
a numerical fluid-structure model of a compliant flapping
hawkmoth wing. A comparison of dominant features of
spatial and temporal strain signatures reveals that tem-
poral strain histories are crucial for distinguishing differ-
ent aerodynamic environments. Next, regime identification
is recast as a classification problem of fitting a temporal
strain history into a rich matrix library of frequency fea-
tures obtained from different aerodynamical regimes. By
integrating additive sensor noise, we demonstrate robust
classification of new strain histories into the library using
�1 minimization to promote sparsity in the discriminating
coefficients. Finally we examine classification accuracy for
frequency windows that best separate the signals by inte-

grating compressive sensing and bandlimited sampling of
strain frequency features.

Krithika Manohar
University of Washington, USA
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Uncertainty Analysis - An Operator Theoretic Ap-
proach

Abstract not available.
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MS79

Discovering Dynamics from Measurements, Inputs,
and Delays

Abstract not available.
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Institute for Disease Modeling
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MS80

A Constructive Method for Generating Near Min-
imax Distance Designs

We propose a new class of space-filling designs called ro-
tated sphere packing designs. The approach starts from the
asymptotically optimal positioning of identical balls that
covers the unit cube. Properly scaled, rotated, translated
and extracted, such designs are near optimal in minimax
distance criterion, low in discrepancy, good in projective
uniformity and thus useful in both prediction and numeri-
cal integration purposes. The proposed designs can be con-
structed for any given numbers of dimensions and points.

Xu He
Chinese Academy of Sciences
hexu@amss.ac.cn

MS80

Smoothed Brownian Kriging Models for Computer
Simulations

Gaussian processes have become a common framework for
modeling deterministic computer simulations and produc-
ing predictions of the response surface. This talk discusses
why the ubiquitous radial covaraince assumption is limit-
ing in terms of the long range behavior of the response
surface. To avoid this problem, this talk proposes a new,
non-radial covariance function . Twelve examples indicate
that the use of this covariance can result in better predic-
tions on realistic problems.

Matthew Plumlee
University of Michigan
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MS80

A Submodular Criterion for Space-Filling Design

We propose a new criterion for space-filling design in com-
puter experiments, based on the notion of covering mea-
sure, indexed by a nonnegative scalar q. It is submodular
and is related to the minimax-distance criterion for large
q. Its submodularity implies that a simple greedy opti-
mization yields a design sequence that satisfies guaranteed
efficiency bounds. Various examples compare performance
achieved in terms of minimax optimality for moderate in-
put dimension d to existing space filling methods.

Luc Pronzato, Maria-Joao Rendas
CNRS
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MS80

An Iterative Procedure for Large-scale Computer
Experiments

In this paper we propose an iterative procedure to fit large-
scale computer experiments. This procedure avoids the
computation of matrix inverse, and then yields a class of
computational cheaper and more stable emulators. In ad-
dition, with the interpolation property in each iteration,
our procedure can improve a cheap linear emulator in one
or several iterations. Numerical examples are presented to
illustrate our method. (joint work with Peter Z G Qian)

Shifeng Xiong
Chinese Academy of Sciences
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MS81

A Hybrid Ensemble Transform Filter for High Di-
mensional Dynamical Systems

Data assimilation is the task to combine evolution models
and observational data in order to produce reliable pre-
dictions. In this talk, we focus on ensemble-based recur-
sive data assimilation problems. Our main contribution
is a hybrid filter that allows one to adaptively bridge be-
tween ensemble Kalman and particle filters. While ensem-
ble Kalman filters are robust and applicable to high dimen-
sional problems, particle filters are asymptotically consis-
tent in the large ensemble size limit. We demonstrate nu-
merically that our hybrid approach can improve the per-
formance of both Kalman and particle filters at moderate
ensemble sizes. We also show how to implement the con-
cept of localisation into a hybrid filter, which is key to their
applicability to high dimensional problems.

Walter Acevedo
Institut für Mathematik, Universität Potsdam
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MS81

Bayesian Smoothing and Learning for Multiscale
Ocean Flows

We illustrate a Bayesian inference methodology that al-
lows the joint inference of the state, equations, geometry,
boundary conditions and initial conditions of dynamical
models. The learning methodology combines the adap-
tive reduced-order Dynamically-Orthogonal (DO) stochas-
tic partial differential equations with Gaussian Mixture
Models (GMMs). To learn backward in time, we utilize a
novel Bayesian smoother for high-dimensional continuous
stochastic fields governed by general nonlinear dynamics,
the GMM-DO smoother. Examples are provided for time-
dependent fluid and ocean flows, including Strait flows with
jets and eddies, and multiscale bottom gravity currents.
This is joint work with our MSEAS group at MIT.

Jing Lin, Tapovan Lolla, Pierre Lermusiaux
MIT
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MS81

Stability of Ensemble Kalman Filters

The ensemble Kalman filters are data assimilation methods
for high dimensional, nonlinear dynamical models. Despite
their widespread usage, very little is known about their
long-time dynamical behavior. In this talk, we discuss the
criterions that guarantee the filter ensemble to be time uni-
formly bounded and geometrically ergodic. Contradiction
of these criterions may lead to catastrophic filter diver-
gence through a concrete example. Finally, we show that a
simple adaptive covariance inflation scheme can guarantee
filter stability.

Xin T. Tong
Courant
tong@cims.nyu.edu
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Courant Institute NYU
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MS81

Uncertainty Propagation for Bilinear Pdes: the
Minimax Approach

Abstract not available.

Sergiy Zhuk, Tigran Tchrakian
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MS82

Low-rank Approximation Method for the Solution
of Dynamical Systems with Uncertain Parameters

Low-rank approximation methods are receiving a growing
attention for solving multi-parametric problems, especially
arising in the context of uncertainty quantification. Here,
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we propose a low-rank approximation method, with a sub-
space point of view, for the solution of non linear dynamical
systems with uncertain parameters. The method relies on
the construction of an increasing sequence of time depen-
dent reduced spaces in which the full model is projected
to derive the reduced dynamical system. The basis of the
reduced spaces is selected in a greedy fashion among sam-
ples of the solution trajectories using efficient a posteriori
error estimates.

Marie Billaud-Friess
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MS82

Alternating Iteration for Low-Rank Solution of the
Inverse Stochastic Stokes Equation

High-dimensional partial differential equations arise natu-
rally if spatial coordinates are extended by time and auxil-
iary variables. The latter may account for uncertain inputs
or design parameters. After discretization, the number of
degrees of freedom grows exponentially with the number
of parameters. To reduce the complexity, we can employ
the separation of variables and approximate large vectors
and matrices by a polylinear combination of factors, each
of whose depends only on one variable. One of the most
powerful combinations are Tensor Train and Hierarchical
Tucker decompositions. A workhorse method to compute
the factors directly is the Alternating Least Squares iter-
ation and its extensions. However, it was too difficult to
treat matrices of a saddle point structure via existing al-
ternating schemes. Such matrices appear in an optimal
control problem, where a convex optimization, constrained
by a high-dimensional PDE, is solved via Lagrangian ap-
proach. In this talk, we show how to preserve the saddle-
point structure of the linear system during the alternating
iteration and solve it efficiently. We demonstrate numeri-
cal examples of the inverse Stokes-Brinkman and Navier-
Stokes problems.
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MS82

On the Convergence of Alternating Least Squares
Optimisation in Tensor Format Representations

The approximation of tensors is important for the efficient
numerical treatment of high dimensional problems, but it
remains an extremely challenging task. One of the most
popular approach to tensor approximation is the alternat-
ing least squares method. In our study, the convergence
of the alternating least squares algorithm is considered.

The analysis is done for arbitrary tensor format represen-
tations and based on the multiliearity of the tensor format.
In tensor format representation techniques, tensors are ap-
proximated by multilinear combinations of objects lower
dimensionality. The resulting reduction of dimensionality
not only reduces the amount of required storage but also
the computational effort.
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MS82

Parallel Low Rank Tensor Arithmetics for Extreme
Scale UQ

Solutions of high-dimensional problems can be approxi-
mated as tensors in the Hierarchical Tucker Format, if the
dependency on the parameters fulfills a low rank property.
Our goal is to perform arithmetics for tensors in the Hierar-
chical Format, where a tensor is supposed to be distributed
among several compute nodes, as it may arise from a paral-
lel approximation algorithm. This allows for parallelization
of the arithmetic operations, which are e.g. the truncation
of a tensor to a certain rank or the application of an oper-
ator to a tensor. When the operator as well as the right-
hand side of a PDE are given in the Hierarchical Format,
one can compute the residual of a solution directly in the
Hierarchical Format.
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MS83

A Partial Domain Inversion Approach for Large-
scale Baysian Inverse Problems in High Dimen-
sional Parameter Spaces

While Bayesian inference is a systematic approach to ac-
count for uncertainties, it is often prohibitively expensive
for inverse problems with large-scale forward equation in
high dimensional parameter space. We shall develop a par-
tial domain inversion strategy to only invert for distributed
parameters that are well-informed by the data. This is
an efficient data-driven reduction method for both forward
equation and parameter space. This approach induces sev-
eral advantages over existing methods. First, depending on
the size of truncated domain, solving the truncated forward
equation could be much less computationally demanding.
Consequently, the adjoint (and possibly incremental for-
ward and adjoint equations if Newton-like method is used
is much less computationally intensive. Second, since the
parameter to be inverted for is now restricted, the curse
of dimensionality encountered when exploring the param-
eter spaces (to compute statistics of the posterior density,
for example) is mitigated. We present both deterministic
inversion and statistical inversion with Monte Carlo ap-
proaches.
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MS83

Higher-Order Quasi-Monte Carlo Integration in
Bayesian Inversion

An important problem in uncertainty quantification, in
particular when considering the Bayesian approach to in-
verse problems, is the approximation of high-dimensional
integrals. We consider novel quasi-Monte Carlo (QMC)
methods for tackling such problems, which aim to outper-
form existing methods by achieving higher orders of con-
vergence. The methods presented in this talk are based
on interlaced polynomial lattice rules and allow, for certain
integrands, a convergence behavior of the quadrature er-
ror of O(N−α) with α ≥ 2 [Dick, Kuo, Le Gia, Nuyens,
Schwab, Higher order QMC Petrov-Galerkin discretization
for affine parametric operator equations with random field
inputs. SIAM J. Numerical Analysis 52(6) (2014).], [Gant-
ner, Schwab, Computational Higher Order Quasi-Monte
Carlo Integration (2014).] We mention the assumptions
on the forward model required to obtain these better rates,
and give some results of both forward and Bayesian inverse
UQ of certain partial differential equation (PDE) models
[Dick, Le Gia, Schwab, Higher-order quasi-Monte Carlo in-
tegration for holomorphic, parametric operator equations.
Tech. Rep. 2014-23, Seminar for Applied Mathematics,
ETH Zurich (2014).]
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MS83

Hierarchical Bayesian Level Set Inversion

The level set approach has proven widely successful in the
study of inverse problems, since its systematic development
in the 1990s. Recently it has been employed in the con-
text of Bayesian inversion, allowing for the quantification
of uncertainty within reconstruction methods. However
the Bayesian approach is very sensitive to the length and
amplitude scales encoded in the prior probabilistic model.
This paper demonstrates how the scale-sensitivity can be
circumvented by means of a hierarchical approach, using
a single scalar parameter. Together with careful consid-
eration of the development of algorithms which encode
probability measure equivalences as the hierarchical pa-
rameter is varied, this leads to well-defined Gibbs based
MCMC methods found by alternating Metropolis-Hastings
updates of the level set function and the hierarchical pa-

rameter. These methods are demonstrated to outperform
non-hierarchical Bayesian level set methods.
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MS83

Discrete Monge-Kantorovich Approach for Sam-
pling Bayesian Posteriors

Sampling techniques are important for large-scale high di-
mensional Bayesian inferences. However, general-purpose
technique such as Markov chain Monte Carlo is intractable.
We present an ensemble transform algorithm that is rooted
from a discretization of the Monge-Kantarovich transport
problem. The method transforms the prior ensemble to
posterior one via a sparse optimization. We develop meth-
ods to accelerate the computation of the transformation.
Numerical results for large-scale Bayesian inverse problems
governed by PDEs will be presented.
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MS84

Uncertainty Quantification for Modeling Night-
Time Ventilation in Stanford’s Y2E2 Building

A variety of models, ranging from box models that solve for
the volume-averaged air and thermal mass temperatures to
detailed CFD models, can be used to predict natural ven-
tilation performance. The simplifications and assumptions
introduced in these models can result in significant uncer-
tainty in the results. This study investigates the predictive
capability of a box model and a CFD model for night-flush
ventilation in the Y2E2 building, and compares the results
with available temperature measurements.

Catherine Gorlé, Giacomo Lamberti
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MS84

Epistemic Uncertainty Quantification of the Sec-
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ond Moment Closure Turbulence Modeling Frame-
work

Predictive turbulence calculations require that the uncer-
tainty in various constituent closures is quantified. We
propose that uncertainty quantification must commence at
the Reynolds stress closure level. The Reynolds stress ten-
sor provides an insufficient basis to describe the internal
structure of a turbulent field, expressly its dimensionality.
It is demonstrated that this leads to an inherent degree
of uncertainty in classical models for turbulent flows. We
quantify the propagation of this epistemic uncertainty for
different regimes of mean flow. It is exhibited that the mag-
nitude of this uncertainty is dependent not just upon the
dimensionality of the turbulent field, but to a greater de-
gree upon the nature of the mean flow. Finally, we analyze
the qualitative and quantitative effects of the non-linear
component of pressure on this systemic uncertainty.
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MS84

Reducing Epistemic Uncertainty of Fluid-
Structure Instabilities

Aeroelastic problems contain a computationally inten-
sive aerodynamic part, and a relatively cheap structure
part. Two reduced-order modeling strategies based on
system identification, namely AutoRegression with eX-
ogenous inputs (ARX), and a Linear Parameter Varying
(LPV) model, are employed to build a reduced aerody-
namic solver. This model is then coupled with the full-
order structural solver in order to update the aeroelastic
solution. Propogating uncertainty on structural parame-
ters becomes cheap, and Bayesian idenification of stability
boundaries is performed.
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MS84

Quantifying and Reducing Model-Form Uncertain-
ties in Reynolds Averaged Navier-Stokes Simula-
tions: An Open-Box, Physics-Based, Bayesian Ap-
proach

RANS models are the workhorse tools for turbulent flow
simulations in engineering design an optimization. For
many flows the turbulence models are by far the most
important source of uncertainty in RANS simulations.
In this work we develop an open-box, physics-informed
Bayesian framework for quantifying model-form uncertain-
ties in RANS simulations. An iterative ensemble Kalman
method is used to assimilate the prior knowledge and ob-
servation data. The framework is a major improvement

over existing black-box methods.
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MS85

Calibration of Velocity Moments from Experimen-
tal and Les Simulation Data

Reynolds Averaged Navier Stokes (RANS) are the
workhorse of turbulence simulations, but the parameters
vary from problem to problem and require setting from ex-
ternal sources. A key parameter is turbulent kinetic energy,
TKE, a second moment of the turbulent velocity statis-
tics. Here we study verification, validation and uncertainty
quantification for this quantity, while addressing three very
distinct flows, related to inertial confinement fusion, solar
energy collectors and meteorological wind currents.
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MS85

Uncertainty Quantification for the Simulation of
Bubbly Flows

The direct numerical simulation method for bubbly flows
based on the front tracking technique has been used for the
simulations of the propagation of linear and shock waves.
The uncertatinties in the quantity of interests (QoI) such
as the peak pressures and the collapse time depending on
the initial conditions are studied. The goal is to reduce the
uncertainties in the QoI based on the collection of initial
conditions and perform efficient simulations to predict the
collapse of cavitation bubbles.
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Model Validation for Porous Media Flows

We present a new Bayesian framework for the validation of
subsurface flow models. We use a compositional model to
simulate CO2 injection in a core, and compare simulated
to observed saturations. We first present computational
experiments involving a synthetic permeability field. They
show that the framework captures almost all the informa-
tion about the heterogeneity of the permeability field of
the core. We then apply the framework to real cores, using
data measured in the laboratory.
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Recent Developments in High-Order Stochastic Fi-
nite Volume Method for the Uncertainty Quantifi-
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cation in Cfd Problems

We develop the Stochastic Finite Volume (SFV) method
for uncertainty quantification based on the parametriza-
tion of the probability space and the numerical solution
of an equivalent high-dimensional deterministic problem.
To this end, standard numerical approaches like finite vol-
ume or discontinuous Galerkin can be used to approximate
the numerical solution of the parametrized equations, thus
allowing for a natural way to achieve a high order of ac-
curacy and an easy calculation of the statistical quantities
of interest at the postprocessing stage. We derive the er-
ror estimates for the mean and variance resulting from the
SFVM and show that the convergence rates of the sta-
tistical quantities are equivalent to the convergence rates
of the deterministic solution. We have also proposed an
anisotropic discretization of the stochastic space which in-
creases the computational efficiency of the SFV method.
The resolution capabilities of the SFV method are com-
pared to Multi-Level Monte carlo method. We finally gen-
eralize the SFVM approach and apply the DG discretiza-
tion on the unstructured triangular (in 2D) or tetrahedral
(in 3D) grids in the physical space. We demonstrate the
efficiency the implemented method on various numerical
tests.
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MS86

Machine Learning Assisted Sampling Algorithm for
Inverse Uncertainty Quantification

An efficient Bayesian sampling algorithm for calibration of
subsurface reservoirs is proposed. It builds on the nested
sampling (NS) algorithm [Skilling, 2006] for obtaining sam-
ples from the posterior distribution of the model parame-
ters. The main idea of nested sampling is to reformulate
the posterior sampling problem into a sequence of likeli-
hood constraint prior sampling sub-problems with increas-
ing complexity. Initially, the likelihood constraint is set
to a low value and the prior constrained sampling is rel-
atively easy to perform. At later stages of the NS algo-
rithm, the likelihood constraint is set to higher value and
the constrained sampling is much harder to perform. In
the current work, we combine nested sampling with a ma-
chine learning based classification algorithm to accelerate
the constrained sampling step. Further, we apply an an-
nealing technique for problems with very localized regions
of attraction. This results in two-way splitting of the poste-
rior sampling problem both in the likelihood value (using
nested sampling) and in the likelihood surface complex-
ity (using an annealing schedule). Numerical evaluation is
presented for calibration and prior model section of nonlin-

ear problems representing the two-phase flow in subsurface
reservoirs.
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Application of Multilevel Concepts for Uncertainty
Quantification in Reservoir Simulation

Uncertainty quantification is an important task in reservoir
simulation. The main idea of uncertainty quantification
is to compute the distribution of a quantity of interest,
for example, field oil production rate. That uncertainty,
then feeds into the decision making process. A statisti-
cally valid way of quantifying the uncertainty is a Markov
Chain Monte Carlo (MCMC) method, such as Metropolis-
Hastings (MH). MH can be prohibitively expensive when
the function evaluates take a long time as is the case in
reservoir simulation. There are different techniques accel-
erate the convergence for MH, e.g., Hamiltonian Monte
Carlo (HMC) and Multilevel Markov Chain Monte Carlo
(MLMCMC). MLMCMC is based on using the multilevel
concept to accelerate the MH convergence. In this paper,
we show how to use the multilevel concept in different sce-
narios for quantifying uncertainty in reservoir simulation.
We discuss the performance of the new techniques based
on the result for real field in the central Gulf of Mexico.

Doaa Elsakout
Heriot-Watt University
doaa.elsakout@pet.hw.ac.uk

Mike Christie
Heriot-Watt University, UK
Mike.Christie@pet.hw.ac.uk

Gabriel J. Lord
Heriot-Watt University
g.j.lord@ma.hw.ac.uk

MS86

Accelerating Uncertainty Quantification with
Proxy and Error Models

To reduce the computational cost of stochastic approaches
in hydrogeology, one often resorts to approximate flow
solvers (or proxy). Error models are then necessary to
correct proxy responses for inference purposes. We pro-
pose a new methodology based on machine learning tools
and we employ an iterative scheme to construct an error
model that allows us to improve and evaluate its perfor-
mance. The results are illustrated with a nested sampling
example.
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Bayesian Hierarchical Model in Spatial Inverse
Problems

We consider a Bayesian approach to nonlinear inverse prob-
lems in which the unknown quantity is a random spatial
field. The Bayesian approach contains a natural mecha-
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nism for regularization in the form of prior information,
can incorporate information from heterogeneous sources
and provide a quantitative assessment of uncertainty in
the inverse solution. The Bayesian setting casts the in-
verse solution as a posterior probability distribution over
the model parameters. Karhunen- Loeve expansion is used
for dimension reduction of the random spatial field. Fur-
thermore, we use a hierarchical Bayes model to inject mul-
tiscale data in the modeling framework. In this Bayesian
framework, we show that this inverse problem is well-posed
by proving that the posterior measure is Lipschitz continu-
ous with respect to the data in total variation norm. Com-
putational challenges in this construction arise from the
need for repeated evaluations of the forward model (e.g.
in the context of MCMC) and are compounded by high
dimensionality of the posterior. We develop two-stage re-
versible jump MCMC which has the ability to screen the
bad proposals in the first inexpensive stage. Numerical re-
sults are presented by analyzing simulated as well as real
data from hydrocarbon reservoir.
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Multi-Index Stochastic Collocation

We present the novel Multi-Index Stochastic Collocation
method (MISC) for computing statistics of the solution of
a PDE with random data. MISC is a combination tech-
nique using mixed differences of spatial approximations
and quadratures over random data. We provide (i) an op-
timal selection of the most effective mixed differences to
include in MISC, (ii) a complexity analysis and (iii) a nu-
merical study showing its effectiveness, comparing it with
other related methods available in the literature.
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MS87

Best S-Term Polynomial Approximations Via Com-
pressed Sensing for High-Dimensional Parameter-
ized Pdes

In this talk we present a weighted �1 minimization, with a
novel choice of weights, and a new iterative hard thresh-
olding method that both exploit the structure of the best
s-term polynomial approximation of parameterized PDEs.
In addition, we extend the compressed sensing (CS) ap-
proach to multidimensional Hilbert-valued signals. Fi-
nally, the recovery of our proposed methods is established

through an improved estimate of restricted isometry prop-
erty (RIP), whose proof will also be discussed. Numerical
tests will be provided for supporting the theory and demon-
strating the efficiency of our new CS methods compared to
those in the literature.
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Domain Uncertainty for Navier Stokes Equations

We analyze sparsity and regularity of viscous, incompress-
ible flow under uncertainty of the domain of definition.
Various versions of domain variation are considered, and
the continuous dependence as well as regularity of flow field
with respect to variations in the domain are investigated.
Sparsity results of the flow field with respect to a countable
family of parameters for the domain are established.
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Gradient-Enhanced Stochastic Collocation Ap-
proximations for Uncertainty Quantification

The talk is concerned with stochastic collocation methods
with gradient informations, namely, we consider the case
where both the function values and derivative informations
are avaliable . Particular attention will be given to discrete
least-squares and the compressive sampling methods. Sta-
bility results of these approaches will be presented.
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Sensitivity Analysis Methods for Uncertainty Bud-
geting in System Design

This talk presents a new approach to defining and man-
aging budgets on the acceptable levels of uncertainty in
design quantities of interest. Examples of budgets are the
allowable risk in not meeting a critical design constraint
and the allowable deviation in a system performance met-
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ric. A sensitivity-based method analyzes the effects of de-
sign decisions on satisfying those budgets, and a multi-
objective optimization formulation permits the designer to
explore the tradespace of uncertainty reduction activities
while also accounting for a cost budget.
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A Full-Space Approach to Stochastic Optimization
with Simulation Constraints

Full-space methods are an attractive alternative to
reduced-space approaches when dealing with nonlinear or
rank-deficient simulation constraints in engineering ap-
plications. We analyze the theoretical and computa-
tional challenges that arise when the simulation con-
straints include random inputs. For problems constrained
by PDEs we discuss several discretization strategies, and
present scalable solvers for optimality systems arising in a
composite-step sequential quadratic programming scheme.
Numerical examples include risk-averse control of thermal
fluids.
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MS88

Uncertainty Quantification for Subsurface Flow
Problems

The Ensemble Kalman filter (EnKF) has had enormous
impact on the applied sciences since its introduction in the
1990s by Evensen and coworkers. In this talk, we will dis-
cuss an analysis of the EnKF based on the continuous time
scaling limits, which allows to study the properties of the
EnKF for fixed ensemble size. The theoretical considera-
tions give useful insights into properties of the method and
provide tools for a systematic development and improve-
ment. Results from realistic petroleum engineering prob-
lems with real datasets supporting the theoretical findings
will be presented.
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Risk Averse Optimization for Engineering Appli-
cations

Engineering applications often require solutions to multi-
ple optimization problems including inversion, control, and
design, in addition to addressing a variety of uncertainties.
We demonstrate a strategy that couples uncertainties be-

tween inversion and control under uncertainty using risk
measures. We demonstrate both risk neutral and CVaR
in the context of finding a robust control strategy for the
management of atmospheric trace gases.
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Integrating Reduced-order Models in Bayesian In-
ference via Error Surrogates

Sampling methods (e.g., MCMC) for statistical inversion
can require hundreds of ‘forward solves’ with a compu-
tational model. For tractability, high-fidelity models are
often replaced with inexpensive surrogates, e.g., reduced-
order models (ROMs). However, the epistemic uncertainty
introduced by such surrogates is commonly ignored, which
leads to errors into the posterior distribution. In this work,
we show that employing reduced-order model error surro-
gates (ROMES) allows ROMs to be rigorously employed
for rapid yet rigorous statistical inversion.
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EIM/GEIM and PBDW Approaches with Noisy
Informations

The empirical interpolation method (EIM) and its gen-
eralization (GEIM) together with the parametrized-
background data-weak (PBDW) approach to variational
data assimilation allow to reconstruct states from data in
cases where one has some information on the process under
consideration. This information is stated through a man-
ifold of the states we are interested in. This manifold can
be e.g. the set of all solutions to some parameter depen-
dent PDE. Data are generally noisy and the reconstruction
has to take this fact into account. In this talk we are in-
terested in the situation where we want to place optimally
the different devices for data acquisition, those possibly i)
having a different price, ii) related to a different precision
in the measurement and iii) measuring different quantities.
The challenge is then, within a given budget, to choose and
place the devices so that the knowledge of the state will be
the most accurate.
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Model and Error Reduction for Inverse UQ Prob-
lems Governed by Unsteady Nonlinear Pdes

We propose a new Reduced Basis Ensenble Kalman Filter
(RB-EKF) for the efficient solution of inverse UQ prob-
lems governed by unsteady nonlinear PDEs. Exploiting a
Bayesian framework, we combine the RB method for the ef-
ficient approximation of the forward problem, an ensemble
Kalman filter, and suitable reduced error models to keep
under control the propagation of reduction errors. We ap-
ply the resulting RB-EKF for identifying both state and
parameters/parametric fields in some examples of interest.
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MS89

Goal-oriented Error Estimation

We consider a quantity of interest (QoI), as a functional of
the solution of a large system of equations, whose numeri-
cal solution is computationally costly. Metamodelling tech-
niques yield a surrogate QoI, which is faster to compute,
but can deviate from the original QoI. We apply deter-
ministic (dual-based) and probabilistic methods to derive
an error bound between these two quantities of interest.
This explicitly computable bound make scarce assumptions
about the QoI and the metamodelling technique.
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MS90

Adaptive Simulation for Large Deviations Condi-
tioning

Abstract not available.

Florian Angeletti
National Institute for Theoretical Physics
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angeletti@achronie.fr

MS90

Rare Event and Subset Simulation for Discontinu-
ous Random Variables

Subset Simulation (SS) aims at estimating extreme proba-
bilities of the form P [f(U) > q] when f is the real-valued
output of a computationally expensive code and U is a
random vector. Discontinuities in the cumulative distribu-
tion function of f(U) can make the usual SS estimator not
consistent. We present a new consistent version that can
be applied without any hypothesis on the discontinuities
and that has the same properties as the usual estimator in
absence of discontinuity.

Clément Walter
Commissariat a l’Energie Atomique et aux Energies
Alternativ
Universite Paris Diderot
walter@math.univ-paris-diderot.fr

MS90

A Surrogate Accelerated Multicanonical Monte
Carlo Method for Uncertainty Quantification

In this work we consider a class of uncertainty quantifi-
cation problems where the system performance or relia-
bility is characterized by a scalar parameter y. The per-
formance parameter y is random due to the presence of
various sources of uncertainty in the system, and our goal
is to estimate the probability density function of y. We
propose to use the multicanonical Monte Carlo (MMC)
method, a special type of adaptive importance sampling
algorithm, to compute the PDF of interest. Moreover, we
develop an adaptive algorithm to construct local Gaussian
process surrogates to further accelerate the MMC itera-
tions. With numerical examples we demonstrate that the
proposed method can achieve several orders of magnitudes
of speedup over the standard Monte Carlo method.

Keyi Wu, Jinglai Li
Shanghai Jiaotong University
wukeyi@sjtu.edu.cn, jinglaili@sjtu.edu.cn

MS90

Uniformly Efficient Simulation for the Supremum
of Gaussian Random Fields

In this talk, we consider rare-event simulation of the tail
probabilities of Gaussian random fields. In particular, we
design importance sampling estimators that are uniformly
efficient for a family of Gaussian random fields with differ-
ent mean and variance functions.

Gongjun Xu
School of Statistics
University of Minnesota
xuxxx360@umn.edu

MS91

Openturns for Uncertainty Quantification

OpenTURNS is a scientific C++ library which aims at
modeling the uncertainty of inputs of a deterministic sim-
ulation and propagating the uncertainties through the
model. This library is developed with the open source
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LGPL license by four partners: EDF, Airbus Group,
Phimeca Engineering and IMACS. Also provided as a
Python module, it gathers a growing community of users
from various industries.

Michael Baudin
EDF R&D
michael.baudin@edf.fr

Anne Dutfoy
EDF, Clamart, France
Anne.Dutfoy@edf.fr

Anne-Laure Popelin
EDF R&D
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MS91

Uranie: the Uncertainty and Optimization Plat-
form

URANIE developed by CEA is a framework to deal
with uncertainty and sensitivity analysis, code calibration
and design optimization. URANIE is a free and Open
Source multi-platform (Linux and Windows) based on the
data analysis framework ROOT, an object-oriented and
petaflopic computing system developed by the CERN. This
framework offers several useful functionalities as advanced
visualization, powerful data storage and access in several
format (ASCII, binary, SQL) and a C++ interpreter.

Fabrice Gaudier, Jean-Marc Martinez
CEA
fabrice.gaudier@cea.fr, jean-marc.martinez@cea.fr
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CEA Saclay, France
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MS91

’Mystic’: Highly-constrained Non-convex Opti-
mization and Uncertainty Quantification

Highly-constrained, large-dimensional, and nonlinear op-
timizations are at the root of many difficult problems in
uncertainty quantification (UQ), risk, operations research,
and other predictive sciences. The prevalence of parallel
computing has stimulated a shift from reduced-dimensional
models toward more brute-force methods for solving high-
dimensional nonlinear optimization problems. The ‘mys-
tic’ software enables the solving of difficult UQ problems
as embarrassingly parallel non-convex optimizations; and
with the OUQ algorithm, can provide validation and cer-
tification of standard UQ approaches.

Michael McKerns
California Institute of Technology
mmckerns@caltech.edu

MS91

Promethee Environment for Computer Code Inver-
sion

The Promethee project aims at spreading design of com-
puter experiments in common engineering practice for
many fields of applications. This full stack implementation
embeds both distributed computing service, input/output
coupling with the targeted computer code and a graphi-

cal user interface including the design algorithm. The case
study focuses on the Stepwise Uncertainty Reduction algo-
rithm for determination of safety limit in neutronics criti-
cality assessment.

Yann Richet
Institut de Radioprotection et de Sreté Nucléaire
yann.richet@irsn.fr

Gregory Caplin
IRSN
gregory.caplin@irsn.fr

MS92

Robust Gaussian Stochastic Process Emulation

We consider parameters estimation problems in Gaussian
Stochastic Processes (GaSP), which are widely used in
computer model emulation. We obtain theoretical results
for estimating parameters in a robust way through poste-
rior modes. These results are applicable to many corre-
lation functions, e.g power exponential, Matern, rational
quadratic and spherical correlation, along with general de-
signs. Numerical results are studied to demonstrate our
better performance than some other methods and R pack-
ages.

Mengyang Gu, James Berger
Duke University
mg211@stat.duke.edu, berger@stat.duke.edu

MS92

Bayesian Inference of Manning’s N Coefficient of a
Storm Surge Model: An Ensemble Kalman Filter
Vs. a Polynomial Chaos-Mcmc

Bayesian inversion is commonly used to quantify and re-
duce the uncertainties in coastal ocean models, especially
in the framework of parameters estimation. The posterior
of the parameters to be estimated is then computed con-
ditioned on available data, either directly using a MCMC
method, or by sequentially processing the data following a
data assimilation method. The latter approach is heavily
exploited in large dimensional state estimation problems
and has the advantage to accommodate a large number
of parameters without, assumingly, increase in computa-
tional cost. However, only approximate posteriors may be
obtained by this approach due to the restricted Gaussian
prior and noise assumptions that are generally imposed.
This contribution aims at evaluating the effectiveness of us-
ing an ensemble Kalman-based assimilation method for pa-
rameters estimation of a realistic coastal model against an
adaptive MCMC Polynomial Chaos (PC)-based approach.
We focus on quantifying the uncertainties of the ADCIRC
community model w.r.t. the Manning coefficient. We test
both constant and variable Manning coefficients. Using
realistic OSSEs, we apply an ensemble Kalman filter and
the MCMC method based on a surrogate of ADCIRC con-
structed by a non-intrusive PC expansion, and compare
both approaches under identical scenarios. We further
study the sensitivity of the estimated posteriors with re-
spect to the inversion method parameters, including en-
semble size, inflation factor, and PC order.

Adil Sripitana
King Abdullah University of Science and Technology
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Talea Mayo
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MS92

Adjoint Based Methods for Numerical Error Es-
timation and Surrogate Construction For Uq and
Inverse Problems

In this talk, we will summarize recent work on using ad-
joint based numerical error estimation of PDE solvers to
inform surrogate construction and use in uncertainty quan-
tification. While, it is common to assume that such error
is small and does not affect UQ procedures it is often the
case that for complex problems and large ensembles (es-
pecially for extreme values of parameters) some members
of the ensemble can have very large numerical errors. We
will show that systematic use of well established numerical
error estimates can inform surrogate construction amelio-
rating these problems.

Abani K. Patra
SUNY at Buffalo
Dept of Mechanical Engineering
abani.patra@gmail.com
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University at Buffalo, SUNY
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Elaine Spiller
Marquette University
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MS92

Source Parameter Estimation For Volcanic Ash
Transport and Dispersion Using Polynomial Chaos
Type Surrogate Models

We present a framework for probabilistic volcanic ash
plume forecasting using an ensemble of simulations, guided
by Conjugate Unscented Transform (CUT) method for
evaluating integrals. This ensemble is used to construct a
polynomial chaos expansion that can be sampled cheaply,

to either provide a forecast or combined with a minimum
variance condition, to provide a full posterior pdf of the
uncertain source parameters, based on observed satellite
imagery.
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MS93

Learning About Physical Parameters: the Impor-
tance of Model Discrepancy

We illustrate through a simple example that calibration
without account for model discrepancy (model error) may
lead to biased and over-confident parameter estimates and
predictions. Incorporating model discrepancy is difficult
since it is confounded with calibration parameters, which
will only be resolved with meaningful priors. For our simple
example, we model the model-discrepancy via a Gaussian
process and demonstrate that our prediction within the
range of data is correct, but only with realistic priors on the
model discrepancy do we uncover true parameter values.

Jenny Brynjarsdottir
Case Western Reserve University
Dept. of Mathematics, Applied Mathematics and
Statistics
jxb628@case.edu

Anthony O’Hagan
Univ. Sheffield, UK
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MS93

Bayesian Estimates of Model Inadequacy in
Reynolds-Averaged Navier-Stokes

Errors due to turbulence modeling are the only uncon-
trolled source of error in RANS simulations of perfect gases.
We compare two recently proposed methods for estimat-
ing turbulence modeling errors, based on model coefficient
and model-form uncertainty. We examine their accuracy
in several high Reynolds number flows, and compare the
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resulting error estimates to discretization error. The goal
is a better understanding of mesh-resolution requirements
in RANS simulations.
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MS93

A Bayesian Viewpoint to Understanding Model Er-
ror

When combining massive data sets with complex physical
models, one has to take into account ”model error”. We
consider the problem of state prediction under an imperfect
model, using a Bayesian approach. The underlying pro-
cess is an advection-diffusion equation. Our results show
that the prediction ability of a simple working model is in-
creased significantly when accounting for model error, even
though the right dynamics are not captured.

Mark Berliner
The Ohio State University
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Radu Herbei
Ohio State
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MS93

Density Estimation Framework for Model Error
Quantification

The importance of model error assessment during physical
model calibration is widely recognized. We highlight the
challenges arising in conventional statistical methods ac-
counting for model error, and develop a density estimation
framework to quantify and propagate uncertainties due to
model errors. The reformulated calibration problem is then
tackled with Bayesian techniques. We demonstrate the key
strengths of the method on both synthetic cases and on a
few practical applications.
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MS94

Multilevel Drift-Implicit Tau Leap

In biochemical reactive systems with small copy numbers of
one or more reactant molecules, stochastic effects are often
dominant. In such systems, those characterized by having
simultaneously fast and slow time scales, the existing dis-
crete space-state stochastic path simulation methods such
as the stochastic simulation algorithm (SSA) and the ex-
plicit tau-leap method can be very slow. In this work, we
propose a fast and efficient Multilevel Monte Carlo method
that uses drift-implicit tau-leap approximations.

Chiheb BenHammouda
King Abdullah University for Science and Technology
chiheb.benhammouda@kaust.edu.sa

MS94

MLMC for Multi-Dimensional Reflected Diffusions

The talk will discuss the combination of adaptive time
stepping with multilevel Monte Carlo (MLMC) applied
to multi-dimensional reflected diffusions. By refining the
timestep as the path approaches the boundary, the accu-
racy is significantly improved for a given computational
cost per path. Overall, it is possible to achieve a root-
mean-square accuracy of ε for a computational cost which
is O(ε−2), and could potentially be further improved by
using multilevel quasi-Monte Carlo methods. Both numer-
ical results and supporting numerical analysis will be pre-
sented.
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Brown University
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MS94

Monte Carlo Methods and Mean Field Approxima-
tion for Stochastic Particle Systems

I discuss using single level and Multilevel Monte Carlo
(MLMC) methods to compute quantities of interests of
a stochastic particle system in the mean-field. In this
context, the stochastic particles follow a coupled system
of Ito stochastic differential equations (SDEs). Moreover,
this stochastic particle system converges to a stochastic
mean-field limit as the number of particles tends to infin-
ity. In this talk, I start by recalling the results that first
appeared in (Haji-Ali, 2012) where I developed different
versions of MLMC for particle systems, both with respect
to time steps and number of particles and proposed us-
ing particle antithetic estimators for MLMC. In that work,
I showed moderate savings of MLMC compared to Monte
Carlo. Next, I expand on these results by proposing the use
of our recent Multi-index Monte Carlo method to obtain
improved convergence rates.

Abdul Lateef Haji Ali
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MS94

Multilevel Monte Carlo Approximation of Quan-
tiles

The multilevel Monte Carlo method has been established
as a computationally efficient sampling method for approx-
imating moments of uncertain system outputs. Its use for
statistical objects that cannot be expressed as moments,
however, has not yet received much attention. An exam-
ple of such an object is the quantile, which has become an
integral part in many applications, such as in robust opti-
mization. In this talk we discuss multilevel Monte Carlo
techniques allowing a quantile estimation.
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MS95

High Dimensional Bayesian Optimization Via Ran-
dom Embeddings Applied to Automotive Design

Bayesian optimization using random embeddings has been
shown to efficiently deal with high number of variables un-
der the assumption that only a few of them actually are
influential. We discuss in particular the choice of the ran-
dom matrix defining the linear embedding and of the co-
variance kernel for the Gaussian process surrogate model.
We further adapted the method to deal with a test case
in car crash-worthiness in constrained and multi-objective
optimization setups.
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MS95

Multi-Objective Bayesian Optimization: Calibrat-
ing a Tight Gas Condensate Well in Western
Canada

The history matching process of physical high dimensional

models is a costly task. We apply Gaussian Processes for
both single-objective and multi- objective calibration using
real multi-stage horizontal gas condensate well data from
the Montney Formation in Western Canada. The results
show a quick convergence in less than 100 simulations for
this 20-dimensional problem. The resulting Pareto front
showed a quick convergence with a good match quality in
less than 200 simulations.
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MS95

Scalable Bayesian Optimization

Bayesian optimization is an effective approach to find the
global extremum of functions that are expensive to evalu-
ate. In this work we propose a scalable parallelization of
this technique that outperforms, in wall-clock time, previ-
ous results in the literature. A new open source python
framework, GPyOpt, with an efficient implementation of
this and other Bayesian optimization techniques is also pre-
sented as a complement to our work.
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MS96

A Variational Bayesian Sequential Monte Carlo Fil-
ter for Large-Dimensional Systems

This work considers the Bayesian filtering problem in high-
dimensional nonlinear state-space systems for which clas-
sical Particle Filters (PFs) are impractical due to the pro-
hibitive number of required particles to obtain reasonable
performances. To deal with the curse of dimensionality,
we resort to the variational Bayesian approach to split
the state-space into low-dimensional subspaces, and subse-
quently apply one PF to each subspace. The propagation
of each particle in the resulting filter requires generating
one particle only, in contrast with the existing multiple
PFs for which a set of (children) particles needs to be gen-
erated. After describing the proposed filter, we present
numerical results to evaluate its behavior and to compare
its performances against the standard PF and a multiple
PF.

Boujemaa Ait-El-Fquih
KAUST
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MS96

Forward Backward Doubly Stochastic Differential
Equations and the Optimal Filtering of Diffusion
Processes

Abstract not available.
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Filtering Compressible and Incompressible Turbu-
lent Flows with Noisy Lagrangian Tracers

Abstract not available.
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MS96

Efficient Assimilation of Observations Via a Local-
ized Particle Filter in High-Dimensional Geophys-
ical Systems

We introduce a localized particle filter (PF) that has po-
tential for high-dimensional data assimilation applications
in geoscience. Unlike standard PFs, the local PF uses a ta-
pering function to reduce the influence of observations on
weights needed for approximating posterior probabilities,
thus decreasing the number of particles required to pre-
vent filter divergence. The local PF and ensemble Kalman
filters are compared in atmospheric models to demonstrate
benefits of the new method over linear filters.
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MS97

Ordering Heuristics for Minimal Rank Approxima-
tions in Tensor-Train Format

The efficiency of the tensor-train (TT) decomposition
of tensors resulting from the discretization of multi-
dimensional functions relies on the existence of low-rank
approximations of different unfoldings. The order in which
the associated dimensions are considered can lead to dra-

matically different TT-ranks, however, and thus deterio-
rate the compression level (which scales quadratically with
the ranks). We will present heuristics which can be used
to find improved orderings for TT approximation, at the
expense of some limited pre-processing costs.

Daniele Bigoni, Youssef M. Marzouk
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MS97

Adapted Tensor Train Approximations of Multi-
variate Functions Using Least-Squares Methods

We propose low-rank tensor train (TT) approximation
methods using least squares methods for the approxima-
tion of a multivariate function from random, noisy-free ob-
servations. Here we present different algorithms for the
construction of the tensor train approximations, based ei-
ther on density matrix renormalization group (DMRG) or
alternating least squares (ALS) methods, that are designed
so to provide adaptation of the rank and adaptation of the
univariate bases.
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MS97

Low-Rank Tensor Approximations for the Compu-
tation of Rare Event Probabilities

Rare-event simulation with complex high-dimensional com-
putational models remains a challenging problem. This
work demonstrates that meta-models belonging in the class
of low-rank tensor approximations can provide an accu-
rate representation of the PDF of the model response at
the tails, thus leading to efficient estimation of rare-event
probabilities. Because the number of unknowns in such
meta-models grows only linearly with the input dimension,
high-dimensional problems are addressed by relying on rel-
atively small experimental designs.

Katerina Konakli, Bruno Sudret
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MS97

Low Rank Approximation-Based Quadrature for
Fast Evaluation of Quantum Chemistry Integrals

A new method based on low rank tensor decomposition for
fast evaluation of high dimensional integrals in quantum
chemistry is proposed. The integrand is first approximated
in a suitable low rank canonical tensor subset with only a
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few integrand evaluations using classical alternating least
squares. This allows representation of a high dimensional
integrand function as sum of products of low dimensional
functions. In the second step, low dimensional Gauss Her-
mite quadrature rule is used to integrate this low rank
representation thus avoiding the curse of dimensionality.
Numerical tests on water molecule demonstrate the accu-
racy of this method using very few samples as compared
to Monte Carlo and its variants.

Prashant Rai
Sandia
Livermore
pmrai@sandia.gov

Khachik Sargsyan
Sandia National Laboratories
ksargsy@sandia.gov

Habib N. Najm
Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

Matthew Hermes, So Hirata
University of Illinois Urbana Champagne
morilore@gmail.com, sohirata@illinois.edu

MS98

Multilevel Sequential Monte Carlo Samplers

Sequential Monte Carlo (SMC) samplers are a popular and
versatile class of algorithms for computationally intensive
inference problems. One constructs a sequence of inter-
mediate distributions and associated Markov chain kernels
such that sequential importance sampling and resampling
can guide the samples to the regions of high probability,
hence avoiding degeneracy of the weights and explosion of
the variance. For problems which admit a hierarchy of
approximation levels, the multilevel Monte Carlo (MLMC)
sampling framework enables a reduction of cost by leverag-
ing a telescopic sum of increment estimators with vanishing
variance. These ideas can be combined in a very natural
way to yield the MLSMC sampling algorithm for Bayesian
inverse problems. The theoretical results will be illustrated
by a numerical example of permeability inversion through
an elliptic PDE given observations of the pressure
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MS98

Metropolis-Hastings Algorithms in Function Space
for Bayesian Inverse Problems

We consider Markov Chain Monte Carlo methods adapted
to a Hilbert space setting. Such algorithms occur in
Bayesian inverse problems where the solution is a prob-
ability measure on a function space according to which one
would like to integrate or sample. We focus on Metropolis-
Hastings algorithms and, in particular, we introduce and
analyze a generalization of the existing pCN-proposal. This

new proposal allows to exploit the geometry or anisotropy
of the target measure which in turn might improve the sta-
tistical efficiency of the corresponding MCMC method. In
numerical experiments resulting methods displayed supe-
rior statistical efficiency to pCN and behaves robustly with
respect to dimension and noise variance.
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MS98

Multilevel Markov Chain Monte Carlo Method for
Bayesian Inverse Problems

Abstract not available.
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MS98

Accelerating Metropolis Algorithms Using Trans-
port Maps

We present a new approach for efficiently characteriz-
ing complex probability distributions, using a combina-
tion of optimal transport maps and Metropolis corrections.
We use continuous transportation to transform typical
Metropolis proposal mechanisms into non-Gaussian pro-
posal distributions. Our approach adaptively constructs a
Knothe-Rosenblatt rearrangement using information from
previous MCMC states, via the solution of convex and sep-
arable optimization problems. We then discuss key issues
underlying the construction of transport maps in high di-
mensions, and present ways of exploiting sparsity and low-
rank structure.
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MS99

Solver- vs. Grid-Hierarchies for Multi-Level Monte
Carlo Sampling of Subsurface Flow and Transport

For fast sampling in the context of PDEs, multilevel Monte
Carlo (MLMC) combines traditionally a multigrid tech-
nique with Monte Carlo (MC) sampling. In our work, we
apply instead of grids of different resolution a hierarchy
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of solution methods of different accuracy. In the context
of two-phase flow and transport, we demonstrate that the
resulting solver MLMC leads like traditional MLMC to sig-
nificant speedups while offering greater flexibility in certain
applications.
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MS99

Reduced Hessian Method for Uncertainty Quantifi-
cation in Ocean State Estimation

Reduced rank Hessian-based method for quantifying un-
certainty covariance in ocean state estimation is imple-
mented by direct second order Algorithmic Differentiation
of a nonlinear General Circulation Model. Dimensional-
ity of the least-squares misfit Hessian inversion is reduced
by omitting its nullspace, as an alternative to suppressing
it by regularization, excluding from the computation the
uncertainty subspace unconstrained by observations. In-
verse and forward uncertainty propagation schemes are de-
signed for assimilating observation uncertainty and evolv-
ing it through the model.
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MS99

Detecting Low Dimensional Structure in Uncer-
tainty Quantification Problems

Detecting low dimensional structure is useful for the un-
certainty quantification for complex systems as it captures
the main property of the system. We propose a method
to achieve this goal by combining the active subspace and
the compressive sensing method. With several iterations,
this approach is able to detect important dimensions which
are linear combination of the original parameters. We use
PDEs and a biomolecular system to demonstrate the effi-
ciency of this method.

Xiu Yang, Huan Lei, Nathan Baker
Pacific Northwest National Laboratory
xiu.yang@pnnl.gov, huan.lei@pnnl.gov,
nathan.baker@pnnl.gov

Guang Lin
Purdue University
lin491@purdue.edu

MS99

Speeding Up Variational Inference

Four dimensional variational (4D-Var) approach formu-
lates data assimilation as an optimization problem and
computes a maximum aposteriori estimate of the initial
condition and parameters of the dynamical system under
consideration. The solution of large 4D-Var problems poses
considerable challenges: the construction and validation
of an adjoint model is an extremely labor-intensive pro-
cess; strong-constraint 4D-Var is computationally expen-
sive; and 4D-Var does not include posterior uncertainty
estimates. In this talk we present several ideas to tackle
these challenges: performing efficient computations us-
ing reduced order model surrogates, exploiting time par-
allelism, and constructing smoothers that sample directly
from the posterior distribution.

Adrian Sandu
Virginia Polytechnic Institute
and State University
sandu@cs.vt.edu

Vishwas Rao
ICES, UT Austin
visrao@vt.edu

MS100

Bayesian Filtering in Cardiovascular Models

Uncertainty quantification plays an important role in
modeling cardiovascular dynamics, especially in render-
ing physiological models patient-specific for use in clin-
ical decision-making, where it is essential to determine
output uncertainty. Given experimental data and models
with numerous sources of uncertainty, such as the under-
lying, perhaps time-varying system parameters, we show
how Bayesian filtering techniques can be employed in this
setting to estimate unknown model states and parameters,
providing a natural measure of uncertainty in the estima-
tion.

Andrea Arnold
North Carolina State University
anarnold@ncsu.edu

Brian Carlson
University of Michigan, Ann Arbor
bcarl@umich.edu

Mette S. Olufsen
Department of Mathematics
North Carolina State University
msolufse@math.ncsu.edu

MS100

Sparse Mode Decomposition for High Dimensional
Random Fields, and Its Application on Spde

Inspired by the recent developments in data sciences, we
introduce an intrinsic sparse mode decomposition method
for high dimensional random fields. This sparse represen-
tation of the random field allows us to break a high dimen-
sional stochastic field into many spatially localized modes
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with low stochastic dimension locally. Such decomposition
enables us to break the curse of dimensionality in our local
solvers. To obtain such representation, we first decompose
the covariance function into low part plus sparse parts. We
then extract the spatially localized modes from the sparse
part by minimizing a surrogate of the total area of the
support. Moreover, we provide an efficient algorithm to
solve it. As an application, we apply our method to solve
elliptic PDEs with random media having high stochastic
dimension. Using this localized representation, we propose
various combinations of local and global solver that achieve
different level of accuracy and efficiency. At the end of the
talk, I will also discuss other applications of the intrinsic
sparse mode extraction. This work is in collaboration with
Thomas Y. Hou and Pengchuan Zhang.

Qin Li
University of Wisconsin
qinli@math.wisc.edu

Thomas Hou
California Institute of Technology
hou@cms.caltech.edu

Pengchuan Zhang
Caltech
pzzhang@cms.caltech.edu

MS100

Efficient Evaluation of Hessian Operators Arising
in Large-scale Inverse Transport Problems

Recent developments in infinite-dimensional Bayesian in-
verse problems with PDE constraints have demonstrated
that an efficient evaluation of the Hessian operator is criti-
cal. Sampling the associated high-dimensional probability
density functions has only recently become feasible. Hes-
sian based proposals can be used to guide the sampler to
regions with higher acceptance probability. Applications
that drive our research are in medical imaging with a num-
ber of unknowns that, upon discretization, is in the millions
or billions. Explicitly constructing the Hessian is therefore
out of question, not only due to memory requirements, but
also because it requires one expensive forward and adjoint
PDE solve per unknown. Our solver operates in a deter-
ministic setting; it provides a MAP point estimate. We will
describe efficient ways for evaluating the Hessian operator
and discuss ideas for its approximation based on problem
specific preconditioners for the associated reduced space
KKT system. We will see that the optimality systems are
multiphysics systems of nonlinear, multicomponent PDEs,
which are challenging to solve in an efficient way. We will
showcase convergence and scalability results of our solver
for 3D synthetic and real-world problems of varying com-
plexity.

Andreas Mang
The University of Texas at Austin
The Institute for Computational Engineering and Sciences
andreas@ices.utexas.edu

George Biros
University of Texas at Austin
biros@ices.utexas.edu

MS100

A Hierarchical Bayesian Approach to Pharmacoki-

netics Study

Pharmacokinetic models consist of a large set of ordinary
differential equations with many model parameters and
large uncertainties. We introduce a hierarchical Bayesian
framework to account for the model parameters uncer-
tainty across patients using a case study of brain tumor
treatment. This uncertainty is explicitly separated from
the typical additive noise that represents other model un-
certainties and measurement noise. We present an efficient
approximation method to handle the intensive computa-
tions required by the hierarchical model.

Stephen Wu
ETH-Zurich
wust@ethz.ch

Panagiotis Angelikopoulos
Computational Science, ETH Zurich, Switzerland
panagiotis.angelikopoulos@mavt.ethz.ch

Panagiotis Angelikopoulos
Computational Science and Engineering Lab, Switzerland
Institute for Computational Science DMAVT, ETH
Zurich,
panagiotis.angelikopoulos@mavt.ethz.ch

Petros Koumoutsakos
Computational Science, ETH Zürich, Switzerland
petros@ethz.ch

MS101

Uncertainty Quantification for Complex Multiscale
Systems

Multiscale modeling efforts must adequately quantify the
effect of both parameter uncertainty and model discrep-
ancy across scale. Advancements in uncertainty quantifi-
cation using Bayesian calibration are described; a dynamic
discrepancy approach to upscale uncertainty, functional in-
puts and extrapolation uncertainty, and a large param-
eter space. For emulation and discrepancy modeling, a
Bayesian Smoothing Spline ANOVA (BSS-ANOVA) ap-
proach is utilized. These approaches are applied here to
applications in chemical kinetics and carbon capture tech-
nology, with wide ranging impact.

Sham Bhat
Statistical Sciences Group
Los Alamos National Laboratory
bhat9999@lanl.gov

MS101

Solving Stochastic Elliptic Boundary Value Prob-
lems with a Multis-Scale Domain Decomosition
Method

In subsurface flow models quantifying uncertainty of coeffi-
cients which have multiple scales of heterogeneity presents
a challenge. Typically, Monte-Carlo methods have been
used to model this uncertainty. Separately, multiscale finite
element methods have been developed to accurately cap-
ture heterogeneous effects of spatial heterogeneity. Since
the heterogeneity of individual realizations can differ dras-
tically, a direct use of multiscale methods in Monte-Carlo
simulations is problematic. Furthermore, Monte-Carlo
methods are known to be very expensive as a lot of samples
are required to adequately characterize the random com-
ponent of the solution. In this study, we utilize a stochastic
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representation method that exploits the solution structure
of the random process in order to construct a problem de-
pendent stochastic basis. Using this stochastic basis repre-
sentation a set of coupled yet deterministic equations can
be constructed. To reduce the computational cost of solv-
ing the coupled system, we develop a Multi-Scale Domain
Decomposition method which utilizes Robin transmission
conditions. In the developed Multi-scale method enrich-
ment of the Multi-Scale solution space can be performed
at multiple levels offering a balance between computational
cost, and accuracy of the found solution.

Bradley Mccaskill, Prosper Torsu
University of Wyoming
bmccaski@uwyo.edu, ptorsu@uwyo.edu

Victor E. Ginting
Department of Mathematics
University of Wyoming
vginting@uwyo.edu

MS101

Balancing Sampling and Discretization Error in the
Context of Multi-Level Monte Carlo

Multilevel Monte Carlo (MLMC) involves two types of er-
rors: a sampling and a discretization error. In this work, we
present an error balancing strategy that follows an optimal
total error vs. total work decay. We estimate the two errors
on the fly based on power law assumptions. For testing, we
consider two-phase flow and transport in a heterogeneous
porous media and find growing performance gains for an
increasing number of MLMC levels.

Florian Müller
Institute of Fluid Dynamics
ETH Zürich
florian.mueller@sam.math.ethz.ch

Daniel W. Meyer
Institute of Fluid Dynamics
meyerda@ethz.ch

Patrick Jenny
Institute of Fluid Dynamics
ETH Zurich
jenny@ifd.mavt.ethz.ch

MS101

Uncertainty Quantification in Cloud Cavitation
Collapse Using Multi-Level Monte Carlo

Cloud cavitation collapse pertains to the erosion of liquid-
fuel injectors, hydropower turbines, ship propellers, and is
harnessed in shock wave lithotripsy. To assess the devel-
opment of extreme pressure spots, we performed numerical
two-phase flow simulations of cloud cavitation collapse con-
taining 50’000 bubbles using 1 trillion cells. To quantify the
uncertainties in the collapsing clouds under random initial
conditions, we investigate a novel non-intrusive multi-level
Monte Carlo methodology, aiming to accelerate the plain
Monte Carlo sampling.

Jonas ukys
jonas.sukys@sam.math.ethz.ch
jonas.sukys@sam.math.ethz.ch

Panagiotis Hadjidoukas
Computational Science

ETH Zurich, Switzerland
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Diego Rossinelli
ETH Zurich
diegor@mavt.ethz.ch

Babak Hejazialhosseini, Ursula Rasthofer, Fabian
Wermelinger
Computational Science
ETH Zurich, Switzerland
babak.hejazialhosseini@mavt.ethz.ch, urasthofer@ethz.ch,
fabainw@mavt.ethz.ch

Petros Koumoutsakos
Computational Science, ETH Zürich, Switzerland
petros@ethz.ch

MS102

Sparse Approximation of Elliptic PDEs with Log-
normal Coefficients

We consider elliptic partial differential equations with dif-
fusion coefficients of lognormal form. For such problems,
we study the �p-summability properties of the Hermite
polynomial expansion of the solution in terms of the count-
ably many scalar parameters in the representation the ran-
dom field. Our estimates significantly improve on known
results, with direct implications on the approximation rates
of best n-term Hermite expansions.

Markus Bachmayr
Université Pierre et Marie Curie
bachmayr@ljll.math.upmc.fr

Albert Cohen
Université Pierre et Marie Curie, Paris, France
cohen@ann.jussieu.fr

Ronald DeVore
Department of Mathematics
Texas A&M University
rdevore@math.tamu.edu

Giovanni Migliorati
Universit e Pierre et Marie Curie
migliorati@ljll.math.upmc.fr

MS102

High-Dimensional Approximation Using Equilib-
rium Measures

We consider the problem of approximating solutions to
parameter-dependent partial differential equations. Stan-
dard approaches frequently involve collecting PDE solu-
tions computed at a judiciously-chosen finite set of para-
metric samples, and using these to predict the solution
manifold behavior for all parameter values. In this talk
we consider choosing parameter samples according to the
pluripotential equilibrium measure. We also show that
such an approach typically yields very stable, high-order
computational procedures for parametrized PDE approxi-
mation.

Akil Narayan
University of Utah
akil@sci.utah.edu
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John D. Jakeman
Sandia National Labs
jdjakem@sandia.gov

Tao Zhou
Institute of Computational Mathematics, AMSS
Chinese Academy of Sciences
tzhou@lsec.cc.ac.cn

MS102

Smoothing by Integration and Anova Decomposi-
tion of High-Dimensional Functions

In recent joint papers with Michael Griebel and Frances
Kuo we have shown that the lower ANOVA terms of a non-
smooth function can be smooth, because of the smoothing
effect of integration. The problem settings have included
both the unit cube and the Euclidean space, and in the
latter case even infinite-dimensional integration. The talk
will survey this work, and report on recent developments.

Ian H. Sloan
University of New South Wales
School of Mathematics and Stat
i.sloan@unsw.edu.au

Frances Y. Kuo
School of Mathematics and Statistics
University of New South Wales
f.kuo@unsw.edu.au

Andreas Griewank
HU Berlin, Germany
griewank@yachaytech.edu.ec

Hernan Leovey
Humboldt University, Germany
leovey@mathematik.hu-berlin.de

MS102

Title Not Available

Abstract not available.

Hoang A. Tran
Oak Ridge National Laboratory
Computer Science and Mathematics Division
tranha@ornl.gov

Clayton G. Webster
Oak Ridge National Laboratory
webstercg@ornl.gov

MS103

A Data-Driven Approach to PDE-Constrained Op-
timization Under Uncertainty

PDE-constrained optimization problems often possess un-
certain coefficients, boundary data, etc. In many appli-
cations, the probabilistic characterization of these uncer-
tainties is unknown and must be estimated using data.
I present an approach to incorporate data in such prob-
lems using distributionally robust optimization. First, I
discuss theoretical properties concerning distributionally
robust PDE-optimization. Then, I introduce a novel data-
driven discretization with rigorous error bounds for the un-
known probability measure. I conclude with numerical re-

sults.

Drew P. Kouri
Optimization and Uncertainty Quantification
Sandia National Laboratories
dpkouri@sandia.gov

MS103

Multidimensional Buffered Probability of Ex-
ceedance and Applications to Distribution Approx-
imation

Probability of exceedance (POE) is widely used but has
major drawbacks. Buffered probability of exceedance
(bPOE) is a conservative approximation of POE, elimi-
nating some of its drawbacks. We suggest a new multi-
dimensional generalization of bPOE (M-bPOE) to control
exceedances for several random variables simultaneously.
Distribution approximation problems with M-bPOE con-
straints are studied. Entropy maximization with M-bPOE
dominance, which unifies convex-linear second order and
lift zonoid dominances, and variance constraints leads to
maximum-of-Gaussians form of optimal solution.

Aleksandr Mafusalov, Stan Uryasev
University of Florida
mafusalov@ufl.edu, uryasev@ufl.edu

MS103

Buffered Probability of Exceedance, Support Vec-
tor Machines, and Robust Optimization

We first present a new probabilistic characteristic, called
Buffered Probability of Exceedance (bPOE) and show that
bPOE acts as a natural counterpart to Probability of Ex-
ceedance (POE), but with superior mathematical prop-
erties, in particular leading to convex optimization prob-
lems. Turning to application of bPOE, we then show that
the famous Support Vector Machine’s (SVM’s) used for
binary classification are equivalent to simple bPOE mini-
mization, providing a new purely probabilistic interpreta-
tion of SVM’s. We then show that this relationship reveals
a connection between bPOE minimization and Robust Op-
timization (i.e. deterministic optimization over fixed un-
certainty sets).

Matthew Norton, Aleksandr Mafusalov, Stan Uryasev
University of Florida
mdnorton@ufl.edu, mafusalov@ufl.edu, uryasev@ufl.edu

MS103

Gas Transportation under Stochastic Uncertainty:
Nomination Validation and Beyond

For steady-state gas networks with uncertain outlets prob-
abilities of validity are computed for balanced nomina-
tions. The mathematical modeling follows Kirchhoff’s
Laws. Placing accent on passive networks the role of fun-
damental cycles is highlighted from analytic as well as al-
gebraic perspectives. Structural information acquired this
way turns out beneficial when applying Quasi Monte Carlo
Sampling for the calculation of the desired probabilities.

Rüdiger Schultz, Claudia Gotzes
University of Duisburg-Essen
ruediger.schultz@uni-due.de, claudia.stangl@uni-due.de

Holger Heitsch, Rene Henrion, Holger Heitsch
Weierstrass Institute Berlin, Germany
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heitsch@wias-berlin.de, rene.henrion@wias-berlin.de,
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MS104

Combined Reduction for Uncertainty Quantifica-
tion

Often, uncertainty quantification tasks practically amount
to a many-query setting, like model-constraint optimiza-
tion; and realistic input-output models are of large-scale
and contain many uncertain parameters. Hence, a swift re-
peated evaluation usually requires model order reduction.
Combined reduction is a parametric model reduction tech-
nique that concurrently approximates the dominant state-
and parameter-space. The reduced order model then ac-
celerates the single simulation, and the low-rank approx-
imation to the original high-dimensional parameter-space
the overall task.

Christian Himpe
Institute for Computational und Applied Mathematics
Universtiy of Muenster
christian.himpe@uni-muenster.de

Mario Ohlberger
Universität Münster
Institut für Numerische und Angewandte Mathematik
mario.ohlberger@uni-muenster.de

MS104

Multifidelity Methods for Uncertainty Quantifica-
tion

Replacing high-fidelity models with low-cost surrogate
models to accelerate sampling-based UQ usually leads to
biased estimates, because the surrogate model outputs are
only approximations of the high-fidelity model outputs. We
introduce multifidelity methods that combine, instead of
replace, the high-fidelity model with surrogate models. An
optimization problem balances the number of model eval-
uations among the models to leverage surrogate models
for speedup. Recourse to the high-fidelity model provides
guarantees of unbiased estimates in the statistics of inter-
est.

Benjamin Peherstorfer, Benjamin Peherstorfer
ACDL, Department of Aeronautics & Astronautics
Massachusetts Institute of Technology
pehersto@mit.edu, pehersto@mit.edu
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Massachusetts Institute of Technology
kwillcox@MIT.EDU

Max Gunzburger
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mgunzburger@fsu.edu

MS104

Error Estimates for Reduced-Order Models Using
Statistical Learning

We present a statistical learning framework for estimating
the error introduced by reduced-order models (ROMs) ap-
plied to nonlinear dynamical systems. We use statistical
techniques for high-dimensional regression to map a large
set of inexpensively-computed quantities (generated by the

time-dependent ROM) to errors in the output quantities
of interest. We demonstrate the procedure on a trajectory
piecewise linear (TPWL) ROM applied to subsurface oil-
water flow problems with varying well-control parameters.

Sumeet Trehan
Department of Energy Resources Engineering
Stanford University
strehan@stanford.edu

Kevin T. Carlberg
Sandia National Laboratories
ktcarlb@sandia.gov

Louis Durlofsky
Stanford University
lou@stanford.edu

MS104

Adaptive Stochastic Collocation for PDE-
Constrained Optimization under Uncertainty
using Sparse Grids and Model Reduction

This work introduces a framework for accelerating opti-
mization problems governed by partial differential equa-
tions with random coefficients by leveraging adaptive
sparse grids and model reduction. Adaptive sparse grids
perform efficient integration approximation in a high-
dimensional stochastic space and reduced-order models
(with statistically quantified errors) reduce the cost of
objective-function and gradient queries by decreasing the
complexity of primal and adjoint PDE solves. A globally-
convergent trust-region framework accounts for inexactness
in the objective and gradient.

Matthew J. Zahr
Stanford University
mzahr@stanford.edu

Kevin T. Carlberg
Sandia National Laboratories
ktcarlb@sandia.gov

Drew P. Kouri
Optimization and Uncertainty Quantification
Sandia National Laboratories
dpkouri@sandia.gov

MS105

Rare Event Computation and Large Deviation for
Geophysical Turbulent Flows and Climate Appli-
cations

Abstract not available.

Freddy Bouchet
Laboratoire de Physique
ENS de Lyon
freddy.bouchet@ens-lyon.fr

MS105

Singularities, Instantons and Turbulence

It is evident that coherent nearly singular structures play
a dominant role in understanding the anomalous scaling
behavior in turbulent systems. We ask the question, which
role these singular structures play in turbulence statistics.
More than 15 years ago, for certain turbulent systems the
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door for attacking this issue was opened by getting access
to the probability density function to rare and strong fluc-
tuations by the instanton approach. We address the ques-
tion whether one can identify instantons in direct numerical
simulations of the stochastically driven Burgers equation.
For this purpose, we first solve the instanton equations us-
ing the Chernykh Stepanov method [2001]. These results
are then compared to direct numerical simulations by in-
troducing a filtering technique to extract prescribed rare
events from massive data sets of realizations. In addition,
we solve the issue why earlier simulations by Gotoh [1999]
were in disagreement with the asymptotic prediction of the
instanton method and demonstrate that this approach is
capable to describe the probability distribution of velocity
differences for various Reynolds numbers. Finally, we will
present and discuss first results on the instanton solution
for vorticity in 3D Navier Stokes turbulence.

Rainer Grauer
Theoretische Physik I, Ruhr-Universitat Bochum
Germany
grauer@tp1.ruhr-uni-bochum.de

MS105

A Minimum Action Method for Navier-Stokes
Equations Based on a Divergence-Free Basis

Abstract not available.

Xiaoliang Wan
Louisiana State University
Department of Mathematics
xlwan@math.lsu.edu

MS105

Gentlest Ascent Dynamics for Locating Transition
States

Transition state is of critical importance to describe the
rare event in escaping an attractor. Most of time, these
states are of saddle point type. In this talk, we review the
numerical methods of locating transition state or the sad-
dle point both on an energy landscape and for non-gradient
dynamics. These include joint work with Weinan E (Peking
University and Princeton University) and Weiguo Gao,
Jing Leng (Fudan University).

Xiang Zhou
Department of Mathematics
City Univeristy of Hong Kong
xiang.zhou@cityu.edu.hk

MS106

Probability Models for Discretization Uncertainty
and Adaptive Mesh Selection

Abstract not available.

Oksana A. Chkrebtii
Ohio State University
oksana@stat.osu.edu

MS106

Uncertainty Quantification with Gaussian Process
Latent Variable Models

Stochastic analysis of multiscale problems requires a real-
istic data-driven stochastic model of the material property

variations. In this work, we use the Gaussian Process la-
tent variable model (GP-LVM), a kernel based method that
provides a probabilistic mapping from the latent space to
the physical property space. We examine the performance
of the method in dimensionality reduction of multiscale
properties and use it with a multi-output sparse GP model
for uncertainty propagation in multiphase flows.

Charles Gadd
University of Warwick
c.w.l.gadd@warwick.ac.uk

Charles Gadd
University of Warwick
Warwick Centre for Predictive Modelling (WCPM)
c.w.l.gadd@warwick.ac.uk

MS106

Lightweight Error Estimation, Using the Proba-
bilistic Interpretation of Classic Numerical Meth-
ods

Certain classic numerical methods for integration, lin-
ear algebra, optimization, and the solution of differential
equations construct least-squares approximations for non-
analytic quantities from computable ones, and can thus
be directly interpreted as Bayesian maximum a-posteriori
(mean) estimators under a number of structured Gaussian
priors. With a particular focus on solvers for ordinary dif-
ferential equations, I will discuss approaches for the calibra-
tion of the covariance of the associated Gaussian posterior
at runtime, which endow these classic methods with error
estimates expressed as probability measures. The empha-
sis will be on computationally lightweight implementations
of this type of error estimation. If time permits, I will also
discuss some recent applications.

Philipp Hennig, Michael Schober, Hans Kersting
Max Planck Institute for Intelligent Systems
phennig@tuebingen.mpg.de, mschober@tue.mpg.de, hker-
sting@tue.mpg.de

MS107

Structural Discrepancy Analysis for Natural Haz-
ards Models

Structural discrepancy refers to the differences between a
computer simulator and the physical system that the simu-
lator purports to represent, even when the simulator is eval-
uated at appropriate choices of input parameters. Careful
assessment of structural discrepancy is essential when con-
sidering the relevance of a simulator for decisions concern-
ing the physical system. We will discuss how such such
discrepancy may be assessed and utilised, paying partic-
ular attention to features related to internal discrepancy,
i.e. those features of structural discrepancy that may be
assessed directly by means of experiments on the computer
simulator. The approach will be illustrated by examples in
flood modelling.

Michael Goldstein, Nathan Huntley
Durham University
michael.goldstein@durham.ac.uk,
nathan.huntley@durham.ac.uk

MS107

Coupling Computer Models Through Linking
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Their Statistical Emulators

Direct coupling of computer models is often difficult for
computational and logistical reasons. We propose coupling
two computer models by linking independently developed
Gaussian process emulators (GaSPs) of these models. The
linked emulator results in a smaller epistemic uncertainty
than a direct GaSP of the coupled computer model would
have (if such a model were available). This feature is illus-
trated via simulations. The application of the methodology
to complex computer models is demonstrated as well.

Ksenia N. Kyzyurova
Department of Statistical Science
Duke University
ksenia@stat.duke.edu

James Berger, Robert L. Wolpert
Duke University
berger@stat.duke.edu, wolpert@stat.duke.edu

MS107

Multi-Objective Sequential Design for Computer
Experiments

Using a combination of statistical emulators and a mod-
ified version of the EGO (Efficient Global Optimization)
algorithm, we conduct a search of a state space for de-
sign points that are of relevance for emulators of simulator
output at multiple physical locations simultaneously. This
sequential design methodology reduces the number of ex-
pensive model runs to be made and is used to generate
probabilistic hazard maps of inundation due to volcanic
landslides (pyroclastic flows).

Regis Rutarindwa, Elaine Spiller
Marquette University
regis.rutarindwa@marquette.edu,
elaine.spiller@marquette.edu

Marcus Bursik
Dept. of Geology
SUNY at Buffalo
mib@buffalo.edu

MS107

Developing a Shallow-Layer Model of Lahars for
Hazard Assessment

Lahars are highly concentrated mixtures of mobilized vol-
canic material that are potentially extremely destructive
to populations living around volcanoes. We present a new
predictive model of lahars that can describe a variety of
flow regimes from concentrated streamflows to lubricated
granular flows. We explore different parameterisations for
erosion/deposition and basal drag, compare their uncer-
tainty with that in model forcing, and demonstrate the use
of emulation to facilitate efficient model evaluations and
therefore rapid hazard assessment.

Mark Woodhouse
University of Bristol
mark.woodhouse@bristol.ac.uk
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MS108

Uncertainty in Modeling Turbulence: Data Infer-
ence and Physics Constraints

Turbulence models are commonly used in simulations of en-
gineering flows. We investigate the the effect of modeling
assumptions built in the models using perturbation anal-
ysis applied to the Reynolds stress definition. Furthemore
we use machine learning techniques to identify the impact
of specific closures on the predictions. Applications include
aerodynamic flows in internal passages.

Karthikeyan Duraisamy
University of Michigan
kdur@umich.edu

Gianluca Iaccarino
Stanford University
Mechanical Engineering
jops@stanford.edu
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Department of Aeronautics and Astronautics
Stanford University
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MS108

Multi-Response Approach to Improving Identifia-
bility in Model Calibration

One of the main challenges in model calibration is the dif-
ficulty in distinguishing between the effects of calibration
parameters versus model discrepancy. A multi-response
approach is developed to improve identifiability by using
multiple responses that share a mutual dependence on a
common set of calibration parameters. To address the is-
sue of how to select the most appropriate set of responses
to measure experimentally to best enhance identifiability,
a preposterior analysis approach is developed and a sur-
rogate preposterior analysis is employed to enhance the
computational efficiency of the approach.

Zhen Jiang, Dan Apley, Wei Chen
Northwestern University
zhenjiang2015@u.northwestern.edu, ap-
ley@northwestern.edu, weichen@northwestern.edu

MS108

Assessing Model Error in Reduced Chemical Mech-
anisms

In the field of combustion, reduced chemical mechanisms
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are often used because the detailed model is unknown or
too computationally expensive. However, introducing a re-
duced model can be a significant source of model error. We
represent this error with an operator that is both proba-
bilistic and physically meaningful. The distributions of the
operator are calibrated using high-dimensional hierarchi-
cal Bayesian modeling. We apply the stochastic operator
method to various combustion mechanisms and investigate
its effects on a one-dimensional laminar flame.

Rebecca Morrison
UT Austin
rebeccam@ices.utexas.edu

Robert D. Moser
University of Texas at Austin
rmoser@ices.utexas.edu

MS108

Uncertainty Due to Inadequate Models of Scalar
Dispersion in Porous Media

We present recent developments on the uncertainty quan-
tification of models. Models are an imperfect representa-
tion of complex physical processes, hence exploring repre-
sentations of the model inadequacies is crucial. We intro-
duce a novel Bayesian framework for capturing the inad-
equacy in the context of a linear operator acting on the
model solution. This framework is applied to predicting
breakthrough curves with uncertainty in the context of
scalar dispersion in porous media, but is applicable to other
models.

Joyce Rigelo
University of Texas at Austin
jrigelo@utexas.edu

Teresa Portone
ICES
UT Austin
portone@ices.utexas.edu
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Institute for Computational Engineering and Sciences
The University of Texas at Austin
damon@ices.utexas.edu

Robert D. Moser
University of Texas at Austin
rmoser@ices.utexas.edu

MS109

An Optimized Multilevel Monte Carlo Method

In many textbooks one of the first simple applications of
the classical Monte Carlo method is Buffon’s needle prob-
lem, where for a given length of a needle one is interested
in the probability of the event that when thrown the needle
hits one of some parallel lines. If one interprets the length
of the needle as a free parameter one can also apply a mul-
tilevel Monte Carlo algorithm in order to approximate the
hitting probabilities for all admissible parameter values si-
multaneously. It turns out that for this problem the exact
solution, the statistical bias, the computational effort and
all variances can be computed explicitly. This allows us to
given sharp lower and upper estimates of the complexity
of the multilevel Monte Carlo algorithm for this problem.
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Multilevel Subset Simulation for Rare Events

In subset simulation (Au & Beck, 2001), rare events are
expressed as products of larger conditional failure sets. In
our new multilevel approach, the conditional probabilities
are estimated using different model resolutions. Most sam-
ples are computed on the coarsest grid, leading to efficiency
gains of more than an order of magnitude. The key is a pos-
teriori error estimation which guarantees the critical subset
property that may be violated when changing model reso-
lution between failure sets.
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MS109

Mean Square Adaptive Mlmc for Sdes

We present a formal mean square error (MSE) expan-
sion for numerical solutions of stochastic differential equa-
tions (SDE). The expansion is used to construct an adap-
tive Euler–Maruyama algorithm for SDEs. The resulting
algorithm is incorporated into a multilevel Monte Carlo
(MLMC) algorithm. This novel algorithm is particularly
efficient in solving low-regularity problems, outperform-
ing uniform time-stepping MLMC and producing errors
bounded with high probability by TOL at a cost rate
O(TOL−2log(TOL)4).
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MS110

Adaptive Design of Experiments for Conservative
Estimation of Excursion Sets

We consider a Gaussian process model trained on few eval-
uations of an expensive to evaluate deterministic function
and we study the problem of estimating a fixed excursion
set of this function. We focus on conservative estimates
of the excursion set and we present a method based on
Vorob’ev quantiles, that sequentially selects new evalua-
tions of the function in order to reduce the uncertainty on
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the estimate. The method is then applied to a test case.
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MS110

Bias and Variance in the Bayesian Subset Simula-
tion Algorithm

The Bayesian Subset Simulation (BSS) algorithm is a
recently proposed approach, based on Sequential Monte
Carlo simulation and Gaussian process modeling, for the
estimation of the probability that f(X) exceeds some
thresold u when f is expensive to evaluate and P (f(X) >
u) is small. We discuss in this talk the bias an variance of
the BSS algorithm, and propose a variant where the bias-
variance trade-off is automatically tuned.
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MS110

Stepwise Uncertainty Reduction Strategies for In-
version of Expensive Functions with Nuisance Pa-
rameters

We deal with sequential evaluation strategies of real-
valued, expensive, functions f in the context where the in-
put parameters consist of controlled parameters and some
nuisance, uncontrolled, parameters. Mathematically, we
identify all controlled parameters {xc : ∀xn f(xc, xn) < T}
where f does not have any failure whatever the value of
the nuisance parameters. A sampling criterion relying on
recent kriging update formulas is used and applied to a
nuclear safety test case.
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yann.richet@irsn.fr, gregory.caplin@irsn.fr

MS110

Sequential Design for the Estimation of High-
Variation Regions Using Differentiable Non-
Stationary Gaussian Process Models

Gaussian Process models have proven useful for sequen-
tial design of computer experiments. Here we focus on
the case of functions possessing heterogeneous variations
across the input space. We propose two sequential design
approaches dedicated to learning high variation regions:
devising derivative-based infill criteria or using standard
ones under ad hoc non-stationary GP models. We compare
the advantages of both methods based on a benchmark of
simulated functions and on the motivating mechanical en-
gineering test case.

Sébastien Marmin
IRSN Cadarache/Centrale Marseille/University of Bern
marminsebastien@gmail.com

David Ginsbourger
Department of Mathematics and Statistics, University of
Bern
david.ginsbourger@stat.unibe.ch

Jean Baccou
IRSN Cadarache
jean.baccou@irsn.fr

Frédéric Perales
Institut de Radioprotection et de Sreté Nucléaire
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MS111

On Probabilistic Transformations and Optimal
Sampling Rules for Emulator Based Inverse UQ
Problems

The efficiency of all generalized polynomial chaos expan-
sion based methods decrease significantly if the model in-
puts are dependent random variables. This talk will discuss
probabilistic transformations such as the Rosenblatt and
the Nataf transformation that decorrelate random vari-
ables for improving the efficiency of Bayesian inverse prob-
lems. We will present numerical studies that demonstrate
the effectiveness of these transformations and present some
alternatives such as leja sequences in combination with ar-
bitrary polynomial chaos expansion.
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Probabilistic Inference of Model Parameters and
Missing High-Dimensional Data Based on Sum-
mary Statistics

We present a method based on Maximum Entropy and
Approximate Bayesian Computation for probabilistic infer-
ence of combustion system parameters from indirect sum-
mary statistics. The approach relies on generating high-
dimensional data consistently with the given statistics.
Importance sampling and Gauss-Hermite quadrature are
used for parameter inference. Nuisance parameters with
prescribed marginal posterior probability density are ad-
dressed. A consensus joint posterior on the parameters is
obtained by pooling the posterior parameter densities given
the consistent data sets.
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Incomplete Statistical Information Limits the Util-
ity of Higher-Order Polynomial Chaos Expansions

Polynomial chaos expansion is a well-established massive
stochastic model reduction technique that approximates
the dependence of model output on uncertain input param-
eters. In practice, only incomplete and inaccurate statisti-
cal knowledge on uncertain input parameters is available.
Observation of the expansion convergence when statistical
input information is incomplete demonstrates that higher-
order expansions without adequate data support are use-
less. We offer a simple relation that helps to align available
input statistical data with an adequate expansion order.
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Adaptive Response Surface Approximations for
Bayesian Inference

While the most popular technique for stochastic inference
is the statistical Bayesian approach, a new approach based
on measure-theoretic principles has emerged in recent
years. In this presentation, we discuss how Bayesian con-
cepts can be applied within the measure-theoretic frame-
work to develop a new approach for Bayesian inference. We
then show how adaptive surrogate models can be employed
with the specific objective of adapting the response surface

to accurately perform stochastic inversion.
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MS112

Deep Learning for Multiscale Inverse Problems

A Bayesian computational approach is developed to esti-
mate spatially varying parameters in a multiscale inverse
problem. The spatial field is re-parameterised using a
sparse adaptive wavelet representation, forming a deep net-
work between the wavelet coefficients at different levels. A
sequential Monte Carlo sampler is used to explore the pos-
terior distribution of the wavelet coefficients at each level.
The method is demonstrated with the estimation of a mul-
tiscale permeability field in fluid flows through porous me-
dia.
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Anova Based Reduced Basis Methods for Partial
Differential Equations with High Dimensional Ran-
dom Inputs

Abstract not available.

Qifeng Liao
ShanghaiTech University
liaoqf@shanghaitech.edu.cn

Lin Guang
PNNL
guang.lin@pnl.gov

MS112

Parallel Implementation of Non-Intrusive Stochas-
tic Galerkin Method for Solving Stochastic Pdes

In multi-parametric equations - stochastic equations are a
special case - one may want to approximate the solution
such that it is easy to evaluate its dependence of the pa-
rameters. Very often one has a ”solver” for the equation
for a given parameter value - this may be a software com-
ponent or a program - it is evident that this can indepen-
dently solve for the parameter values to be interpolated.
Such uncoupled methods which allow the use of the origi-
nal solver are classed as ”non-intrusive”. By extension, all
other methods which produce some kind of coupled sys-
tem are often - in our view prematurely - classed as ”in-
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trusive”. We showed in for simple Galerkin formulations of
the multi-parametric problem how one may compute the
approximation in a non-intusive way. Now we extend the
results presented in by implementing a parallel version of
numerical methods.
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Affine Invariant Samplers for Bayesian Inverse
Problems

Abstract not available.
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MS113

Asymptotic Analysis of Random-Walk Metropolis
on Ridged Densities

The asymptotic behavior of local-move MCMC algorithms
in high-dimensions is by now well understood and the emer-
gence of diffusion processes as trajectory limits has been
proved in many such contexts. The results obtained so
far involve mainly i.i.d scenarios, though there are now a
number of generalizations in high/infinite dimensions. We
adopt a different point of view and look at cases when the
target distributions tend to exhibit ‘ridges’ along directions
of the state space. Such contexts could arise for instance
in classes of models when data arrive with small noises or
when there are non-identifiable subsets of parameters. In
an asymptotic context all probability mass will concentrate
on a manifold. We show that diffusion limits (on a mani-
fold) abound also in this set-up of ridged densities and are
particularly useful for identifying computational costs or

providing optimality criteria.
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Analysis and Optimization of Stratified Sampling

Stratified sampling methods compute averages over a tar-
get distribuion by partitioning the sample space into sub-
regions, sampling conditional distributions confined to the
subregions, and computing averages over the target dis-
tribution from the conditional averages. Such methods
may be used to compute both averages with respect to
the ergodic measure of a process and also dynamical quan-
tities, such as reaction rates, of interest in molecular simu-
lation. We analyze the benefits of stratified sampling, and
we discuss some techniques for optimizing the parameters
involved in the method.
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An Analytical Technique for Forward and Inverse
Propagation of Uncertainty

Sampling methods for forward (Monte Carlo) and inverse
(Markov Chain Monte Carlo) propagation of uncertainty
involving complex models remain a computationally ex-
tremely challenging task. In this talk, we consider a
quadratic approximation of the quantity of interest with
respect to the stochastic parameter, for which – assum-
ing a Gaussian prior distribution of the parameter – an
analytical expression for the expected value is known. We
then exploit such quadratic approximation as a variance re-
duction technique to accelerate the convergence of Monte
Carlo and Markov Chain Monte Carlo sampling methods.
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Stochastic Representation of Model Inadequacy for
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Supercapacitors

A probabilistic formulation of model inadequacy is devel-
oped for a reduced (upscaled) supercapacitor model. The
errors introduced by modeling assumptions during upscal-
ing are accounted for through injecting stochasticity into
the reduced model equations. The mathematical formu-
lation of the injected stochasticity is informed by spatio-
temporal error estimates using residual information, which
bypasses the need to solve higher-fidelity equations. The
reliability of these stochastic representations is then exam-
ined using deterministic observations from a higher-fidelity
supercapacitor model.
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Hierarchical Optimization for Neutron Scattering
Problems

We present a scalable optimization method for neutron
scattering problems that determines confidence regions of
simulation parameters in lattice dynamics models used
to fit neutron scattering data for crystalline solids. The
method uses physics–based hierarchical dimension reduc-
tion in both the computational simulation domain and the
parameter space. We demonstrate for silicon that after a
few iterations the method converges to parameters values
(interatomic force-constants) computed with density func-
tional theory simulations.
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Uncertainty Quantification in Diffuse Optical To-
mography

We consider efficient Bayesian inversion and uncertainty
quantification for parameterized PDE-based inverse prob-
lems, such as Diffuse Optical Tomography. Although the
parameterization reduces costs substantially, the spaces to
be sampled remain high dimensional, say, hundreds to a

thousand parameters. Hence, convergence of the poste-
rior typically requires many samples, where each sample
requires a large number of three-dimensional PDE solves.
We discuss methods that reduce both the number of sam-
ple points as well as the computational effort per sample
point in a complementary fashion.
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Reduction of Chemical Models under Uncertainty

We discuss recent developments for dynamical analysis and
reduction of chemical models under uncertainty. We rely
on computational singular perturbation analysis, allowing
for uncertainties in reaction rate parameters. We outline a
construction for representation of uncertain reduced chem-
ical models, and estimation of probabilities for inclusion of
sets of reactions in the reduced model. We demonstrate
the approach in the context of homogeneous ignition of a
hydrocarbon fuel-air mixture.
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Recursive k-d Darts Sampling for Exploring High-
Dimensional Spaces

We introduce Recursive k-d Darts: a new hyperplane
sampling algorithm to estimate statistical metrics (e.g.,
mean and tail-probability) of an underlying black-box high-
dimensional function. Our method decomposes the high-
dimensional problem into a set of 1-dimensional problems.
This approach enables efficient handling of discontinuities
and higher-order estimates in smooth regions. We quantify
estimation errors by comparing a local and global surrogate
models, built on the fly as sampling proceeds, and use that
to guide future samples.
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Scalable Subsurface Characterization with Multi-
physics Models and Massive Data Using Principal
Component Geostatistical Approach

Bayesian Geostatistical approach is widely used for inverse
problems in geosciences. However, the Jacobian matrix
needs to be computed from O(min (m,n)) forward runs
for m unknowns and n observations, which can be pro-
hibitive when m and n become large with the advent of
the era of “big’ data. We present a scalable Jacobian-
free inversion method and show the efficiency of the pro-
posed method with arsenic-bearing mineral identification
and massive MRI tracer data inversion examples.
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Bayesian Reconstruction of Catalytic Properties
of Thermal Protection Materials for Atmospheric
Reentry

Simulating the atmospheric entry of a spacecraft is a chal-
lenging problem involving complex physical phenomena,
including the response of heatshield materials to extreme
aerothermal conditions. Among others, the catalycity of
the thermal protection material is extremely important

since it quantifies the recombination of atoms at the sur-
face, hence the heating transferred to the spacecraft. Us-
ing data from plasma testing, sources of uncertainty in
the rebuilding of catalycity are identified and propagated
through a Bayesian solver.
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Uncertainty Quantification for An Industrial Ap-
plication

This contribution presents the application of uncertainty
quantification to an electric drive from series production.
The forward propagation is based on collocation methods
using generalized polynomial chaos and the stochastic so-
lution is verified by a test bench. Furthermore, the setup
can be used for estimation of parameter distributions which
are not known in general. The aim is to make uncertainty
quantification applicable for a real use case in an electrical
and mechanical engineering context.
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Numerical Methods for Uncertainty Propagation
in Hybrid-dynamical Systems

Hybrid-dynamical systems often arise in context of mecha-
tronic systems, parameters of which typically exhibit some
level of uncertainty, due to, for example, incomplete knowl-
edge. In this talk we evaluate the feasibility of the stochas-
tic Galerkin projection using Polynomial Chaos for uncer-
tainty propagation in a hybrid-dynamical benchmark prob-
lem with uncertain model parameters. A characteristic
function approach is used to allow for simultaneous com-
putations of different states alleviating the use of globally
defined chaos polynomials.
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Uncertainty Quantification for a Biomedical Blood
Pump Application

The Finite Element Method (FEM) has been extensively
employed for the development of mechanical devices. A
huge amount of devices are today realized owing to numer-
ical simulation by finite elements. This also holds for our
studied application, the ventricular assist device, which is
one of the most common therapeutic instruments for the
cardiac insufficiency. The functional reliability of biomedi-
cal devices remains one of the main concerns for the utiliza-
tion in different clinical areas. This especially holds for our
blood pump application. Computational Fluid Dynamics
could help to simulate the basic functionality of the device.
However, there are still uncontrollable aspects, which can-
not be determined by classical numerical methods, due to
noisy data, or the lack of knowledge about physical phe-
nomena. Here, Uncertainty Quantification (UQ) fills the
gap. In this work, we model a blood pump device with
consideration of the uncertainty. We study three uncertain
parameters (kinematic viscosity, angular velocity and in-
flow amplitude), which are the most important parametric
variations in the model, in order to analyze the influence on
the numerical solution. Concerning to the rotation of the
blood pump, we employ the Sliding Mesh method, which
gives good results for symmetric rotating systems. We also
apply the Variational Multiscale method to stabilize the
incompressible Navier-Stokes equations. In our talk, we
will present our latest research results.
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Quasi-Monte Carlo and FFT Sampling for Elliptic
PDEs with Lognormal Random Coefficients

We generalise and study the convergence analysis of a
method which was computationally presented by the au-
thors in J. Comp. Phys. in 2011, where a quasi-Monte
Carlo method combined with a circulant embedding/FFT
method was used to sample from a lognormal random field.
The method allows to sample form very rough random
fields without the need to truncate a KL series expansion.
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Gradient-Free Active Subspace Construction Via
Adaptive Morris Indices

In this presentation, we present a gradient-free algorithm
for constructing active subspaces for physical and bio-
logical applications having high-dimensional input spaces.
The objective of this approach is two-fold: determine low-
dimensional active input spaces for high-dimensional prob-
lems and construct surrogate models based on these re-
duced spaces. Whereas there exist a variety of algorithms
to construct low-dimensional subspaces when gradients are
available, a number of production codes do not provide
gradient or adjoint capabilities. To accommodate these ap-
plications, we consider a gradient-free approach in which
adaptive Morris indices are used to construct the reduced
input space. In this approach, steps are adapted to domi-
nant directions in the parameter space to improve the accu-
racy and efficiency of algorithms. Attributes of the method
are demonstrated for examples arising in aerodynamics and
nuclear power plant design.
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Cross Validation for Function Approximation:
Quantitative Guarantees and Error Estimates

Using tools from compressive sensing and matrix concen-
tration, we provide quantitative guarantees for the accu-
racy of leave-p-out cross validation towards model selection
and error estimation in function interpolation and approx-
imation problems. The guarantees are ’with high proba-
bility’ with respect to the stochastic sampling points.
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A Space-time Fractional Optimal Control Problem:
Analysis and Discretization

We study a linear-quadratic optimal control problem in-
volving a parabolic equation with fractional diffusion and
Caputo fractional time derivative of orders s ∈ (0, 1) and
γ ∈ (0, 1], respectively. The spatial fractional diffusion is
realized as the Dirichlet-to-Neumann map for a nonuni-
formly elliptic operator. Thus, we consider an equivalent
formulation with a quasi-stationary elliptic problem with a
dynamic boundary condition as state equation. The rapid
decay of the solution to this problem suggests a truncation
that is suitable for numerical approximation. We consider
a fully-discrete scheme: piecewise constant functions for
the control and, for the state, first-degree tensor product
finite elements in space and a finite difference discretiza-
tion in time. For s ∈ (0, 1) and γ < 1 we show convergence
of this scheme. Moreover, under additional regularity, we
derive a priori error estimates for the case s ∈ (0, 1) and
γ = 1.
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Length Scale and Manufacturability of Topology
Optimized Designs

Topology optimization as a design methodology is widely
accepted in the industry. The designs are often consid-
ered conceptual due to loosely defined topologies and the
need of post processing. Amendments can affect the per-
formance and in many cases can completely destroy the
optimality of the solution. Therefore, the goal of this work
is to present recent advancements in obtaining manufac-
turable designs with clearly defined minimum length scale

and performances robust with respect to production un-
certainties.

Boyan S. Lazarov
Department of Mechanical Engineering
Technical University of Denmark
bsl@mek.dtu.dk

MS118

Managing Uncertainty in PDE-Constrained Opti-
mization Using Risk Measures

We consider PDE-constrained optimization problems un-
der uncertainty. In order to manage the risk due to the im-
plicit dependence of the state with respect to the random
variables, we make use of coherent risk measures, which
yield risk-averse optimal solutions. First-order optimality
conditions for the resulting non-smooth problems are de-
rived via an epi-regularization technique that is directly
linked to a numerical method. The results are illustrated
by several numerical examples.

Thomas M. Surowiec
Department of Mathematics
Humboldt University of Berlin
surowiec@math.hu-berlin.de

Drew P. Kouri
Optimization and Uncertainty Quantification
Sandia National Laboratories
dpkouri@sandia.gov

MS118

Constrained Optimization with Low-Rank Tensors
and Applications to Problems with Pdes under Un-
certainty

We present Newton-type methods for inequality con-
strained nonlinear optimization using low-rank tensors and
apply them to variational inequalities with several un-
certain parameters and to optimal control problems with
PDEs under uncertainty. The developed methods are tai-
lored to the usage of low-rank tensor arithmetics, which
only offer a limited set of operations and require truncation
(rounding) in between. We show that they can solve huge-
scale optimization problems with trillions of unknowns to
a good accuracy.

Michael Ulbrich
Technische Universitaet Muenchen
Chair of Mathematical Optimization
mulbrich@ma.tum.de

Sebastian Garreis
TU Muenchen, Germany
garreis@ma.tum.de

MS119

The Discrete Empirical Interpolation Method for
the Steady-State Navier-Stokes Equations

We examine the discrete empirical interpolation method
(DEIM) for solving the discrete steady-state Navier-Stokes
equations where the viscosity is a random field. We ex-
plore the impact of number of interpolation points on the
accuracy of DEIM solutions and show that essentially full
accuracy is obtained with fewer than 100 points, a number
typically much smaller then the dimension of the reduced
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model. In addition, we develop preconditioning operators
for solving the algebraic equations that arise from DEIM
and demonstrate that preconditioned solvers are effective
when the size of the parameter space is large.

Howard C. Elman
University of Maryland, College Park
elman@cs.umd.edu

Virginia Forstall
University of Maryland at College Park
vhfors@gmail.com

MS119

Reduced-Order Modeling Of Hidden Dynamics

The objective of this paper is to investigate how noisy and
incomplete observations can be integrated in the process
of building a reduced-order model. This problematic arises
in many scientific domains where there exists a need for
accurate low-order descriptions of highly-complex phenom-
ena, which can not be directly and/or deterministically ob-
served. Within this context, the paper proposes a proba-
bilistic framework for the construction of ”POD-Galerkin”
reduced-order models. Assuming a hidden Markov chain,
the inference integrates the uncertainty of the hidden states
relying on their posterior distribution. Simulations show
the benefits obtained by exploiting the proposed frame-
work.

Patrick Héas, Cédric Herzet
Inria, Center of Rennes
patrick.heas@inria.fr, cedric.herzet@inria.fr

MS119

A Triple Model Reduction for Data-Driven Large-
Scale Inverse Problems in High Dimensional Pa-
rameter Spaces

We present an approach to address the challenge of data-
driven large-scale inverse problems in high dimensional pa-
rameter spaces. The idea is to combine a goal-oriented
model reduction approach for state, data-informed reduc-
tion for parameter, and randomized misfit approach for
data reduction. The method is designed to mitigate the
bottle neck of large-scale PDE solve, of high dimensional
parameter space exploration, and of ever-increasing vol-
ume of data. Various numerical results are conducted to
support the proposed approach.

Ellen Le, Aaron Myers
University of Texas at Austin - ICES
eble@utexas.edu, aaron@ices.utexas.edu

Tan Bui-Thanh
The University of Texas at Austin
tanbui@ices.utexas.edu

MS119

POD-Galerkin Modeling with Adaptive Finite El-
ements for Stochastic Sampling

We study surrogate models for time-dependent PDEs with
uncertain data. To include spatial adaptivity, we generalize
proper orthogonal decomposition (POD) based reduced-
order modeling to snapshots from different finite element
spaces. We analyze how this generalization effects sam-
pling based uncertainty quantification and comment on the

implementation for nested spatial grids. A numerical test
case involving a 2d Burgers equation with uncertain initial
data confirms the theoretical findings.

Sebastian Ullmann
TU Darmstadt
ullmann@gsc.tu-darmstadt.de

Jens Lang
Department of Mathematics
Technische Universit̊at Darmstadt
lang@mathematik.tu-darmstadt.de

MS120

Local Optimal Rotation for Min-mode Calculation
in Computing Transition State

Abstract not available.

Weiguo Gao
Fudan University, China
wggao@fudan.edu.cn

MS120

A Convex Splitting Scheme for the Saddle Point
Search in Phase Filed Model

The convex splitting method has been very successful in
maintaining unconditional energy stability in evolving the
steepest descent dynamics for phase field model, which is
of particularly use to search local minima of energy land-
scape since large time step is allowed. In this work, we
generalize this idea to the challenging problem of search-
ing transition states, i.e., index-1 saddle points. By using
the Iterative Minimization Formulation, the saddle point
problem is progressively solved by a series of minimization
problems. We show how the convex splitting method still
plays a key role in searching saddle point by numerical re-
sults of Allen-Cahn equation, Cahn-Hilliard equation and
the McKean Vlasov equation.

Shuting Gu
City University of Hong Kong
shutinggu2-c@my.cityu.edu.hk

MS120

The String Method for the Study of Rare Events

The string method is an effective numerical tool for com-
puting minimum energy paths between two meta-statble
states. It evolves a string in the path space by the steepest
descent dynamics. In this talk, we show how the string
method can be used to compute saddle points (transition
states) for a given minimum of the potential or free energy.
These saddle points act as bottlenecks for barrier-crossing
events. Application to the wetting transition on patterned
surfaces will be presented.

Weiqing Ren
National University of Singapore and IHPC, A-Star
matrw@nus.edu.sg

MS120

Quantifying Transition Dynamics of Nanoscale
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Complex Fluid via Mesoscopic Modeling

Abstract not available.

Lei Wu
School of Mathematical Sciences
Peking University, China
leiwu@pku.edu.cn

MS121

Learning to Optimize with Confidence

Abstract not available.

Andreas Krause
ETH Zurich
krausea@ethz.ch

MS121

Stratified Bayesian Optimization

Abstract not available.

S. T. Palmerin
n/a
n/a

MS121

Empirical Orthogonal Function Calibration with
Simulator Uncertainty

Abstract not available.

Matthew T. Pratola
The Ohio State University
mpratola@stat.osu.edu

MS121

Variational Bayesian Inference Using Basis Adap-
tation in Homogeneous Chaos Surrogates

The problem of subsurface characterization in reservoir
modeling under uncertainty undergoes several computa-
tional challenges, two of them typically being the high di-
mensionality of the random fields involved in the descrip-
tion of the rock properties and the expensive reservoir mod-
els involved in uncertainty propagation. We present a novel
dimension reduction method that is applicable when the
true models are substituted by Wiener Polynomial Chaos
surrogates. The method involves adapting the basis of the
underlying Gaussian Hilbert space such that the probabil-
ity measure of the original Chaos expansion is concentrated
in a lower dimensional space of the new adapted expansion.
The attractiveness of our methodology is highlighted when
applied as a dimensionality reduction technique within a
Variational Bayesian inference (VI) framework in order to
efficiently solve inverse problems.

Panagiotis Tsilifis
University of Southern California
pantsili@gmail.com

Roger Ghanem
University of Southern California
Aerospace and Mechanical Engineering and Civil
Engineering

ghanem@usc.edu

MS122

Marginal Then Conditional Sampling for Hierar-
chical Models

Independent sampling in the linear-Gaussian inverse prob-
lem may be performed for less computational cost than
regularized inversion, when selection of the regularizing pa-
rameter is considered. We demonstrate a sequence of in-
creasingly efficient sampling algorithms: block Gibbs, one-
block, and the ‘marginal-then-conditional’ sampler with a
fancy method for evaluating the ratio of determinants re-
quired for MCMC. This last method scales well with prob-
lem and data size, allowing inference over function space
models with no approximation (!).

Colin Fox
University of Otago, New Zealand
fox@physics.otago.ac.nz

Richard A. Norton
University of Otago
Department of Physics
richard.norton@otago.ac.nz

J. Andrés Christen
CIMAT, Mexico
jac@cimat.mx

MS122

Sampling Gaussian Distributions in High Dimen-
sional Statistical Inference

Direct sampling of a multivariate Gaussian distribution
is traditionally performed using a Cholesky factorization
of the covariance/precision matrix. In this talk, we re-
call existing techniques to avoid the Cholesky factorization
and describe a new method that uses the reversible jump
MCMC framework to derive a convergent Gaussian sam-
pler involving approximate resolution of a linear system.
We also present an unsupervised adaptive scaling of the
proposed sampler to minimize computation cost per effec-
tive sample.

Säıd Moussaoui
Ecole Centrale de Nantes
IRCCyN, France
said.moussaoui@irccyn.ec-nantes.fr

Jérôme Idier
IRCCYN
Nantes, France
xxx

MS122

Fast Sampling for Inverse Equilibrium Problems

We present efficient numerical methods for posterior ex-
ploration by Metropolized approximate Gibbs sampling of
ATCA systems that occur throughout science and engi-
neering. The presented methods cover efficient simulation
of the system class as well as the numerically cheap eval-
uation of low rank updates and approximate conditional
sampling. In numerical tests, sampling from this nonlin-
ear inverse problem incurs little more cost than the best
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samplers for linear-Gaussian inverse problems.

Markus Neumayer
TUGraz
neumayer@tugraz.at

Colin Fox
University of Otago, New Zealand
fox@physics.otago.ac.nz

MS122

Fitting Lateral Transfer: MCMC for a Phyloge-
netic Likelihood Obtained from a Massive Linear
ODE System

We give a Bayesian sample-based inference procedure for
reconstructing the phylogenies of taxa from evolutionary
traits when diversification is not strictly tree-like, but may
include lateral transfer. The likelihood for a tree with L
leaves is determined from the solution of a sequence of
sparse linear ODEs of dimension up to 2L − 1. We pro-
pose an exact approach exploiting symmetries in Green’s
functions for small L and MCMC methods for larger values
of L.

Geoff Nicholls
Oxford University
nicholls@stats.ox.ac.uk

Luke Kelly
Department of Statistics
Oxford University
luke.kelly@sjc.ox.ac.uk

MS123

Nonlinear Statistical Analysis Based on Imprecise
Data

Abstract not available.

Thomas Augustin
Institut für Statistik Ludwig-Maximilians-Universität
thomas@stat.uni-muenchen.de

MS123

Modelling with Random Sets in Engineering

When assessing the response of a mechanical structure,
loads, material and geometric parameters enter as inputs.
As a rule, knowledge about these parameters is incomplete.
The theory of random sets permits to combine interval
methods and stochastics for quantifying the uncertainties.
The talk addresses modelling with random sets combined
with random fields, simulating the uncertain structural
response, sensitivity analysis and selected applications in
elastostatics and structural dynamics.

Michael Oberguggenberger
University of Innsbruck, Austria
Michael.Oberguggenberger@uibk.ac.at

MS123

Dealing with Limited and Scarse Information in
Complex Systems and Critical Infrastructures

Critical infrastructures are ensembles of assets, organiza-
tions and complex network layers (e.g. power network, in-
formation network, etc.) which reliability is of major con-

cern for the people safety and well-being. In some cases,
systems data might result unavailable or parts of informa-
tion lost or modified when transferred or processed. In or-
der to deal with uncertainty arising from scarce or inconsis-
tent data, classical probabilistic approaches are sometime
used, although requiring assumptions to model impreci-
sion, sometime hardly justifiable. Unwarranted hypothe-
sis can alter the apparent level of uncertainty and system
reliability. Imprecise probabilistic methods offer a solid
grounding for the rational treatment of uncertainty due to
scarce and imprecise data, powerful frameworks which can
be coupled to traditional methods to better understand the
true quality of the information and effective system relia-
bility.

Roberto Rocchetta, Edoardo Patelli
University of Liverpool
roberto.rocchetta@liverpool.ac.uk,
edoardo.patelli@liverpool.ac.uk

MS123

Nonparametric Bayesian Estimation of System Re-
liability with Imprecise Prior Information on Com-
ponent Lifetimes

Estimation of reliability functions for complex systems is
usually based on component test data. As data is often
scarce, expert information must be included, which is often
also vague and imprecise. Such uncertain but influential
expert information can be combined with test data using
a flexible imprecise Bayesian nonparametric approach pro-
ducing sets of posterior predictive system reliability func-
tions that reflect uncertainty in expert information, the
amount of data, and provides prior-data conflict sensitiv-
ity.

Gero Walter
Eindhoven University of Technology
g.m.walter@tue.nl

Louis Aslett
Univeristy of Oxford
aslett@stats.ox.ac.uk

Frank Coolen
Durham University
frank.coolen@durham.ac.uk

MS124

Approximation of Probability Density Functions
by the Multilevel Monte Carlo Maximum Entropy
Method

We develop a complete convergence theory for the Max-
imum Entropy method based on moment matching for a
sequence of approximate statistical moments estimated by
the Multilevel Monte Carlo method. Under appropriate
regularity assumptions on the target probability density
function, the proposed method is superior to the Max-
imum Entropy method with moments estimated by the
Monte Carlo method. New theoretical results are illus-
trated in numerical examples. We compare our approach
with an alternative MLMC-based method by M. Giles, T.
Nagapetyan and K. Ritter (2015) and comment on the ben-
efits and drawbacks.

Alexey Chernov, Claudio Bierig
Institut für Mathematik
Carl von Ossietzky Universität Oldenburg
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alexey.chernov@uni-oldenburg.de, claudio.bierig@uni-
oldenburg.de

MS124

Efficient Coupling of Multi-Level Monte Carlo
Method with Multigrid

We study the benefits of combining multigrid with multi-
level Monte Carlo (MLMC). We consider groundwater flow
using an elliptic PDE with lognormal random hydraulic
conductivity fields. The solution is based on a finite volume
discretization that is solved with a cell-centered multigrid
(CCMG). We show through numerical experiments how we
can achieve greater computational savings by using same
set of MLMC levels in the multigrid solvers.

Richard P. Dwight
Delft University of Technology
r.p.dwight@tudelft.nl

Prashant Kumar
CWI
p.kumar@cwi.nl

Kees Oosterlee
CWI - Center for Mathematics and Computer Science
c.w.oosterlee@cwi.nl

MS124

MLMC with Control Variate for Lognormal Diffu-
sion

We consider the stochastic Darcy problem with log-
normally distributed permeability field and propose a novel
MLMC approach with control variate variance reduction
technique on each level. We model the log-permeability
as a stationary Gaussian random field with Matérn covari-
ance. The control variate is obtained by solving an aux-
iliary problem with smoothed permeability field and its
expectation is effectively computed with a Stochastic Col-
location method on the finest level in which the control
variate is applied.

Fabio Nobile
EPFL, Switzerland
fabio.nobile@epfl.ch

Francesco Tesei
ECOLE POLYTECHNIQUE FEDERALE DE
LAUSANNE
francesco.tesei@epfl.ch

MS124

A Multiscale Model and Variance Reduction
Method for Wave Propagation in Heterogeneous
Materials

We present a model and variance reduction method for
computing statistical outputs of stochastic wave propa-
gation problems through heterogeneous materials. We
combine the multiscale continuous Galerkin (MSCG) dis-
cretization and the reduced basis method for the Helmholtz
equation with a multilevel variance reduction strategy, ex-
ploiting the statistical correlation among the MSCG and
reduced basis approximations to accelerate the convergence
of Monte Carlo simulations. We analyze the effect of man-
ufacturing errors on waveguiding through photonic crystal

structures.

Ferran Vidal-Codina, Cuong Nguyen, Jaime Peraire
Massachusetts Institute of Technology
fvidal@mit.edu, cuongng@mit.edu, peraire@MIT.EDU

MS125

Optimal Experimental Design for ODE Models

Recovering parameters from ODE models can be inher-
ently hard. Due to dimensionally, complexity, and sensi-
tivity of the model states and parameters, robust parame-
ter estimation methods are needed. We will present robust
parameter estimation approaches that will guide optimal
experimental design methods towards accurate recovery of
model parameters.

Matthias Chung, Justin Krueger
Department of Mathematics
Virginia Tech
mcchung@vt.edu, kruegej2@vt.edu

Mihai Pop
University of Maryland
mpop@umiacs.umd.edu

MS125

A Layered Multiple Importance Sampling Scheme
for Focused Optimal Bayesian Experimental Design

The optimal selection of experimental conditions is essen-
tial to maximizing the value of data for inference and pre-
diction, particularly in situations where experiments are
costly. We propose an information theoretic framework for
focused experimental design with simulation-based models,
with the goal of maximizing information gain in targeted
subsets of model parameters. A novel layered multiple im-
portance sampling technique is used to efficiently evaluate
the expected information gain to make optimization fea-
sible for computationally intensive and high-dimensional
problems.

Chi Feng, Youssef M. Marzouk
Massachusetts Institute of Technology
chifeng@mit.edu, ymarz@mit.edu

MS125

Variance Reduction Methods for Efficient Bayesian
Experimental Design

We propose a framework where a lower bound of the ex-
pected information gain is used as an alternative design
criterion in order to compute Bayesian optimal experimen-
tal designs. In addition to alleviating the computational
burden, this also addresses issues concerning estimation
bias. The validity of our approach is demonstrated in pa-
rameter inference problems concerning flow and transport
in porous media where and Polynomial Chaos approxima-
tions of the forward models are constructed that further
accelerate the objective function evaluations.

Roger Ghanem
University of Southern California
Aerospace and Mechanical Engineering and Civil
Engineering
ghanem@usc.edu

Panagiotis Tsilifis
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University of Southern California
pantsili@gmail.com

MS125

Efficient Computation of Bayesian Optimal Designs

In Bayesian inference, fast and reliable estimation and
maximization of the expected information gain with re-
spect to alternative setups is crucial to provide a valu-
able orientation toward the planning of future experiments.
This talk focuses on efficient methods for obtaining approx-
imations to the posterior distribution in Bayesian design
problems. Examples related to inverse heat conduction
problems will illustrate the effectiveness of such approaches
in order to recommend to the practitioner the best alloca-
tion of resources.

Quan Long
United Technologies Research Center, USA
quan.long@kaust.edu.sa

Marco Scavino
Universidad de la Republica
Montevideo, Uruguay
marco.scavino@kaust.edu.sa

Raul F. Tempone
Mathematics, Computational Sciences & Engineering
King Abdullah University of Science and Technology
raul.tempone@kaust.edu.sa

MS126

Stochastic Collocation for Differential Algebraic
Equations Arising from Gas Network Simulation

We use the method of stochastic collocation to quantify
the uncertainties arising from the stochastic parameters of
the differential algebraic equations. Due to the method’s
non-intrusiveness we can apply a commercial gas network
simulator to compute a stationary solution for a given pa-
rameter set. Since in DAEs only derivatives of a part of
variables are incorporated, the solution is typically non-
differentiable. We present a method to overcome the exist-
ing kinks and show some numerical convergence results.

Barbara Fuchs
Institute for Numerical Simulations
University of Bonn
fuchs@ins.uni-bonn.de

Jochen Garcke
University of Bonn
garcke@ins.uni-bonn.de

MS126

Parametric Uncertainty in Macroscopic Traffic
Flow Models Calibration from Gps Data

Facing the problem of macroscopic traffic flow models cal-
ibration with Floating Car Data from GPS devices, we
propose to introduce the dependence from stochastic pa-
rameters in the mean velocity closure equation and the
initial density profile. We use a semi-intrusive determinis-
tic approach to quantify uncertainty propagation in traffic
density evolution and travel-times estimation. Numerical
results are presented. The approach is then validated on
processed real data on a stretch of highway in South-East

France.

Enrico Bertino
Politecnico di Milano
enrico.bertino@eleves.ec-nantes.fr

Regis Duvigneau
INRIA Sophia Antipolis
regis.duvigneau@inria.fr

Paola Goatin
Team ACUMES
INRIA
paola.goatin@inria.fr

MS126

On a Data Assimilation Method Coupling Kalman
Filtering, MCRE Concept, and PGD Model Re-
duction for Real-Time Updating of Structural Me-
chanics Models

This work introduces a new strategy for real-time parame-
ter identification or updating in structural mechanics mod-
els, defined as dynamical systems. The main idea is to
use the Unscented Kalman filtering, which is a Bayesian
data assimilation method, in conjunction with an energetic
method for inverse problems, the modified Constitutive Re-
lation Error. A PGD model reduction is also introduced to
perform real-time computations. The proposed approach is
illustrated, and compared to classical approaches, on sev-
eral applications.

Basile Marchand
LMT, ENS Cachan, CNRS, Université Paris-Saclay
marchand@lmt.ens-cachan.fr

Ludovic Chamoin
ENS Cachan
chamoin@lmt.ens-cachan.fr

Christian Rey
Safran Tech
christian.rey@safran.fr

MS126

Sequential Design of Computer Experiments for
the Solution of Bayesian Inverse Problems

We present an adaptive sampling method for the solution of
Bayesian parameter inference problems. The model func-
tion is assumed to be computationally expensive, so the
goal is to approximate the posterior with as few function
evaluations as possible. To this end, the a priori unknown
model function is described by a process emulator, and in
each iteration, a new point is selected such that the esti-
mated impact on the accuracy of the posterior distribution
is maximized.

Michael Sinsbeck, Wolfgang Nowak
Institute for Modelling Hydraulic and Environmental
Systems
University of Stuttgart
michael.sinsbeck@iws.uni-stuttgart.de,
wolfgang.nowak@iws.uni-stuttgart.de

MS127

Separating Discretization Error and Parametric
Uncertainty in Goal-Oriented Error Estimation for
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Pdes with Uncertainty

We revisit our earlier work on goal-oriented error estima-
tion for partial differential equations with uncertain data,
where error estimates were decomposed into contributions
from physical discretization and the approximation in pa-
rameter space. We provide a detailed examination of the
error estimation and decomposition process for a nonlinear
model problem; effectivity indices, error indicators, and
adaptive strategies are discussed. Finally, we present the
application of the framework to Bayesian model selection
for turbulence modeling.

Corey M. Bryant
ICES
The University of Texas at Austin
corey.m.bryant@gmail.com

Serge Prudhomme

{́E}cole Polytechnique de Montr{́e}al
Montr{́e}al, Qu{́e}bec, Canada
serge.prudhomme@polymtl.ca

MS127

Error Estimation and Adaptivity for PGD Reduced
Models

A prominent model reduction technique based on low-rank
canonical format, and referred as Proper Generalized De-
composition (PGD), was recently introduced for the nu-
merical solution of high-dimensional problems. In the PGD
framework, an a posteriori error estimate based on dual
analysis was proposed, enabling to assess contributions of
various error sources. In the present work, we address new
advances in this verification method, considering parame-
ters of all kinds, and nonlinear problems.

Ludovic Chamoin, Pierre Ladeveze, Pierre-Eric Allier
ENS Cachan
chamoin@lmt.ens-cachan.fr, ladeveze@lmt.ens-cachan.fr,
allier@lmt.ens-cachan.fr

MS127

Adaptive Stochastic Galerkin Fem with Hierarchi-
cal Tensor Representation

PDE with stochastic data usually lead to very high-
dimensional algebraic problems which easily become unfea-
sible for numerical computations because of the coupling
structure of the discretised stochastic operator. Recently,
an adaptive stochastic Galerkin FEM based on a residual
a posteriori error estimator was presented and the conver-
gence of the adaptive algorithm was shown. While this
approach leads to a drastic reduction of the complexity of
the problem due to the iterative discovery of the sparsity of
the solution, the problem size and structure is still rather
limited. To allow for larger and more general problems, we
exploit the tensor structure of the parametric problem by
representing operator and solution iterates in the tensor
train (TT) format. The (successive) compression carried
out with these representations can be seen as a generali-
sation of some other model reduction techniques, e.g. the
reduced basis method. We show that this approach facili-
tates the efficient computation of different error indicators
related to the computational mesh, the active polynomial
chaos index set, and the TT rank. In particular, the curse
of dimension is avoided.

Martin Eigel

WIAS Berlin
eigel@wias-berlin.de

MS127

A Posteriori Error Estimates for Navier-Stokes
Equations with Small Uncertainties

We perform a posteriori error analysis for the steady-state
incompressible Navier-Stokes equations defined on random
domains. We use the so-called domain mapping method
that yields PDEs on a fixed domain with random coef-
ficients. With a perturbation approach, we expand then
the exact solution with respect to a parameter ε that con-
trols the amount of uncertainty. We derive error estimates
accounting the two sources of error and give numerical ex-
amples to illustrate the theoretical results.

Diane Guignard
Ecole Polytechnique Fédérale de Lausanne
diane.guignard@epfl.ch

Fabio Nobile
EPFL, Switzerland
fabio.nobile@epfl.ch

Marco Picasso
EPFL, Switzlerand
marco.picasso@epfl.ch

MS128

History Matching with Structural Reliability
Methods

History matching is an inverse problem methodology that
identifies subsets in the input space of an expensive com-
puter model, such that the output is likely to have a good
fit with observed data. Its efficiency depends on the evalua-
tion of an implausibility function and on the iterative sam-
pling on the reduced input space. We present a sampling
strategy based on Subset Simulation, an efficient technique
developed and used to solve structural reliability problems.

Alejandro Diaz
University of Liverpool
fado@liv.ac.uk

MS128

Efficient Inverse Problems with Gaussian Process
Surrogates Via Entropy Search

Scientists often express models through computer simula-
tors, and Gaussian process emulation of these simulators
provides an effective way to reduce computation when in-
terrogating such a model. Meanwhile, Bayesian optimisa-
tion has gained popularity, where a Gaussian process emu-
lator is used to provide information-theoretic guidance for
finding extrema of functions. Here, we combine these ideas,
proposing a method for solving inverse problems guided by
entropic search. The method is demonstrated on a simple
model of climate.

James Hensman
University of Lancaster
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MS128

Bayesian Inference for Linear Parabolic PDEs with
Noisy Boundary Conditions

Many real problems require inferring the coefficients of lin-
ear parabolic PDEs under the assumption that noisy mea-
surements are available in the interior of a domain of inter-
est and for the unknown boundary conditions. This talk
will focus on solving the inverse problem by using hier-
archical Bayesian techniques based on the marginalization
of the contribution of the boundary parameters. Inverse
heat conduction problems for simulated and real experi-
ments under different setups will illustrate the proposed
approach.

Zaid Sawlan
King Abdullah University of Science and Technology
(KAUST)
zaid.sawlan@kaust.edu.sa

MS128

Iterative History Matching for Computationally
Intensive Inverse Problems

Iterative History Matching using Bayes Linear statistics
has been shown to be a very successful methodology
for solving inverse problems for computationally intensive
models. We will discuss recent advances in this area includ-
ing nested emulator approximations and fast output scans
for efficient input space reduction. We will describe how
history matching provides a natural framework for design-
ing future experiments tailored to resolving specific uncer-
tainties uncovered in the inverse calculation, with a systems
biology application.

Ian Vernon
University of Durham
ian.vernon314@gmail.com

MS129

Regression-Based Adaptive Sparse Polynomial Di-
mensional Decomposition for Sensitivity Analysis
in Fluids Simulation

Polynomial dimensional decomposition (PDD) is employed
in this work for global sensitivity analysis and uncertainty
quantification of stochastic systems subject to a large num-
ber of random input variables. Due to the intimate struc-
ture between PDD and Analysis-of-Variance, PDD is able
to provide simpler and more direct evaluation of the Sobol
sensitivity indices, when compared to polynomial chaos
(PC). This work proposes a variance-based adaptive strat-
egy aiming to build a cheap meta-model by sparse-PDD
with PDD coefficients computed by regression. The size of
the final sparse-PDD representation is much smaller than
the full PDD, since only significant terms are eventually
retained.

Pietro Marco Congedo
INRIA
pietro.congedo@inria.fr

Kunkun Tang
XPACC - Coordinated Science Lab
University of Illinois Urbana-Champaign
ktg@illinois.edu

Remi Abgrall
University of Zurich
remi.abgrall@math.uzh.ch

Pietro M. Congedo
INRIA Bordeaux Sud-Ouest (FRANCE)
pietro.congedo@inria.fr

MS129

Effective Improvement of Aerodynamic Perfor-
mance over a Parameter Interval

Accounting for uncertainties is now a requirement in air-
craft design. However, classical robust optimization meth-
ods, based on statistical criteria (mean, variance, etc), can-
not guarantee an effective improvement of the aerodynamic
performance over the whole interval of variation of uncer-
tain parameters. We propose here an extension of the
steepest-descent method, that allows to define a descent
direction common to a large set of functionals parame-
terized by the uncertain parameters. Illustrations will in-
clude uncertainties arising from flow conditions and time-
dependency.

Regis Duvigneau
INRIA Sophia Antipolis
regis.duvigneau@inria.fr

Jean-Antoine Desideri
INRIA Sophia-Antipolis
jean-antoine.desideri@inria.fr

MS129

Adaptive Surrogate Modeling Strategies for Effi-
cient Bayesian Inference

Polynomial surrogates have recently been proposed to re-
duce the computational cost of Bayesian inference. In re-
gions of low posterior probability, the construction of ac-
curate surrogates is however wasteful. We propose a novel
adaptive construction of the surrogate where additional
model evaluations in high posterior regions are taken into
account to progressively improve the approximation. The
method is tested on several academic examples to illustrate
its effectiveness.

Olivier P. Le Matre, Didier Lucor
LIMSI-CNRS
olm@limsi.fr, lucor@limsi.fr

Lionel Mathelin
LIMSI - CNRS, France
mathelin@limsi.fr

MS129

Time-Optimal Path Planning in Uncertain Flow
Field Using Ensemble Method

We focus on time-optimal path planning in uncertain flows.
Uncertainty is represented in terms of a finite-size ensem-
ble, and for each ensemble member a deterministic time-
optimal path is predicted. This enables us to perform a
statistical analysis of travel times, and consequently de-
velop a path planning approach that accounts for these
statistics. The performance of the ensemble representation
is analyzed, and the simulations are used to develop insight
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into extensions dealing with general circulation forecasts.

Tong Wang
KAUST
tong.wang@kaust.edu.sa

Olivier P. Le Matre
LIMSI-CNRS
olm@limsi.fr

Ibrahim Hoteit, Omar M. Knio
King Abdullah University of Science and Technology
(KAUST)
ibrahim.hoteit@kaust.edu.sa, omar.knio@kaust.edu.sa

MS130

Bayesian Inference and Model Selection in Molec-
ular Dynamics Simulations

Abstract not available.

Panagiotis Angelikopoulos
Computational Science, ETH Zurich, Switzerland
panagiotis.angelikopoulos@mavt.ethz.ch

Panagiotis Angelikopoulos
Computational Science and Engineering Lab, Switzerland
Institute for Computational Science DMAVT, ETH
Zurich,
panagiotis.angelikopoulos@mavt.ethz.ch

MS130

Path-Space Information Criteria and Uq Bounds
for the Long-Time Behavior of Extended Stochastic
Systems

Abstract not available.

Markos A. Katsoulakis
University of Massachusetts, Amherst
Dept of Mathematics and Statistics
markos@math.umass.edu

MS130

No Equations, No Variables: Data, and the Com-
putational Modeling of Complex Systems

Abstract not available.

I. G. Kevrekidis
Princeton University
yannis@princeton.edu

MS130

Coarse-Graining of Stochastic Dynamics

Abstract not available.

Tony Lelievre
Ecole des Ponts ParisTech
lelievre@cermics.enpc.fr

Frederic Legoll
LAMI, ENPC

legoll@lami.enpc.fr

MS131

Successive Approximation of Nonlinear Confidence
Regions (SANCR)

In parameter estimation problems an important issue is the
approximation of confidence regions. These can be non-
linear and, in case of bad conditioning of the estimation
problem, strongly elongated. Therefore, their approxima-
tion can be computationally highly expensive, especially
for differential equations. To combine high accuracy and
low computational costs, we have developed a method that
uses only successive linearizations in the vicinity of an esti-
mator. We show the potential of this method by numerical
examples.

Thomas Carraro
Heidelberg University
thomas.carraro@iwr.uni-heidelberg.de

MS131

Uncertainty Quantification for Crosswind Stability
of Vehicles

The objective of uncertainty quantification for crosswind
stability is the computation of failure probabilities for a
non-stationary realistic gust model with random amplitude
and duration. In addition, the strongly nonlinear aero-
dynamic coefficients, which highly depend on the vehicle
shape as well as the relative wind angle, are modeled as
random variables. Failure probabilities can be obtained
either conditioned on a certain mean wind speed and di-
rection or a certain physical scenario. They are based on
limit states for the safe operation of the vehicle.

Carsten Proppe
Karlsruhe Institute of Technology
carsten.proppe@kit.edu

MS131

Towards Meshless Uncertainty Quantification in
Medical Imaging on GPUs

In cancer diagnosis, radiological imaging is one of the only
non-invasive ways to decide whether tissue is subject to
cancer or not. However, radiological images are subject
to high variabilities due to imaging errors, patient move-
ment, etc. In the recent years, the extraction of imaging
biomarkers (e.g. features or meta-data) from radiological
images is a growing research topic. Imaging biomarkers
shall be reliable diagnosis indicators for cancer. However,
these biomarkers are assumed to be subject to a high vari-
ability based on the underlying image variability. The pur-
pose of our ongoing research endeavour is to find ways to
overcome this variability and thereby to make the over-
all biomarker extraction pipeline more reliable. Here, one
crucial part is the appropriate quantification of stochastic
moments of biomarkers and images. In the recent years,
we have introduced the meshless kernel-based stochastic
collocation using radial basis functions. This non-intrusive
UQ method is designed to solve large-scale problems in a
high-order convergent and scaling fashion. We are about
to integrate our method into the appropriate imaging tool
pipeline of radiologists. Moreover, we aim at performing
our full analysis on graphics processing units, to be able to
integrate the software in imaging devices, in the long run.
In our presentation, we will give the latest results on the
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described developments.

Peter Zaspel
EMCL, IWR, University of Heidelberg
peter.zaspel@uni-heidelberg.de

MS132

Uncertainty Propagation Estimates with Semidefi-
nite Optimization

We show how tight estimates on the support of the push-
forward of a probability measure through a non-linear semi-
algebraic mapping can be obtained by moment-sum-of-
squares hierarchies and convex semidefinite programming.

Didier Henrion
University of Toulouse, France
henrion@laas.fr

MS132

Global Sensitivity Analysis for the Boundary Con-
trol of An Open Channel

We consider the boundary control problem of an open-
water channel, whose boundary conditions are defined by
the position of a downstream overflow gate and an up-
perstream underflow gate. Water depth and velocity are
described by Shallow-Water equations. As physical param-
eters are unknown, a stabilizing boundary control is com-
puted for their ”nominal” values, and then a sensitivity
analysis is performed to measure the impact of uncertainty
in parameters on a given to-be-controlled output.

Alexandre Janon
Université Paris-Sud
alexandre.janon@u-psud.fr

MS132

Worst-Case Robustness Analysis and Synthesis in
Control

We give an overview over key ideas how to handle para-
metric and non-parametric uncertainties in control. A
main emphasis will be laid on robust stability and per-
formance analysis techniques that are based on dissipation
arguments and dedicated tools from robust semi-definite
programming. We highlight the difficulties that arise in
designing robust controllers and address paths how they
can be overcome. If time permits we point out relations to
stochastic uncertainty descriptions.

Carsten W. Scherer
SRC SimTech Chair Mathematical Systems Theory
University of
carsten.scherer@mathematik.uni-stuttgart.de

MS132

Uncertainty Randomization in Control Systems

It is well-known that uncertainty leads to a significant per-
formance degradation of control systems. At the beginning
of this lecture, we illustrate this fact using a simple ex-
ample and discuss two alternative approaches: robust and
stochastic. Subsequently, we provide a perspective of ran-
domized techniques to handle uncertain stochastic systems.
In particular, we introduce the notion of sample complex-
ity, demonstrate its key role in feedback systems, and study
related probabilistic bounds. Regarding control design, we

formulate a robust optimization approach for both convex
and nonconvex problems. Finally, connections with statis-
tical learning theory will be outlined.

Roberto Tempo
CNR-IEIIT Politecnico di Torino
roberto.tempo@polito.it

MS133

Renewable Energy Integration in the Central West-
ern European System

This paper presents a detailed model of the current market
coupling mechanism in the Central Western European sys-
tem. Market coupling is compared against deterministic
and stochastic unit commitment under current renewable
energy integration levels. Efficiency losses of the market
coupling model with respect to deterministic unit commit-
ment are estimated to range between 2.8%-6.0%. Efficiency
gains of stochastic with respect to deterministic unit com-
mitment are estimated at 0.9%.

Ignacio Aravena
Université catholique de louvain
ignacio.aravena@uclouvain.be

Anthony Papavasiliou
Université catholique de Louvain
anthony.papavasiliou@uclouvain.be

MS133

Multi-Timescale Stochastic Power Systems Opera-
tion with High Wind Energy Penetration

We present a novel set of stochastic unit commitment and
economic dispatch models that consider stochastic loads
and variable generation at four distinct but interconnected
operational timescales. Comparative case studies with de-
terministic approaches are conducted in low wind and high
wind penetration scenarios to highlight the advantages of
the proposed methodology. The effectiveness of the pro-
posed method is evaluated with sensitivity tests using both
economic and reliability metrics to provide a broader view
of its impact.

Hongyu Wu, Ibrahim Krad
National Renewable Energy Laboratory
hongyu.wu@nrel.gov, ibrahim.krad@nrel.gov

Erik Ela
Electric Power Research Institute
eela@epri.com

Anthony Florita, Jie Zhang, Eduardo Ibanez,
Bri-Mathias Hodge
National Renewable Energy Laboratory
anthony.florita@nrel.gov, jie.zhang@nrel.gov, ed-
uardo.ibanez@nrel.gov, bri.mathias.hodge@nrel.gov

MS133

Introducing Uncertainty to Transmission Expan-
sion Planning Models A North Sea Case Study

Grid investments are sunk costs with a long lifetime, and
the market fundamentals for cost recovery is experiencing
increased share intermittent power production. To cope
with the changing market environments and alternative
flexibility options it is of great importance to improve TEP
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models to account for both uncertainty and enhanced mod-
elling of market operation. The progressive hedging al-
gorithm is applied to a MILP for transmission expansion
planning, as a first stage towards a stochastic model.

Martin Kristiansen, Magnus Korp̊as
Norwegian University of Science and Technology
martin.kristiansen@ntnu.no, magnus.korpas@ntnu.no

MS133

Adaptive Sparse Quadrature for Stochastic Opti-
mization

Monte Carlo (MC) techniques are commonly used to es-
timate statistics, e.g. expectations, employed in stochas-
tic optimization models. While generally robust, the MC
approach exhibits poor convergence properties. Here we
consider an alternate approach, modeling uncertain pa-
rameters as random variables and employing Polynomial
Chaos expansions (PCEs) to efficiently propagate uncer-
tainties from model inputs to outputs. These PCEs are
constructed adaptively via sparse quadrature. The perfor-
mance of this approach is compared with results based on
classical formulations.

Cosmin Safta
Sandia National Laboratories
csafta@sandia.gov

Richard L. Chen
Sandia National Laboratories
Livermore, CA
rlchen@sandia.gov

Jianqiang Cheng
Sandia National Labs
jcheng@sandia.gov

Habib N. Najm
Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

Ali Pinar
Sandia National Labs
apinar@sandia.gov

Jean-Paul Watson
Sandia National Laboratories
Discrete Math and Complex Systems
jwatson@sandia.gov

MS134

Non-Degenerate Particle Filters in High-
Dimensional Systems

The general solution of the data assimilation problem can
be found using Bayes’ theorem. In practice, however, it
is virtually impossible to evolve probability density func-
tions in time and update them with the likelihood of ob-
servations. Particle filters rely in samples to estimate the
posterior probability density function. Traditional particle
filters, however, can suffer from degeneracy when the sys-
tem size (actually number of independent observations) is
not small. In this work we present a formulation that a)
explores regions of high probability making use of future
observations and b) does not become degenerate by se-
lecting updating positions of the particles considering the

statistical characteristics of the whole ensemble (and not
just the individual particle being updated).

Javier Amezcua
University of Reading
Department of Meteorology
j.amezcuaespinosa@reading.ac.uk

Peter Jan van Leeuwen, Mengbin Zhu
University of Reading
p.j.vanleuween@reading.ac.uk, meng-
binzhu@pgr.reading.ac.uk

MS134

Hybrid Particle - Ensemble Kalman Filter for La-
grangian Data Assimilation

Lagrangian data such as those collected by gliders or floats
in the ocean are highly nonlinear and their assimilation
into high-dimensional models of the velocity field is a chal-
lenging task. We present a hybrid filter that applies the
EnKF update to velocity variables and the PF update to
drifter variables. We present some results from this hybrid
filter applied to high-dimensional quasi-geostrophic ocean
model and compare those to results from standard ensem-
ble Kalman filter and ensemble runs without assimilation.

Amit Apte
TIFR Centre for Applicable Mathematics
Bangalore, India
apte@icts.res.in

Elaine Spiller
Marquette University
elaine.spiller@marquette.edu

Laura Slivinski
Woods Hole Oceanographic Institution
lslivinski@whoi.edu

MS134

Accuracy and Stability of Nonlinear Filters

Abstract not available.

David Kelly
University of Warwick
dtbkelly@gmail.com

MS134

Sequential Implicit Sampling Methods for Bayesian
Inverse Problems

The solution to the inverse problems, under the Bayesian
framework, is given by a posterior probability density. For
large scale problems, sampling the posterior can be an
extremely challenging task. Markov Chain Monte Carlo
(MCMC) provides a general way for sampling but it can be
computationally expensive. Gaussian type methods, such
as Ensemble Kalman Filter (EnKF), make Gaussian as-
sumptions even for the possible non-Gaussian posterior,
which may lead to inaccuracy. In this talk, the implicit
sampling method and the newly proposed sequential im-
plicit sampling methods are investigated for the inverse
problem involving time-dependent partial differential equa-
tions (PDEs). The sequential implicit sampling method
combines the idea of the EnKF and implicit sampling and
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it is particularly suitable for time-dependent problems.
Moreover, the new method is capable of reducing the com-
putational cost in the optimization, which is a necessary
and most expensive step in the implicit sampling method.
The sequential implicit sampling method has been tested
on a seismic wave inversion. The numerical experiments
shows its efficiency by comparing with the MCMC and
some Gaussian approximation methods.

Xuemin Tu
University of Kansas
xuemin@ku.edu

MS135

Spectral Analysis of Stochastic Networks

Stochastic networks with pairwise transition rates of the
form Lij = exp(−Uij/T ) where T is a small parameter
(the absolute temperature in the physical context) arise
in modeling of rare events in complex physical systems. I
will introduce methods for finding the spectral decomposi-
tion of the generator matrices of such networks in the limit
T → 0, finite temperature continuation techniques, and an
application to the problem of the Lennard-Jones-75 cluster
rearrangement.

Maria K. Cameron
University of Maryland
cameron@math.umd.edu

MS135

Vortices in the Stochastic Parabolic Ginzburg-
Landau Equation

We consider the variant of a stochastic parabolic Ginzburg-
Landau equation that allows for the formation of point de-
fects of the solution. We show that the family of the Jaco-
bians associated to the solution is tight on a suitable space
of measures. Its limit points are concentrated on finite
sums of delta measures with integer weights. This provides
the definition of the stochastic Ginzburg-Landau vortices.
We shall also discuss the possibility to study, within our
framework, the noise-induced nucleation of vortices.

Olga Chugreeva
Aachen University, Germany
n/a

MS135

Competition Between Energy and Entropy in the
Stochastic Allen-Cahn Equation

We will comment on the competition between energy and
entropy in stochastically perturbed systems. We focus on
the example of the stochastic Allen-Cahn equation, for
which we have analyzed the invariant measure in joint work
with Felix Otto and Hendrik Weber. While for small noise
strength a transition between the favored states is energet-
ically penalized, a large system size means that there are
many places at which such a rare event may take place.
Our first result quantifies this competition.

Felix Otto
Max Planck Institute for Mathematics in the Sciences
otto@mis.mpg.de

Hendrik Weber
Mathematics Institute
University of Warwick

hendrik.weber@warwick.ac.uk

Maria G. Westdickenberg
RWTH Aachen University
Germany
maria@math1.rwth-aachen.de

MS135

Packing and Unpacking

Abstract not available.

Matthieu Wyart
Institute of Theoretical Physics
Ecole Polytechnique Federale de Lausanne, Switzerland
matthieu.wyart@epfl.ch

MS136

VPS: Voronoi Piecewise Surrogates for High-
Dimensional Data

We introduce VPS: a new method to construct credi-
ble global high-dimensional surrogates, using an implicit
Voronoi tessellation around black-box function evaluations.
The neighborhood network between cells (approximate De-
launay graph) enables each cell to build its own local piece
of the global surrogate taking advantage of intrusively gen-
erated information, e.g., derivatives. Due to its piecewise
nature, VPS accurately handles smooth functions with
high curvature as well as functions with discontinuities,
and can adopt a parallel implementation.

Mohamed S. Ebeida
Sandia National Laboratories
msebeid@sandia.gov

Ahmad A. Rushdi
University of Texas
Austin
arushdi@utexas.edu

Laura Swiler
Sandia National Laboratories
Albuquerque, New Mexico 87185
lpswile@sandia.gov

Scott A. Mitchell
Sandia National Laboratories
samitch@sandia.gov

Eric Phipps
Sandia National Laboratories
Optimization and Uncertainty Quantification Department
etphipp@sandia.gov

MS136

A Hybrid Approach to Tackle Resiliency in Ex-
treme Scale Computations Using a Domain Decom-
position Solver for Uncertain Elliptic Pdes

One challenging aspect of extreme scale computing con-
cerns combining UQ methods with resilient PDE solvers.
We present a resilient polynomial chaos solver for uncer-
tain elliptic PDEs. The solver involves domain decomposi-
tion for tackling extreme scale problems, robust regression
techniques to provide resilience, and spectral methods for
the UQ. Our hybrid UQ approach mixes a resilient non-
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intrusive approximation of stochastic Dirichlet-to-Dirichlet
maps and a Galerkin projection to determine the solution
at the subdomain interfaces.

Paul Mycek, Andres Contreras
Duke University
paul.mycek@duke.edu, andres.contreras@duke.edu

Olivier P. Le Matre
LIMSI-CNRS
olm@limsi.fr

Khachik Sargsyan, Francesco Rizzi, Karla Morris, Cosmin
Safta
Sandia National Laboratories
ksargsy@sandia.gov, fnrizzi@sandia.gov,
knmorri@sandia.gov, csafta@sandia.gov

Bert J. Debusschere
Energy Transportation Center
Sandia National Laboratories, Livermore CA
bjdebus@sandia.gov

Omar M. Knio
Duke University
omar.knio@duke.edu

MS136

A Soft and Hard Faults Resilient Solver for 2D
Uncertain Elliptic PDEs via Fault-tolerant MPI
Server-client-based Implementation

We discuss an approach to solve 2D elliptic PDEs with un-
certain coefficients that incorporates resiliency to soft and
hard faults. Resiliency to soft faults is obtained at the al-
gorithm level by recasting the PDE as a sampling problem
followed by a resilient manipulation of the data to obtain
a new solution. Resiliency to hard faults is achieved at the
implementation level by leveraging a fault-tolerant MPI
implementation (ULFM-MPI) within a task-based server-
client model.

Francesco Rizzi, Karla Morris
Sandia National Laboratories
fnrizzi@sandia.gov, knmorri@sandia.gov

Paul Mycek
Duke University
paul.mycek@duke.edu

Khachik Sargsyan
Sandia National Laboratories
ksargsy@sandia.gov

Olivier P. Le Matre
LIMSI-CNRS
olm@limsi.fr

Omar M. Knio, Andres Contreras
Duke University
omar.knio@duke.edu, andres.contreras@duke.edu

Cosmin Safta
Sandia National Laboratories
csafta@sandia.gov

Bert J. Debusschere
Energy Transportation Center

Sandia National Laboratories, Livermore CA
bjdebus@sandia.gov

MS137

Dimension Reduction for UQ in Satellite Retrieval
Methods

Many satellite instruments observe reflected or transmit-
ted solar or even stellar radiation. Retrieving information
of vertical gas density profiles of atmospheric constituents,
such as ozone, is an ill-posed inverse problem and a pri-
ori information must be incorporated to solve it. Using
sampling-based estimation and uncertainty quantification
with dimension reduction, we can solve the problem di-
rectly in a suitable low dimensional subspace of the full
solution. In this presentation, we discuss dimension and
model reduction for selected satellite instruments and re-
trieval algorithms. We utilize likelihood-informed dimen-
sion reduction with adaptive MCMC to retrieve profile in-
formation matching the degrees of freedom in the observa-
tions.

Marko Laine
Finnish Meteorological Institute
marko.laine@fmi.fi

MS137

Efficient Scalable Variational Bayesian Approxima-
tion Methods for Inverse Problems

When using hierarchical prior models for Bayesian infer-
ence for inverse problems, the expression of the joint pos-
terior law is complex and analytical computations often
impossible. MCMC method are then common tools but un-
fortunately they are not scalable. Variational Bayesian Ap-
proximation methods are alternatives which can efficiently
be used. In this work we show a few implementations of
these methods for Image Reconstruction in Computed To-
mography.

Ali Mohammad-Djafari
CNRS
djafari@lss.supelec.fr

MS137

Optimization-Based Samplers using the Frame-
work of Transport Maps

Markov chain Monte Carlo (MCMC) relies on efficient pro-
posals to sample from a target distribution of interest. Re-
cent optimization-based MCMC algorithms for Bayesian
inference, for example randomize-then-optimize (RTO), re-
peatedly solve optimization problems to obtain proposal
samples. We analyze RTO using a new interpretation that
describes each optimization as a projection and as the ac-
tion of an approximate transport map. From this analysis,
several new variants of RTO — adaptive RTO, mixtures of
RTO proposals, and transformed random walks — follow
naturally.

Zheng Wang
Massachusetts Institute of Technology
USA
zheng w@mit.edu

Youssef M. Marzouk
Massachusetts Institute of Technology
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ymarz@mit.edu

MS137

Quantifying Model Error in Bayesian Parameter
Estimation

In complex Bayesian hierarchical models, the posterior dis-
tribution of interest is often replaced by a computation-
ally efficient approximation to make Markov chain Monte
Carlo algorithms feasible. In this work, we propose statisti-
cal methodology that utilizes high performance computing
and allows one to quantify the model error, defined as the
discrepancy between the target and approximate posterior
distributions. This provides a structure to analyze model
approximations with regard to the impact on inference and
computational efficiency.

Staci White
Wake Forest University
USA
whitesta@wfu.edu

Radu Herbei
Ohio State
herbei@stat.osu.edu

MS138

Probabilistic Formulations of Elementary Algo-
rithms in Linear Algebra and Optimization

Broad practical success of error estimation in numerical
methods hinges on computational cost. Ideally, adding a
well-calibrated error estimate to a classic numerical point
estimate should have no, or only very limited computa-
tional overhead. This talk will start with the observation
that several basic numerical methods can directly be inter-
preted as maximum a-posteriori estimates under certain
families of Gaussian priors (the focus will be on algorithms
for linear algebra and optimization). By itself, however,
this connection does not yield a unique calibration for the
posterior’s width. I will point out technical challenges and
opportunities for such calibration at runtime, which give
varying degrees of error calibration in return for a corre-
spondingly varying amount of computational effort.

Philipp Hennig, Maren Mahsereci, Simon Bartels
Max Planck Institute for Intelligent Systems
phennig@tuebingen.mpg.de, mmahsereci@tue.mpg.de,
sbartels@tue.mpg.de

MS138

Bayesian Inference for Lambda-coalescents: Fail-
ures and Fixes

The class of Lambda-coalescents arise as models of genetic
ancestry of populations with reproductive skew. In this
talk I show that naively sampling DNA from such a pop-
ulation and applying Bayesian inference with a Lambda-
coalescent prior leads to inconsistent inference with high
sensitivity to the observation and to hyperparameters.
These issues can be resolved by temporally structured sam-
pling and carefully chosen inference algorithms, which are
able to yield provably consistent and robust inference.

Jere Koskela
University of Warwick

j.j.koskela@warwick.ac.uk

MS138

Opportunity for Uncertainty in Cardiac Modelling

Biophysical computational models of individual patients
hearts represent a novel framework for understanding the
mechanisms behind disease, selecting patients and optimis-
ing treatments. Personalising computational models from
noisy and sparse clinical data increasingly represents the
limiting step in simulation workflows while propagation of
that uncertainty through to model predictions is routinely
absent. This presentation describes the problem and out-
lines our progress in engaging uncertainty quantification in
the development and simulation of cardiac models.

Steven Niederer
King’s College London
steven.niederer@kcl.ac.uk

MS138

Brittleness and Robustness of Bayesian Inference

It is natural to investigate the accuracy of Bayesian proce-
dures from several perspectives: e.g., frequentist questions
of well-specification and consistency, or numerical analy-
sis questions of stability and well-posedness with respect
to perturbations of the prior, the likelihood, or the data.
This talk will outline positive and negative results (both
classical ones from the literature and new ones due to the
authors and others) on the accuracy of Bayesian inference
in these senses.

Tim Sullivan
Free University of Berlin / Zuse Institute Berlin
sullivan@zib.de

Houman Owhadi
Applied Mathematics
Caltech
owhadi@caltech.edu

Clint Scovel
Los Alamos National Laboratory
jcs@lanl.gov

MS139

A Gaussian Process Trust Region Method for
Stochastic Constrained Derivative-Free Optimiza-
tion

In this talk we present the algorithm (S)NOWPAC for
stochastic constrained derivative-free optimization. The
method uses a generalized trust region approach that ac-
counts for noisy evaluations of the objective and con-
straints. To reduce the impact of noise, we fit Gaussian
process models to past evaluations. Our approach incor-
porates a wide variety of probabilistic risk or deviation
measures in both the objective and the constraints. We
demonstrate the efficiency of the approach via several nu-
merical comparisons.

Florian Augustin
Massachusetts Institute of Technology
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fmaugust@mit.edu

MS139

Should You Derive Or Let the Data Drive ? A
Framework for Hybrid Data Driven First Principle
Model Correction

Mathematical models are employed ubiquitously for de-
scription, prediction and decision making. In addressing
end-goal objectives, great care needs to be devoted to at-
tainment of appropriate balance of inexactness through-
out the various stages of the underlying process. In this
talk, we shall describe the interplay between model reduc-
tion and model mis-specification mitigation and provide a
generic infrastructure for model re-specification based upon
a hybrid first principles and data-driven approach.

Lior Horesh
IBM Research
lhoresh@us.ibm.com

Remi Lam
MIT
rlam@mit.edu

Haim Avron
Business Analytics & Mathematical Sciences
IBM T.J. Watson Research Center
haimav@us.ibm.com

Karen E. Willcox
Massachusetts Institute of Technology
kwillcox@MIT.EDU

MS139

Distribution Shaping and Scenario Bundling for
Stochastic Programs with Endogenous Uncertainty

We present a new approach to handle endogenous uncer-
tainty in stochastic programs, which allows an efficient
polyhedral characterization of decision-dependent proba-
bility measures and thus a reformulation of the original
nonlinear stochastic MINLP as a stochastic MIP. The effec-
tiveness of the approach will be demonstrated for stochas-
tic network design problems, where the links are subject to
random failures, as well as for stochastic project planning.

Marco Laumanns
IBM Research - Zurich
mlm@zurich.ibm.com

Steven Prestwich
s.prestwich@cs.ucc.ie
s.prestwich@cs.ucc.ie

Ban Kawas, Bruno Flach
IBM Research
bkawas@us.ibm.com, bflach@br.ibm.com

MS139

Taming Unidentifiability of Ill-Posed Inverse Prob-
lems Through Randomized-Regularized Decision
Analyses

Properties controlling groundwater flow and contaminant
transport (e.g. permeability, reduction capacity, etc.)
are often highly heterogeneous (spatially and temporally).

Characterization of these heterogeneities using inverse
methods is challenging often producing ill-posed problems
with multiple plausible solutions. We have developed an
approach to decision analysis that is capable of accounting
for the unidentifiability of the inverse model. We present
a series of synthetic decision analyses that are consistent
with actual site problems.

Velimir V. Vesselinov
Los Alamos National Lab
vvv@lanl.gov

MS140

Numerical Approaches for Sequential Bayesian Op-
timal Experimental Design

How does one select a sequence of experiments that maxi-
mizes the collective value of the resulting data? We formu-
late this optimal sequential experimental design problem
by maximizing expected information gain under continuous
parameter, design, and observation spaces using dynamic
programming. We find an approximate optimal policy via
approximate value iteration, and utilize transport maps to
represent non-Gaussian posteriors and to enable fast ap-
proximate Bayesian inference. Results are demonstrated
on a dynamic sensor steering problem for source inversion.

Xun Huan
Sandia National Laboratories
xhuan@sandia.gov

Youssef M. Marzouk
Massachusetts Institute of Technology
ymarz@mit.edu

MS140

Online Optimum Experimental Design for Control
Systems under Uncertainties

We have developed efficient optimal control methods for
the determination of one, or several complementary, op-
timal experiments, which maximize the information gain
about parameters subject to constraints such as experi-
mental costs and feasibility or the range of model validity.
Special emphasis is placed on evaluation of robust optimal
experiments by online design of experiments, according to
which the information about parameters received using on-
line parameter estimation is used to online re-design of the
running experiment.

Gregor Kriwet
Fachbereich Mathematik und Informatik
Philipps-Universitaet Marburg
kriwet@mathematik.uni-marburg.de

Ekaterina Kostina
Heidelberg University
ekaterina.kostina@iwr.uni-heidelberg.de

Hans Georg Bock
IWR, University of Heidelberg
bock@iwr.uni-heidelberg.de

MS140

Bayesian Optimal Design for Ordinary Differential
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Equation Models

Methodology is described for minimising the expected loss
function characterising the Bayesian optimal design prob-
lem. This methodology relies on using a statistical emula-
tor to approximate the expected loss. An extension, to con-
sider optimal design for physical models derived from the
(intractable) solution to a system of ordinary differential
equations (ODEs), will also be described and illustrated
on examples from the biological sciences.

Antony Overstall
University of Glasgow
antony.overstall@glasgow.ac.uk

David Woods, Benjamin Parker
University of Southampton
d.woods@southampton.ac.uk, b.m.parker@soton.ac.uk

MS140

Gaussian Process based Closed-loop Bayesian Ex-
perimental Design of Computer Experiments

Using Gaussian processes as adaptive emulators for expen-
sive computer models, a sequential optimization of the em-
ulator (ie. with respect to utility functions like minimized
prediction uncertainty) through a Bayesian experimental
design approach for simulation parameter selection is in-
vestigated. The performance of several widely used utility
functions and the influence of different look-ahead strate-
gies in the Bayesian experimental design are discussed, us-
ing a plasma-wall-interaction code as real-world example.

Udo von Toussaint
Max Planck Institute for Plasma Physics
udt@ipp.mpg.de

Roland Preuss
Max Planck Institute for Plasma
rop@ipp.mpg.de

MS141

Scalable Methods for Optimal Experimental De-
sign for Systems Governed by Pdes with Uncertain
Parameter Fields

We formulate an A-optimal experimental design (OED)
criterion for the optimal placement of sensors in infinite-
dimensional nonlinear Bayesian inverse problems. We dis-
cuss simplifications required to make the OED problem
computationally feasible, and present a formulation as a
bi-level optimization problem whose constraints are the op-
timality condition PDEs defining the MAP point and the
PDEs describing the action of the posterior covariance. We
provide numerical results for inversion of the permeability
in a groundwater flow problem.

Alen Alexanderian
NC State University
alexanderian@ncsu.edu

Noemi Petra
University of California, Merced
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Omar Ghattas
The University of Texas at Austin
omar@ices.utexas.edu

MS141

Efficient Particle Filtering for Stochastic Korteweg-
De Vries Equations

We propose an efficient algorithm to perform nonlinear
data assimilation for Korteweg-de Vries solitons. In par-
ticular we develop a reduced particle filtering method to
reduce the dimension of the problem. The method de-
composes a solitonic pulse into a clean soliton and small
radiative noise, and instead of inferring the complete pulse
profile, we only infer the two soliton parameters with parti-
cle filter. Numerical examples are provided to demonstrate
that the proposed method can provide rather accurate re-
sults, while being much more computationally affordable
than a standard particle filter.

Feng Bao
Oak Ridge National Laboratory
baof@ornl.gov

Yanzhao Cao
Department of Mathematics & Statistics
Auburn University
yzc0009@auburn.edu

Xiaoying Han
Auburn University
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Jinglai Li
Shanghai JiaoTong University, China
jinglaili@sjtu.edu.cn

MS141

Data-Driven Spectral Decomposition and Forecast-
ing of Ergodic Dynamical Systems

We discuss a framework for dimension reduction, mode de-
composition, and nonparametric forecasting of data gen-
erated by ergodic dynamical systems. This framework is
based on a representation of the Koopman operators in a
smooth orthonormal basis acquired from time-ordered data
through the diffusion maps algorithm. Using this repre-
sentation, we compute Koopman eigenfunctions through a
regularized advection-diffusion operator, and employ these
eigenfunctions for dimension reduction and time integra-
tion of forecast probability densities.

Dimitrios Giannakis
Courant Institute of Mathematical Sciences
New York University
dimitris@cims.nyu.edu

MS141

Fast Data Assimilation for High Dimensional Non-
linear Dynamical Systems

A general and fast computational framework is developed
for data assimilation in high dimensional nonlinear dy-
namical systems. This is achieved by developing a robust
probabilistic model to approximate the Bayesian inference
problem and obtain samples from high dimensional pos-
terior distributions. In addition, the proposed approach
addresses one of the main challenges in uncertainty quan-
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tification, namely dealing with modeling errors and their
effect on inference and prediction.

Gabriel Terejanu
University of South Carolina
terejanu@cse.sc.edu

MS142

Adaptive Mesh Re-location for Randomly Fluctu-
ating Material Fields

Stochastic models with random material fields require
adaptive meshing to properly resolve the features of each
(deterministic) instance at a minimum computational cost.
This is a challenging issue because, to be used in as a prac-
tical tool, the cost of the error indicators and the remesh-
ing algorithms must be very small. This discards using
any a posteriori error assessment technique and precludes
remeshing from scratch at each instance. We present an
r-adaptivity approach for boundary value problems with
randomly fluctuating material parameters solved through
the Monte Carlo or stochastic collocation methods. This
approach tailors a specific mesh for each sample of the
problem. It only requires the computation of the solution
of a single deterministic problem with the same geometry
and the average parameter, whose numerical cost becomes
marginal for large number of samples. Starting from the
mesh used to solve that deterministic problem, the nodes
are moved depending on the particular sample of mechan-
ical parameter field. The reduction in the error is small
for each sample but sums up to reduce the overall bias on
the statistics estimated through the Monte Carlo scheme.
Several numerical examples in 2D are presented.

Pedro Diez
UPC-BarcelonaTech
pedro.diez@upc.edu

Regis Cottereau
CNRS, CentraleSupelec, Université Paris-Saclay
regis.cottereau@centralesupelec.fr

MS142

A Multilevel Control Variate Method Based on
Low-Rank Approximation

Multilevel Monte Carlo (MLMC) methods are now widely
used for uncertainty quantification of PDE systems with
high-dimensional random data. We present a variation
of MLMC, dubbed Multilevel Control Variate (MLCV),
where we rely on a low-rank approximation of fine solu-
tions from the samples of coarse solutions to construct con-
trol variates for approximating the expectations involved in
MLMC. We present cost estimates as well as numerical ex-
amples demonstrating the advantage of this new MLCV
approach.

Hillary Fairbanks
Department of Applied Mathematics
University of Colorado, Boulder
hillary.fairbanks@colorado.edu

Alireza Doostan
Department of Aerospace Engineering Sciences
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Dept. of Applied Mathematics
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MS142

Adaptive Sde Based Sampling for Random Pde

Abstract not available.

Johannes Neumann
WIAS Berlin
neumann@wias-berlin.de

MS142

Computational Error Estimates for Monte Carlo
Finite Element Approximation with Rough Log
Normal Diffusion Coefficients

Abstract not available.

Mattias Sandberg
Department of Mathematics
Royal Institute of Technology, Stockholm
msandb@kth.se

MS143

Detecting Periodicities with Gaussian Processes

Finding an appropriate covariance function is a key issue in
Gaussian process regression modelling. We discuss in this
talk the construction of periodic and aperiodic covariance
functions based on the RKHS framework. Furthermore, we
derive a periodicity ratio using analysis of variance meth-
ods. Finally, the interest of the method is illustrated on a
biology application where we identify, amongst the entire
genome, the genes with a periodic activity.

Nicolas Durrande
Mines Saint-Etienne
durrande@emse.fr

MS143

Incorporating and Learning Functional Properties
Through Covariance Kernels

In Gaussian Process Modelling, a number of functional
properties of the objective function can be encoded through
covariance kernels. While Hilbert space expansions lead
to additive decompositions of covariance kernels, we con-
sider the issue of identifying and extracting most influencial
terms of such decomposition using GP models which ker-
nels write as sums of kernels. In particular, we focus on
maximum likelihood, for which a nice property involving
convexity arguments enable efficient estimation of kernel
weights.

David Ginsbourger
Department of Mathematics and Statistics, University of
Bern
david.ginsbourger@stat.unibe.ch

Olivier Roustant
Mines Saint-Etienne
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MS143

Jointly Informative Feature Selection

We address the problem of selecting jointly informative fea-
tures in the context of classification tasks. We propose
several novel criteria which combine a Gaussian modelling
of the features with derived bounds on their mutual infor-
mation with the class. Algorithmic implementations are
presented which significantly reduce computational com-
plexity, showing that feature selection using joint mutual
information is tractable. In extensive empirical evaluation
these methods outperformed state-of-the-art, both in terms
of speed and accuracy.

Leonidas Lefakis
Zalando SE, Germany
leonidas.lefakis@zalando.de

Francois Fleuret
Idiap Research Institute
francois.fleuret@idiap.ch

MS143

Gaussian Process Models for Predicting on Circu-
lar Domains

We consider the framework of Gaussian process regression
(or Kriging) of variables defined on circular domains. In
some situations, such domains correspond to technological
or physical processes involving rotations or diffusions. We
introduce so-called polar Gaussian processes defined on the
cylindrical space of polar coordinates, and new design of
experiments on the disk. The usefulness of the approach is
demonstrated on applications in microelectronics and en-
vironments.

Olivier Roustant
Mines Saint-Etienne
roustant@emse.fr

Esperan Padonou
STMicroelectronics
esperan.padonou@st.com

MS144

Uncertainty Propagation in Dynamical Systems
with a Novel Intrusive Method Based on Polyno-
mial Algebra

The paper is presenting a novel intrusive method for propa-
gation of uncertainties in dynamical systems. The method
is based on an expansion of the uncertain quantities in a
polynomial series and propagation through the dynamics
using a multivariate polynomial algebra. Tchebycheff and
Newton basis have been used for comparison. The first one
offers a fast uniform convergence, the second one a lower
computational complexity. The paper details the proposed
generalized algebra and illustrates its applicability.

Annalisa Riccardi, Carlos Ortega Absil, Chiara Tardioli,
Massimiliano Vasile
University of Strathclyde
annalisa.riccardi@strath.ac.uk, carlos.ortega@strath.ac.uk,

c.tardioli@strath.ac.uk, massimliano.vasile@strath.ac.uk

MS144

Multi-Fidelity Models for Flow Past An Airfoil
with Operative and Geometric Uncertainties

In this work the flow past an airfoil is analysed in presence
of uncertain operative conditions and geometric uncertain-
ties with Beta-distributed perturbation. The statistics of
aerodynamic performance are obtained by numerical inte-
gration. In order to reduce the computational cost of the
statistical moments we use a recursive cokriging model,
which exploits multi-fidelity responses, as a surrogate of
aerodynamic performace on which we can perform the nu-
merical integration.

Valentino Pediroda
Università di Trieste
pediroda@units.it

Lucia Parussini
Università degli Studi di Trieste
lparussini@units.it

Carlo Poloni
Università di Trieste
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Esteco Spa
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MS144

Sensitivity and Uncertainty Analysis in Cfd

Abstract not available.

Dominique Pelletier
Ecole Polytechnique Montreal
dominique.pelletier@polymtl.ca

MS145

Data-Driven Bayesian Uncertainty Quantification
for Large-Scale Problems

Abstract not available.

Lina Kulakova
ETH Zurich
lina.kulakova@mavt.ethz.ch

Lina Kulakova
CSE-lab, Insititute for Computational Science, D-MAVT,
ETH Zurich, Switzerland
lina.kulakova@mavt.ethz.ch

MS145

Image-Based Modeling of Tumor Growth in Pa-
tients with Glioma

Abstract not available.

Bjoern H. Menze
Technical University of Munich
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MS145

Title Not Available

Abstract not available.

Christof Schuette
University of Berlin
Germany
schuette@math.fu-berlin.de

MS145

Predictive Coarse-Graining

We present a Bayesian formulation to coarse-graining of
atomistic systems using generative probabilistic models
which allows us to address the question of quantifying epis-
temic uncertainty. Apart from the usual coarse-grained
potential that approximates the exact free energy, the for-
mulation is augmented with a probabilistic mapping from
coarse to fine, which enables the prediction of properties in
the fine-scale. The formulation allows for significant flexi-
bility and high-dimensional parameters can be learned by
sparsity-enforcing priors.

Markus Schöberl
Technical University Munich
m.schoeberl@tum.de

Nicholas Zabaras
The University of Warwick
Warwick Centre for Predictive Modelling (WCPM)
nzabaras@gmail.com

Phaedon S. Koutsourelakis
Technische Universität München, Germany
p.s.koutsourelakis@tum.de

MS146

Nonlinear Filtering with Mcmc Optimization
Method

Abstract not available.

Evangelos Evangelou
University of Bath
ee224@bath.ac.uk

MS146

Small Data Driven Algorithms for Solving Large-
Dimensional Bsdes

We aim at solving a dynamic programming equation (in-
spired from BSDE) associated to a Markov chain X, using
a Regression-based Monte Carlo algorithm. In order to
compute the projection of the value function on a func-
tions basis, we generate a learning sample of paths of X
which is a suitable transformation of a single data set (say
M historical data of X). Finally we design a data-driven re-
sampling scheme that allows to solve the dynamic program-
ming equation (possibly in large dimension) using only a
relatively small set of M historical paths. To assess the ac-
curacy of the algorithm, we establish non-asymptotic error
estimates. Joint work with Gang Liu and Jorge Zubelli.

Emmanuel Gobet
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MS146

Split-step Milstein Methods for Stiff Stochastic
Differential Systems with Multiple Jumps

We consider stiff stochastic differential systems with Levy
noise including multiple jump-diffusion processes. Such
systems arise in biochemical networks that involve reac-
tions at different time scales. They are inherently stiff
and change their stiffness with uncertainty. To resolve this
issue, we utilize split-step methods and investigate their
convergence and stability properties. Numerical examples
demonstrate the effectiveness of these methods and their
ability to handle stiffness due to multiple jumps with vary-
ing intensity.

Abdul Khaliq, Viktor Reshniak
Middle Tennessee State University
abdul.khaliq@mtsu.edu, vr2m@mtmail.mtsu.edu

Guannan Zhang
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zhangg@ornl.gov

David A. Voss
Western Illinois University
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MS146

High Accurate Methods for Coupled FBSDEs with
Applications

In this talk, we will introduce accurate numerical meth-
ods, including two-step methods, multistep methods, and
stochastic deferred correction methods, for solving coupled
nonlinear forward backward stochastic differential equa-
tions (FBSDEs). Their high accuracy is numerically shown
by their applications in solving FBSDEs, second-order FB-
SDEs, fully nonlinear second-order parabolic partial differ-
ential equations, and stochastic optimal control problems.

Weidong Zhao
Shandong University, Jinan, China
School of Mathematics and System Sciences
wdzhao@sdu.edu.cn

Tao Zhou
Institute of Computational Mathematics, AMSS
Chinese Academy of Sciences
tzhou@lsec.cc.ac.cn

MS147

Parameter Estimation and Uncertainty Quantifica-
tion in Turbulent Combustion Computations

Bayesian inference with a model-error representation is em-
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ployed to calibrate a simple chemical kinetics model for
oxidation of hydrocarbon fuels in air. The model uncer-
tainties are subsequently propagated in simulations of tur-
bulent combustion to quantify their impact on autoignition
predictions at realistic Diesel engine operating conditions.
The forward propagation is performed via a non-intrusive
spectral projection by computing the polynomial chaos ex-
pansion of the simulation output of interest.

Layal Hakim, Guilhem Lacaze
Sandia National Laboratories
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MS147

Uncertainty Inclusion and Characterization in
Nonlocal Theories for Materials Modeling

Nonlocal models have been proposed in recent years to de-
scribe processes, which classical (local) models based on
partial differential equations encounter challenging. Ex-
amples of this include peridynamics and nonlocal diffusion
models, based on integro-differential equations, which al-
low the representation of evolving discontinuities in ma-
terials and of anomalous diffusion processes, respectively.
These models, however, rarely account for uncertainties.
Uncertainty is ubiquitous in nature. In materials modeling,
uncertainty can be present in constitutive relations, mate-
rial microstructure, and source terms, as well as in bound-
ary and/or initial conditions. In this work, we propose a
generalization of nonlocal models to include uncertainty in
their constitutive relations and governing equations. We
explore methods to quantify the effects of different types
of uncertainty on the material response, for various prob-
lems of interest, and demonstrate these methods through
numerical examples.
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Oak Ridge National Laboratory
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MS147

Title Not Available

Abstract not available.

Dongbin Xiu

University of Utah
dongbin.xiu@utah.edu

MS147

Uncertainty Propagation Across Domains with
Vastly Different Correlation Lengths

We develop different transmission boundary conditions
that will preserve the global statistical properties of the
solution across domains characterized by vastly different
correlation lengths. Our key idea relies on combining local
reduced-order representations of random fields with multi-
level domain decomposition by enforcing the continuity of
the conditional mean and variance of the solution across
adjacent subdomains. The effectiveness and convergece
properties of this algorithm is illustrated in numerical ex-
amples of both 1D and 2D.

Dongkun Zhang
Brown University
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MS148

An Uncertainty Reduction Technique for Short-
term Transmission Expansion Planning Based on
Line Benefits

In this article we provide a novel uncertainty reduction
technique to deal with uncertainties associated to Renew-
able Energy Sources (RES) in Transmission Expansion
Planning (TEP). For the sake of simplicity, we assume
the inherent uncertainty of wind and solar output are al-
ready captured in the variability of their hourly load pro-
file. Each hourly operational state (or snapshot) of the
year is assumed to represent both a realization of the un-
certain RES outputs and the given time period of the year.
Therefore, we handle uncertainty reduction by means of
snapshot selection. Instead of taking into account all the
possible operational states and their associated optimal
power flow, we want to select a reduced group of them
that are representative of all the ones that should have an
influence on investment decisions. This reduced group of
operational states should be selected to lead to the same
investment decisions as if we were considering all snapshots
in the target year. The reduction achieve in the size of the
TEP problem should allow the user to compute an accu-
rate enough TEP solution in a much smaller amount of
time, or, alternatively, compute the expansion of the net-
work considering more accurately other aspects of the TEP
problem. Original operational states are compared in the
space of candidate line marginal benefits which are rele-
vant drivers for line investment decisions. Marginal bene-
fits of reinforcements are computed from the nodal prices
resulting from the dispatch. Principal Component Anal-
ysis (PCA) is applied to cope with the high dimension of
the line marginal benefit space. Lastly, a clustering al-
gorithm is used to group operational states with similar
marginal benefits together. Our algorithm has been tested
on a modified version of the standard IEEE 24 bus system.
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MS148

Quasi-Monte Carlo Methods Applied to Stochastic
Energy Optimization Models

We consider two-stage stochastic unit commitment models
for electricity production and trading and study the use
of Quasi-Monte Carlo (QMC) methods for scenario gener-
ation. We provide conditions on the optimization model
and the underlying probability distribution implying that
QMC error analysis applies approximately to two-stage
mixed-integer integrands. Hence, convergence rates close
to the optimal O(1/n) may be achieved. Numerical results
are presented for two particular randomized QMC meth-
ods that show their superiority to classical Monte Carlo.

Werner Roemisch
Humboldt-University Berlin
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MS148

Scalable Algorithms for Large-Scale Mixed-Integer
Optimization Problems in Ac Power Systems

We propose a method that solves constrained optimiza-
tion problems over AC power distribution systems over
mixed set of variables, where discrete variables model
state of power transformers or state of tap changers. Al-
though these problems are mixed-integer non-linear pro-
grams, they can be solved over radial networks by a fully
polynomial-time approximation scheme. The reason is that
our method takes advantage of the radial structure of the
network and outputs an approximate optimal solution in
time that is polynomial both in the network size and in
the approximation factor. Our solution technique is based
on the Belief-Propagation (BP) algorithm that has been
successfully applied in the past to solve discrete problems
in statistical physics, machine learning and coding theory.
The main challenge that we need to overcome to apply BP
techniques lies in extending it to problems with continu-
ous variables, and specifically to voltage and flow variables
in the power flow equations. We also discuss possible ex-
tensions of the BP techniques, through construction of a
hierarchy of BP-based LP relaxations, to the related prob-
lems of transmission level problems over loopy networks.
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MS148

Probabilistic Forecasting of Wind and Solar Power
Using Epi-Splines

We introduce a non-parametric density density estima-
tion method based on recently introduced epi-spline bases,
which we use to characterize forecast error distributions
for real-world wind and solar power production in electric
power systems. We discuss scenario generation methods
based on these density estimates, and characterize both
the mean and probabilistic forecast accuracy on real-world
data sets from the Bonneville Power Administration and
the California Independent System Operator.
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Discrete Math and Complex Systems
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MS149

Model Order Reduction of Linear Systems Driven
by Levy Noise

We discuss model order reduction for linear dynamical sys-
tems driven by Levy processes. In particular, we inves-
tigate balanced truncation and singular perturbation ap-
proximation for these systems. These methods are known
to come with computable error bounds and to preserve sta-
bility in the deterministic setting. We will discuss in how
far these properties carry over to the stochastic case, and
we will derive H2-type error bounds. Numerical experi-
ments illustrate our findings.

Peter Benner, Martin Redmann
Max Planck Institute, Magdeburg, Germany
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magdeburg.mpg.de

MS149

ADM-CLE Approach for Detecting Slow Variables



UQ16 Abstracts 119

in Continuous Time Markov Chains and Dynamic
Data

A method for detecting intrinsic slow variables in high-
dimensional stochastic chemical reaction networks is de-
veloped and analyzed. It combines anisotropic diffusion
maps (ADM) with approximations based on the chemical
Langevin equation (CLE). The resulting approach, called
ADM-CLE, has the potential of being more efficient than
the ADM method for a large class of chemical reaction sys-
tems. The ADM-CLE approach can be used to estimate
the stationary distribution of the detected slow variable,
without any a-priori knowledge of it.

Mihai Cucuringu
UCLA
mihai@math.ucla.edu
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MS149

Balanced Truncation of Stochastic Linear Control
Systems

We consider two approaches to balanced truncation of
stochastic linear systems, which follow from different gen-
eralizations of the reachability Gramian of deterministic
systems. Both preserve mean-square asymptotic stability,
but only the second leads to a stochastic H∞-type bound
for the approximation error of the truncated system.

Tobias Damm
TU Kaiserslautern
Germany
damm@mathematik.uni-kl.de

MS150

On a Connection Between Adaptive Multilevel
Splitting and Stochastic Waves

Adaptive Multilevel Splitting (AMS for short) is a general
Monte-Carlo method to simulate and estimate rare events.
In the framework of molecular dynamics, this technique
can for example be used to generate reactive trajectories,
namely equilibrium trajectories leaving a metastable state
and ending in another one. In this talk, we will present a
connection between AMS and stochastic waves, i.e. the
transformation of a Markov process by a random time
change. In particular, this connection allows us to ana-
lyze AMS as a Fleming-Viot type particle system.

Arnaud Guyader
Sorbonne Universites
Laboratorie de Statistique Théorique et Appliquee
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MS150

Pseudogenerators for Under-Resolved Molecular
Dynamics

Many features of molecules which are of physical inter-
est (e.g. molecular conformations, reaction rates) are de-
scribed in terms of its dynamics in configuration space. We
consider the projection of molecular dynamics (governed by
a stochastic Langevin equation) in phase space onto config-
uration space. We review the Smoluchowski equations as

overdamped limit, and show that for small times a Smolu-
chowski equation, scaled non-linearly in time, governs the
evolution of the configurational coordinate even for general
damping.
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MS150

The Parallel Replica Algorithm: Mathematical
Foundations and Recent Developments

I will present the parallel replica algorithm, which is an
accelerated dynamics method proposed by A.F. Voter in
1998. The aim of this technique is to efficiently gener-
ate trajectories of a metastable stochastic process. Re-
cently, we propose a mathematical framework to under-
stand the efficiency and the error associated with this tech-
nique. Generalizations of the original method in order to
widen its applicability have been proposed. References: D.
Aristoff, T. Lelivre and G. Simpson, The parallel replica
method for simulating long trajectories of Markov chains,
AMRX, 2, 332-352, (2014) A. Binder, T. Lelivre and G.
Simpson, A Generalized Parallel Replica Dynamics, Jour-
nal of Computational Physics, 284, 595-616, (2015). C. Le
Bris, T. Lelivre, M. Luskin and D. Perez, A mathematical
formalization of the parallel replica dynamics, Monte Carlo
Methods and Applications, 18(2), 119146, (2012).
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MS150

Generalizing Adaptive Multilevel Splitting

(Adaptive) Multilevel Splitting methods are standard rare
event simulation techniques, considered her for events e.g.
of the form {τA ≤ τB} where τA and τB are hitting times of
some given simulable random process. The method is ba-
sically a multiple replicas method where (i) replicas’ paths
are stored; (ii) some replicas are duplicated depending on
some given level function; and (iii) new replicas dynamics
are re-simulated with the original true dynamics, starting
from the state associated with the reached considered level.
In this talk, we will give a theoretical framework giving
conditions under which this type of methods (with pos-
sibles generalizations and variants) are indeed consistent
(i.e. here yielding unbiased estimator of the associated
rare event probability).

Mathias Rousset
INRIA Rocquencourt, France.
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MS151

Linear Collective Approximations for Parametric
and Stochastic Elliptic Pdes

Consider the elliptic problem −div
(
a(y)∇u(y)

)
= f in

D ⊂ R
m parametrized by y ∈ I

∞ := [−1, 1]∞ with
u(y)|∂D = 0 and affine parametric dependence of a(y). If
there is a sequence of approximations in H1

0 (D) to one so-
lution u(y0) at ∀y0 ∈ I

∞, with an error convergence rate,
we proved by linear collective methods that it induces a
sequence of approximations to the solution u(y) as a map-

ping from I
∞ to H1

0 (D) in the norm of L∞
(
I
∞,H1

0 (D))

with the same error convergence rate.

Dinh Dung
Vietnam National University
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MS151

Applying Quasi-Monte Carlo to an Eigenproblem
with a Random Coefficient

In this talk we look at applying finite elements (FE) and
quasi-Monte Carlo (QMC) methods to an elliptic eigen-
problem with a random coefficient where the aim is to ap-
proximate the expected value of the principal eigenvalue
and linear functionals of the corresponding eigenfunctions.
By formulating the expected values as integrals we are able
to apply QMC quadrature to the FE approximations. We
show that the principal eigenvalue and linear functionals of
the corresponding eigenfunction, also their respective FE
approximations, belong to the spaces required for the QMC
theory and provide numerical results.
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MS151

Novel Monte Carlo Approaches for Uncertainty
Quantification of the Neutron Transport Equation

Neutron Transport is an important problem in reactor
physics, a six dimensional integro-differential equation that
is extremely costly to solve. Moreover, the geometry and

the coefficients, known as cross-sections, are typically un-
certain. Quantifying these uncertainties is a formidable
task even in simple toy problems. Using Novel ideas, such
as lattice rules (QMC) and multilevel simulation, Monte
Carlo methods can be speeded up significantly. We confirm
this numerically and by exploring the background theory.
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MS151

Sparse-Grid Quadrature for Elliptic Pdes with Log-
Normal Diffusion

Elliptic boundary value problems with log-normally dis-
tributed diffusion coefficients arise, for example, in the
modelling of subsurface flows in porous media and can be
written in divergence form

−div(a(x,ω)∇u(x,ω)) = f(x).

The method of choice to deal with these equations mainly
depends on the quantities of interest which usually arise
as high-dimensional integrals. In many cases, the in-
tegrand does not depend equally on each dimension.
This anisotropy can be exploited to construct sparse-grid
quadrature methods. In order to analyze the convergence
of these methods, it is important to establish sharp bounds
on the number of indices contained in anisotropic index
sets.

Markus Siebenmogen
University of Bonn
markus.siebenmorgen@unibas.ch

MS152

Optimal Bayesian Design of the Oral Glucose Tol-
erance Test Using An Ode Model

The Oral Glucose Tolerance Test (OGTT) is routinely per-
formed in health units around the world as a tool to diag-
nose Diabetes related conditions. The test is done in fast-
ing after a night sleep and blood glucose is measured at
arrival. The patient is then asked to drink a sugar solution
and thereafter blood glucose is measured at 1, 1.5 and/or
2h depending on local practices. The profile at which blood
glucose increases and in the course of the test is controlled
to return (or not return) to normal levels should provide
health specialists with a diagnosis. However, current data
analyses are limited and a better approach is required to
obtain a greater value for the OGTT. We have developed
a model based on a system of ODE’s which fits the OGTT
data well in many cases. Bayesian inference is used to esti-
mate three parameters that are directly related to the Glu-
cose/Insulin system and provide a basis for a more compre-
hensive diagnosis. In this talk we discuss a further problem
on designing the blood sampling times to maximize the in-
formation obtained by the OGTT with the same number of
samples or with 1 or 2 more samples, to provide a far more
reliable result while adding only marginal costs. We maxi-
mize the expected gain in the information from data using
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a MCMC estimator embedded in a stochastic optimization
procedure.
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MS152

Efficiency and Computability of MCMC with Au-
toregressive Proposals

We analyse computational efficiency of Metropolis-
Hastings algorithms with stochastic AR(1) process pro-
posals. These proposals include, as a subclass, discretized
Langevin diffusion (e.g. MALA) and discretized Hamil-
tonian dynamics (e.g. HMC). We extend existing results
about MALA and HMC to target distributions that are ab-
solutely continuous with respect to a Gaussian where the
covariance of the Gaussian is allowed to have off-diagonal
terms.

Richard A. Norton
University of Otago
Department of Physics
richard.norton@otago.ac.nz

MS152

Fast Solutions to Large Linear Bayesian Inverse
Problems

Matrix splittings and polynomials, well established iter-
ative techniques from numerical linear algebra, can opti-
mally accelerate the geometric convergence rate of Gibbs
samplers used to solve large Bayesian linear inverse prob-
lems. This approach is used to solve a linear model of the
heights of pathogenic biofilms on medical devices, before
and after anti-microbiocide treatments, from 3-D movies
generated by a confocol scanning laser microscope. Lim-
itations of the linear approach are overcome by solving a
pixel-based Bayesian non-linear model.

Albert E. Parker
Montana State University
Center for Biofilm Engineering
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Probability Measures for Numerical Solutions of
Deterministic Differential Equations

Abstract not available.
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MS153

Correction of Model Reduction Errors in Simula-
tions

This talk presents an approximation error approach for cor-
rection of the approximation errors in reduced simulation
models. Here, the approximation error is modelled as an

additive error and approximated using a low-cost predic-
tor model which predicts the approximation error for given
simulation input parameters. The approximation error ap-
proach is tested with different simulation models and the
accuracies and computation times of the models with and
without the approximation error correction are compared.
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MS153

Confidence in Bayesian Nonparametrics? Some
Mathematical (frequentist) Facts

There has been substantial progress in the last few years
about when posterior based inference has objective justifi-
cations in situations where the Bayesian model sits on an
infinite dimensional parameter (such as a regression func-
tion or density). I will discuss some of the main findings,
ideas, conclusions and perspectives.

Richard Nickl
University of Cambridge
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The von Neumann-Morgenstern Approach to
Choice Under Ambiguity: Updating

A choice problem is risky (ambiguous) if the decision maker
is choosing between probability distributions (sets of prob-
ability distributions) over utility-relevant consequences.
Continuous linear preferences over sets of probabilities ex-
tend expected utility preferences and deliver: first- and
second-order dominance for ambiguous problems; complete
separations of attitudes toward risk and ambiguity; new
classes of preferences that allow decreasing relative ambi-
guity aversion; and a complete and dynamically consistent
theory of updating convex sets of priors.

Maxwell Stinchcombe
UT Austin
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MS154

Compositional Uncertainty Quantification for Cou-
pled Multiphysics Systems

In goal-oriented design and analysis processes for coupled
multiphysics systems, we often have available several in-
formation sources that vary in fidelity. To optimally ex-
ploit these sources of information, we develop a composi-
tional offline/online uncertainty quantification methodol-
ogy using a combination of ensemble Gibbs sampling and
sequential importance resampling. This approach enables
the efficient evaluation of information source discrepancy
sensitivities associated with system level quantities of in-
terest. We demonstrate our methodology on a coupled
aero-structural system.

Douglas Allaire
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Multifidelity Uncertainty Propagation in Multidis-
ciplinary Systems

The objective of this work is to tackle the complexities in-
volved with uncertainty propagation in feedback coupled
multidisciplinary systems. We present a multifidelity ap-
proach with adaptive sampling for updating low-fidelity
models to achieve efficient uncertainty propagation that
exploits the structure of the multidisciplinary system. The
low-fidelity prediction and its uncertainty are used to se-
lect additional designs to evaluate, so as to selectively refine
each of the disciplinary low-fidelity models.
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MS154

Model Selection Under Uncertainty: Coarse-
Graining Atomistic Models

Issues in modeling and simulation of reduced-order models
include model selection, calibration, validation, and error
estimation, all in the presence of uncertainties in the data,
prior information, and the model itself. These issues are
addressed via the Occam-Plausibility ALgorithm (OPAL),
which chooses, among a large set of models, the simplest
valid model that may be used to predict chosen quantities
of interest. An illustrative example application to coarse-
grained models of atomistic polyethylene is given.
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MS154

Data-Driven Distributionally Robust Optimization
Using the Wasserstein Metric

We consider stochastic programs where the distribution
of the uncertainties is only observable through a training
dataset. Using the Wasserstein metric, we construct a ball
in the space of probability distributions around the empir-
ical distribution, and we seek decisions that perform best
in view of the worst-case distribution within this ball. We
demonstrate that the resulting distributionally robust op-
timization problems can be reformulated as finite convex
programs and that their solutions enjoy powerful finite-

sample guarantees.
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MS155

Optimal Experimental Design using Multi Level
Monte Carlo with application in Composite Ma-
terial Damage Detection

Composite materials can be produced by a number of tech-
niques, which aim to combine plies of fiber in different
directions. Composites can be degraded by a number of
mechanisms. Detection of defects in composites such that
delamination can be addressed by Electrical Impedance
Tomography (EIT). The electrical impedance problem is
to recosntruct the conductivity field in the material based
on the voltage measurements collected on the electrodes
placed on the boundary. In a Bayesian framework, we in-
fer the presence of delamination based on the posterior
conductivity field. We present a Multi-Level Monte Carlo
(MLMC) approach for the integration of the posterior con-
ductivity field and perform a comparative analysis with
some accelerative methods such that the Laplace method.
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MS155

Optimal Experimental Design for Geophysical
Imaging of Flow in Porous Media

Designing experiments for imaging fluid flow requires the
integration of the dynamical system describing the flow,
the geophysical imaging technique, and historic data. In
this talk we explore optimal experimental design methods
for such problems, and demonstrate the applicability of the
techniques for the problem of imaging subsurface flow using
seismic methods.
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Optimal Electrode Positions in Electrical
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Impedance Tomography

The aim of electrical impedance tomography is to recover
information about the conductivity inside a physical body
from boundary measurements of current and voltage. In
practice, such measurements are performed with a finite
number of electrodes. This work considers finding optimal
positions for the electrodes within the Bayesian paradigm
based on available prior information; the goal is to place the
electrodes so that the posterior density of the (discretized)
conductivity is as localized as possible.
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MS155

Using Topological Sensitivity and Reachability
Analysis Large Model Spaces

It is common fallacy to assume that models that fit data
and our prior expectations must be good. Here we show,
focussing on dynamical systems, how we start to asses how
many models can fit a given data set. And we will dis-
cuss Bayesian and control engineering approaches to (i)
determine experimental conditions that are likely to dis-
criminate between such plausible models; or (ii) allow us
to analyze ensembles of models jointly.
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MS156

Adaptive Data Assimilation Scheme for Shallow
Water Simulation

Data assimilation is the process of optimally combining
the estimated forecast states and the observations to ob-
tain a better representation of the system states. In most
DA methods, the assimilation occurs whenever the obser-
vations become available. For many high dimensional and
nonlinear forecast problems, this has become inefficient.
We present an adaptive data assimilation scheme to con-
trol the assimilation frequency. The control criteria will
be discussed together with numerical tests on the shallow

water equations.
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A Statistical Analysis of the Kalman Filter

Kalman filters present several methodological problems be-
cause analytical results focus on their exponential conver-
gence. Therefore, such methods have difficulties in estimat-
ing static parameters, in assimilating general data models,
and in finding utility in resource constrained scenarios. In
this work, we replace the deterministic assumptions in pre-
vious analyses with more natural probabilistic ones. Con-
sequently, (1) we demonstrate that the Kalman Filter con-
verges for a robust choice of tuning parameters and (2)
we present a new theoretical foundation for stopping cri-
teria for a prescribed precision level. A static parameter
algorithm is developed and extensions to low-memory con-
straints, rank-deficient problems, and general data models
are suggested. The concepts are demonstrated on a large
data set from the Center of Medicare and Medicaid.
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Dynamic Parameter and State Estimation for
Power Grid Systems

We consider the problem of dynamic state and parame-
ter estimation for large-scale power grid systems. The
goal is to determine the most likely parameters and/or
dynamic states based on fast-rate measurements available
from phase measuring units (PMUs). We will present
the inversion for generators inertia under transients caused
by large disturbances in the load. For this we developed
an optimization-based framework that uses state-of-the-art
parallel forward and adjoint numerical integration.
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Adaptive Algorithms Driven by A Posteriori Esti-
mates of Error Reduction for PDEs with Random
Data

We present an efficient adaptive algorithm for computing
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stochastic Galerkin finite element approximations of ellip-
tic PDEs with random data. Our adaptive strategy is
based on computing two error estimators associated with
two distinct sources of discretisation error. These esti-
mators provide effective estimates of the error reduction
for enhanced approximations. The algorithm adaptively
‘builds’ a polynomial space over a low-dimensional mani-
fold of the parameter space so that the total discretisation
error is reduced in an optimal manner.
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MS157

Optimal Approach for the Calculation of Stochas-
tically Homogenized Coefficients of Elliptic Pdes

The calculation of effective coefficients of stochastic elliptic
PDEs involving multiple length scales is a computation-
ally intensive task. In this talk, we give error estimates
for the three types of error (discretization, statistical, fi-
nite domain) and model the computational work. Then we
minimize the work for a given error. This approach allows
to find an optimal balance between fineness of the spatial
discretization, the number of samples, and the size of the
spatial domain.
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Goal-Oriented Error Control in Low-Rank Approx-
imations

Abstract not available.
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Goal-Based Anisotropic Adaptive Control of
Stochastic and Deterministic Errors

A strategy for goal-oriented error estimation of the coupled
deterministic and stochastic approximation errors is pro-
posed in this paper. Furthermore, an adaptive anisotropic
method is proposed to enhance the quality of a functional
of interest obtained by the coupled stochastic-deterministic
solution of a parametrised system. The anisotropy in the
deterministic space is controled for a functional of inter-

est via a riemannian metric (hessian) based method and a
similar approach is extended to stochastic errors. The pro-
posed approach is applied to computational fluid dynamics
problems modeled by Euler and Navier-Stokes equations,
where we considered up to two uncertain parameters.
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Bayesian Screening Through Gaussian Processes
Hyper-Parameter Sampling

Gaussian processes have proven to be powerful emulators of
expensive numerical models. Kernels with auto relevance
determination use the Gaussian process’ hyper-parameters
for screening input variables. This is commonly done
through their maximum likelihood estimates, which might
be prone to underestimating the complexity of the correla-
tion structure. In this work, we propose a Bayesian scheme
akin to sequential sampling for a probabilistic estimation
of the maximum a posteriori candidates.
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Combining Feature Mapping and Gaussian Process
Modelling in the Context of Uncertainty Quantifi-
cation

Uncertainty Quantification (UQ) and Machine Learning
(ML) are two rapidly growing research topics that aim at
the solution of similar problems from different perspectives
and methodologies. This contribution explores the poten-
tial of using Kriging-based surrogate models as advanced
learners, combined with unsupervised learning algorithms
based on the deep learning paradigm. The effectiveness of
the approach is evaluated on several benchmark applica-
tions in both UQ and ML.
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Single Nugget Kriging: Better Predictions at the
Extreme Values

We propose a method with better predictions at extreme
values than the standard method of Kriging. We construct
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our predictor in two ways: by penalizing the mean squared
error through conditional bias and by penalizing the condi-
tional likelihood at the target function value. Our predic-
tion exhibits robustness to the model mismatch in the co-
variance parameters, a desirable feature for computer sim-
ulations with a restricted number of data points.
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Modelling Faces in the Wild with Gaussian Pro-
cesses

Face verification has been studied extensively and become
one of the most active research topics in computer vision.
However, various visual complications remain challenging
for robust face verification when face images are taken in
the wild. On the other hand, Gaussian process models
as the representatives of Bayesian nonparametric models
can cover the intrinsically complex variations. In this talk,
we present how to model faces in the wild using Gaussian
processes.
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An Adaptive Strategy on the Error of the Objec-
tive Functions for Uncertainty-Based Derivative-
Free Optimization

In this work, a strategy is developed to deal with errors
affecting the objective functions in uncertainty-based op-
timization. It relies on the exchange of information be-
tween the outer loop based on the optimization algorithm
and the inner uncertainty quantification loop. In the inner
loop, a control is performed to decide whether a refinement
for the current design is appropriate or not. Then, an ac-
curate estimate of the objective function is done only for
non-dominated solutions.
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Parameter Calibration and Optimal Experimental
Design for Shock Tube Experiments

A Bayesian framework for parameter inference and optimal
experimental design is developed. The formalism explicitly
accounts for the impact of uncertainty in experimental op-
erating conditions during which data is collected, and of
measurement errors. Implementation of the framework is
illustrated in light of applications to (i) the inference of
reaction rates and the parametrization of rate laws based
on time-resolved, noisy measurements of species concen-
trations, and (ii) the optimal design of shock tube experi-
ments.
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Coordinate Transformation and Polynomial Chaos
for the Bayesian Inference of a Gaussian Process
with Parametrized Prior Covariance Function

This work concerns the Bayesian inference of fields from
Gaussian priors with parametrized covariance. The prob-
lem is classically made finite by Karhunen-Loève decom-
positions over covariance-parameters dependent bases. We
propose instead to use a fixed basis and account for
covariance-parameters dependences through the coordi-
nates prior. Sampling the posterior is also accelerated by
constructing polynomial surrogates in the global coordi-
nates. The approach is demonstrated and illustrated on
the inference of spatially-varying log-diffusivity fields from
noisy data.
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Representation of Model Uncertainty in Space De-
bris Orbit Determination with Sparse Measure-
ments

This paper presents a new method to capture unmodelled
components in orbital mechanics with application to the or-
bit determination of space debris. The approach proposed
in this work uses a polynomial expansion in the state space
with stochastic coefficients. The distribution of the coeffi-
cients is recovered from the minimisation of an uncertainty
measure in the space of the stochastic coefficients so that
the resulting flow is contained in the confidence intervals
provided by the measurements.
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Statistical Approaches to Forcefield Calibration
and Prediction Uncertainty in Molecular Simula-
tion

The important development of molecular simulation in the
past decades has made it a very attractive tool for the study
of condensed matter. It is now commonly used to predict
thermophysical properties of fluids. The use of molecu-
lar simulation as a predictive tool requires to estimate the
uncertainty associated with the predicted value for a prop-
erty. The simulation results uncertainty arising from the
forcefield has long been ignored. The forcefield contains
all the information about the potential energy of a system,
coming from interatomic interactions, which are encrypted
in parameters commonly calibrated in order to reproduce
some experimental data. It is only very recently that care-
ful investigations of the effect of forcefield parameters un-
certainties have been undertaken [Rizzi et al, MMS 2012;
Angelikopoulos et al, JCP 2012; Cailliez and Pernot, JCP
2011]. This is mainly due to the difficulty to estimate force-
field parameters uncertainties, that necessitates an exten-
sive exploration of parameter space, incompatible with the
computer time of molecular simulations. In recent years,
we have explored various calibration strategies and cali-
bration models within the Bayesian framework [Kennedy
and O’Hagan, Roy. Stat. Soc. B, 2001]. We have studied
a two-parameters Lennard-Jones potential for Argon, for
which the calibration can be done using cheap analytical
expressions. We have shown that prediction uncertainty
is larger than characteristic statistical simulation uncer-
tainty [Cailliez and Pernot, JCP 2011]. For more complex
systems, more parameters have to be calibrated and, in
absence of analytical models, the calibration process re-
quires to run long molecular simulations. In order to face
these issues, we have used kriging metamodels and optimal
infilling strategies to limit the number of molecular simu-
lations to be performed during the calibration process. We
have benchmarked this methodology on the water TIP4P
forcefield [Cailliez et al, JCC 2014].
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Mapping the Structural and Alchemical Landscape
of Materials, from Molecules to the Condensed
Phase

Abstract not available.
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Modeling Material Stress Using Integrals of Gaus-
sian Markov Random Fields

Material scientists are interested in the variability of stress
conditions as compressive forces are applied throughout a

volume. Sophisticated computer codes are used to simulate
von Mises stress-fields, and it is often observed that the in-
ternal grain boundary structure is important. We describe
the stress-field within a realized cube of tantalum (hav-
ing tens of grains and ¿570,000 computational elements)
with a model featuring integrals of GMRFs on second- and
third-order grain boundaries.

Peter W. Marcy, Scott Vander Wiel
Los Alamos National Laboratory
pmarcy@lanl.gov, scottv@lanl.gov

Curtis Storlie
Mayo Clinic
cbstorlie@gmail.com

Curt Bronkhorst
Los Alamos National Lab
cabronk@lanl.gov

MS160

Multiscale Modeling of with Quantified Uncertain-
ties and Cloud Computing: Towards Computa-
tional Materials Design

Abstract not available.

Alejandro Strachan
Purdue University
strachan@purdue.edu

MS161

Gradient Projection Method for Stochastic Opti-
mal Control in Finance

Abstract not available.

Bo Gong
Hong Kong Baptist University
13479245@life.hkbu.edu.hk

MS161

Multi-symplectic Methods for Stochastic Maxwell
Equations

Abstract not available.

Jialin Hong
Chinese Academy of Sciences
hjl@lsec.cc.ac.cn

MS161

Error Estimates of the Crank-Nicolson Scheme for
Solving Decoupled Forward Backward Stochastic
Differential Equations

Abstract not available.

Yang Li
University of Shanghai for Science and Technology
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yangli@usst.edu.cn

MS161

Stochastic Optimization with Bsdes

Abstract not available.

Mohamed Mnif
University of Tunis El Manar
mohamed.mnif@enit.rnu.tn

MS162

Active Subspaces and Reduced-Order Models for
High-Dimensional Uncertainty Propagation

Recent work from our team in the application of active
subspaces and reduced-order models to the problem of for-
ward propagation of uncertainties in systems governed by
the solution of partial differential equations are discussed.
The methods enable us to discover low-dimensional man-
ifolds that, together with other advanced UQ techniques
result in greatly improved capabilities. Examples from an
aerothermal nozzle problem are presented and discussed.

Juan J. Alonso
Department of Aeronautics and Astronautics
Stanford University
jjalonso@stanford.edu

MS162

Title Not Available

Abstract not available.

Paul Dupuis
Division of Applied Mathematics
Brown University
dupuis@dam.brown.edu

MS162

Global Sensitivity Analysis with Correlated Vari-
ables

This work will highlight challenges posed by input correla-
tion in traditional variance based global sensitivity analy-
sis. We will present semi-analytical approaches to compute
global sensitivity metrics in the presence of input correla-
tion. The proposed methods will be compared on jet en-
gine applications where sensitivities of both uncalibrated
and calibrated models are desired with respect to prior
and posterior distributions respectively. Finally, we will
also present the use of novel visualization techniques to
understand structural and correlative sensitivity in high
dimensions.

Ankur Srivastava
GE Global Research
srivasan@ge.com

Isaac Asher
University of Michigan
isaaca@umich.edu

Arun K. Subramanian
GE Global research
subramaa@ge.com

Liping Wang
GE Global Research
wangli@ge.com

MS162

Overview of New Probabilistic Characteristics:
Cvar Norm and Buffered Probability of Exceedance
(bpoe)

This paper overviews two new probabilistic characteristics:
1) Stochastic CVaR Norm, and 2) Buffered Probability of
Exceedance (bPOE). Stochastic CVaR norm is a paramet-
ric function measuring distance between two random val-
ues. We have used this norm for building new algorithms
for approximating distributions (e.g., a discrete distribu-
tion by some other discrete distribution). bPOE counts
tail outcomes averaging to some specific threshold value.
Minimization of bPOE can be reduced to Convex and Lin-
ear Programming.

Stan Uryasev, Matthew Norton, Alexander Mafusalov,
Konstantin Pavlikov
University of Florida
uryasev@ufl.edu, mdnorton@ufl.edu, mafusalov@ufl.edu,
kpavlikov@ufl.edu

MS163

Surrogate-based Approach for Optimization Prob-
lems under Uncertainty

We propose a general surrogate model approach to tackle
optimization problems under uncertainty. We then show
that the proposed surrogate models are equivalent to both
robust and distributionally robust optimization models,
provided an appropriate selection of model parameters. Fi-
nally, we present computational experiments that highlight
the efficiency of the surrogate model approach.

Jianqiang Cheng
Sandia National Labs
jcheng@sandia.gov

Richard L. Chen
Sandia National Laboratories
Livermore, CA
rlchen@sandia.gov

Habib N. Najm
Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

Ali Pinar
Sandia National Labs
apinar@sandia.gov

Cosmin Safta
Sandia National Laboratories
csafta@sandia.gov

Jean-Paul Watson
Sandia National Laboratories
Discrete Math and Complex Systems
jwatson@sandia.gov

MS163

Comparison of Stochastic Programming and Ro-
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bust Optimization Approaches for Risk Manage-
ment in Energy Production

In this talk, we compare three optimization methods to
solve an operational decision-making problem. The meth-
ods involve stochastic programming, robust optimization,
and a third hybrid method. The uncertainty is represented
by finite number of discrete scenarios and convex uncer-
tainty sets, while the risk management is addressed using
CVaR and a budget uncertainty constraint. The methods
use an efficient parallelization of Benders Decomposition.
We compare the algorithmic implementation of the meth-
ods, their performance and operational results.

Ricardo Lima, Sabique Langodan
KAUST
ricardo.lima@kaust.edu.sa,
sabique.langodan@kaust.edu.sa

Ibrahim Hoteit
King Abdullah University of Science and Technology
(KAUST)
ibrahim.hoteit@kaust.edu.sa

Omar M. Knio
Duke University
omar.knio@duke.edu

Antonio Conejo
Ohio State University
conejonavarro.1@osu.edu

MS163

Security and Chance Constrained Unit Commit-
ment with Wind Uncertainty

With increasing wind energy penetration, power system
operators are interested in cost-efficient operation of trans-
mission grids and securing them against random compo-
nent failures. Moreover, the presence of stochastic wind
generation alters the traditional methods for solving the
day-ahead unit commitment. Hence, we formulate the
stochastic multi-stage Security and Chance Constrained
Unit Commitment problem under wind uncertainty and
discuss methods to reformulate into a tractable form and
further propose decomposition algorithms to obtain opti-
mal solutions for relatively large problems.

Kaarthik Sundar
Texas A&M University
kaarthik01sundar@gmail.com

Harsha Nagarajan
Los Alamos National Laboratory
harsha@lanl.gov

Miles Lubin
Operations Research Center
Massachusetts Institute of Technology
mlubin@mit.edu

Line Roald
ETH Zurich
roald@eeh.ee.ethz.ch

Russell Bent, Sidhant Misra
Los Alamos National Laboratory
rbent@lanl.gov, sidhant@lanl.gov

Daniel Bienstock
Columbia University IEOR and APAM Departments
IEOR Department
dano@columbia.edu

MS163

Spatio-Temporal Hydro Forecasting of Multireser-
voir Inflows for Hydro-Thermal Scheduling

Hydro-thermal scheduling is the problem of finding an op-
timal dispatch of power plants in a system containing both
hydro and thermal plants. Since hydro plants are able to
store water over long time periods, and since future inflows
are uncertain due to precipitation, the resulting multi-stage
stochastic optimization problem becomes challenging to
solve. Several solution methods have been developed over
the past few decades to compute practically useful opera-
tion policies. One of these methods is stochastic dual dy-
namic programming (SDDP). SDDP poses strong restric-
tions on the forecasting method generating the necessary
inflow scenarios. In this context, the current state-of-the-
art in forecasting are periodic autoregressive (PAR) mod-
els. We present a new forecasting model for hydro inflows
that incorporates spatial information, i.e., inflow informa-
tion from neighboring reservoirs of the system, and that
also satisfies the restrictions posed by SDDP. We bench-
mark our model against a PAR model that is similar to the
one currently used in Brazil. Three multi-reservoir basins
in Brazil serve as a case study for the comparison. We show
that our approach outperforms the benchmark PAR model
and present the root mean squared error (RMSE) as well
as the seasonally adjusted coefficient of efficiency (SACE)
for each reservoir modeled. The overall decrease in RMSE
is 8.29% using our approach for one month-ahead forecasts.
The decrease in RMSE is achieved without additional data
collection while only adding 11.8% more state variables for
the SDDP algorithm.

Timo Lohmann, Amanda Hering, Steffen Rebennack
Colorado School of Mines
tlohmann@mines.edu, ahering@mines.edu,
srebenna@mines.edu

MS164

Theory and Applications of Random Poincare
Maps

For deterministic ODEs, Poincaré maps (also called return
maps) are useful to find periodic orbits, determine their
stability, and analyse their bifurcations. The concept of
Poincaré map naturally extends to the case of irreversible
stochastic differential equations, where it takes the form
of a discrete-time, continuous-space Markov chain. We
present spectral-theoretic results allowing to quantify the
metastable long-term dynamics of these processes. Appli-
cations include the description of the interspike interval for
the stochastic FitzHugh–Nagumo equation and the asymp-
totic computation of the distribution of first exits through
an unstable periodic orbit.

Nils Berglund
MAPMO
nils.berglund@univ-orleans.fr

MS164

Dynamic Model Reduction for Stochastic Chemical
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Reaction Systems with Stiffness

The research on reduction methods is driven by the com-
plexity of chemical reaction systems, to seek simplified sys-
tems involving a smaller set of species and reactions that
can approximate the original detailed systems in the pre-
diction of specific quantities of interest. The existence of
such reduced systems frequently hinges on the existence
of a lower-dimensional, attracting, and invariant manifold
characterizing long-term dynamics. The Computational
Singular Perturbation (CSP) method provides a general
framework for analysis and reduction of chemical reaction
systems. In this work we propose an algorithm based on
the theory of stochastic singular perturbation, that can be
applied to stochastic reaction systems with stiffness, to ob-
tain their random low-dimensional manifolds.

Xiaoying Han
Auburn University
xzh0003@auburn.edu

Habib N. Najm
Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

MS164

Stochastic Effects and Numerical Artefacts in Pure
and Mixed Models in Biology

Biological systems consist of coupled processes occurring
at multiple time- and space-scales. Choosing a suitable
pure model at a fixed scale, coupling different pure models
to form a mixed (hybrid) model, and choosing numerical
methods for such models, are generally not straightforward
tasks. In this talk, stochastic effects and numerical arte-
facts, playing an important role in the model building, are
analysed using numerical analysis, and dynamical systems,
chemical reaction and perturbation theory.

Tomislav Plesa
Unversity of Oxford, UK
tomislav.plesa@some.ox.ac.uk

MS165

Probabilistic Analysis of a Rock Salt Cavern with
Application to Energy Storage System

This study provides a probabilistic analysis of a typical
renewable energy storage cavern in rock salt. An elasto-
viscoplastic-creep constitutive model is applied to a nu-
merical model to assess its mechanical behavior. Sensitiv-
ity measures of different variables are computed by global
sensitivity analysis. The propagation of parameter uncer-
tainties and failure probability are evaluated by utilizing a
Monte-Carlo based simulation. Surrogate modeling tech-
nique is applied to reduce required computational time and
effort in probabilistic analysis.

Raoul Hölter, Elham Mahmoudi, Tom Schanz
Ruhr-Universität Bochum
raoul.hoelter@rub.de, elham.mahmoudi@rub.de,
tom.schanz@rub.de

MS165

Efficient Estimation of Saturation Distribution in
Stochastic Two-Phase Flow Problems

We introduce an efficient distribution method to estimate

the full distribution of saturation in two-phase flow prob-
lems with random (uncertain) permeability and porosity
fields. We demonstrate how accurate and inexpensive the
estimation is compared to direct Monte Carlo simulation,
even with large variances or small correlation lengths. Fi-
nally, we discuss the notion of quantiles for the saturation
and illustrate how the distribution method can directly
lead to this comprehensive way of managing flow scenarios
under uncertain conditions.

Fayadhoi Ibrahima
Stanford University
fibrahim@stanford.edu

Hamdi Tchelepi
Stanford University
Energy Resources Engineering Department
tchelepi@stanford.edu

Daniel W. Meyer
Institute of Fluid Dynamics
meyerda@ethz.ch

MS165

Tracer Dispersion in a Realistic Field Case with the
Polar Markovian Velocity Process (PMVP) Model

For the quantification of tracer dispersion uncertainty, the
recently developed PMVP model employs a Markov pro-
cess for the Lagrangian velocity of tracer particles. In this
work, we evaluate the performance of the PMVP model
for a realistic testcase that is defined by the well-known
MADE 2 benchmark. Confirming our previous results, we
find accurate model predictions and analyze in great detail
remaining differences between the reference data and our
PMVP predictions.

Daniel W. Meyer
Institute of Fluid Dynamics
meyerda@ethz.ch

Simon Dünser
Institute of Fluid Dynamics, ETH Zürich
sduenser@student.ethz.ch

MS165

Uncertain CO2 Transport in Large-Scale Carbon
Capture and Storage

Numerical simulation of migration of CO2 in subsurface
storage reservoirs is computationally demanding due to
the large ranges of spatial and temporal scales, as well
as the uncertainty in the physical input parameters. Effi-
cient representation of the uncertainties is challenging due
to the hyperbolic nature of the governing equations. A
reduced-order stochastic Galerkin method by means of lo-
cally discarding insignificant chaos modes is presented to-
gether with test cases from the North Sea.

Per Pettersson
Uni Research, University of Bergen
per.pettersson@uni.no

PP1

Ridge-Scad Quantile Regression Model for Big
Data

Extraction of useful information from massive data sets is
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a big challenge for statisticians and researchers. Moreover,
sample correlation becomes very high in case of huge num-
ber of variables. The usual linear regression and quantile
regression models are failed to resolve these issues. There-
fore, the Ridge-SCAD quantile variable selection technique
is developed and the model selection consistency is estab-
lished. The proposed model showed better performance as
compared to the available models in the simulations stud-
ies.

Muhammad Amin, Lixin Song, Milton Abdul Thorlie,
Xiaoguang Wang
School of Mathematical Sciences,
Dalian University of Technology, China
aminkanju@gmail.com, lxsongdl@163.com, milton-
thorl@yahoo.com, wangxg@dlut.edu.cn

PP1

A Bayesian View of Doubly Robust Causal Infer-
ence

In causal inference, propensity score methods rely on
the modelling of the assignment to treatment. Such an
approach is difficult to justify from a Bayesian setting,
since the treatment assignment model can play no part
in likelihood-based inference for outcome. We propose a
Bayesian posterior predictive approach in the framework
of misspecified models to construct doubly robust estima-
tion procedures, which require only one of the exposure
and outcome models to be correctly specified.

Saarela Olli
University of Toronto
olli.saarela@utoronto.ca

Léo Belzile
EPFL
leo.belzile@epfl.ch

Stephens David A.
McGill University
dstephens@math.mcgill.ca

PP1

Padé Approximation for the Helmholtz Equation
with Parametric Or Stochastic Wavenumber

We study the Helmholtz problem with parametric or
stochastic wavenumber k2, varying in K ⊂ R

+ (interval
of interest). We introduce the solution map S , which to
k2 ∈ K associates u(k2, x), solution of the Helmholtz prob-
lem. We extend S to C

+ := R>0 + iR, obtaining a mero-
morphic map with a simple pole in each λ ∈ Λ, Λ being
the set of eigenvalues of the Laplacian. A rational Padé ap-
proximant of S is constructed, and upper bounds for the
approximation error are derived.

Francesca Bonizzoni
Faculty of Mathematics
University of Vienna
francesca.bonizzoni@univie.ac.at

Fabio Nobile
EPFL, Switzerland
fabio.nobile@epfl.ch

Ilaria Perugia
University of Vienna
Faculty of Mathematics

ilaria.perugia@univie.ac.at

PP1

Effective Emulators for Flood Forecasting and Re-
altime Water Management

We present the development of a Gaussian process (GP)
based mechanistic emulator of a nonlinear model used for
the control of water in urban drainage networks. The GPs
covariance function corresponds to a linear model: an ef-
ficient heuristic proxy for the nonlinear dynamics. The
mapping between the parameters of the linear and non-
linear model is learned from data generated by the latter.
Small generalization errors of the emulator confirm the ad-
equacy of the datadriven proxy.

Juan Pablo Carbajal
Swiss Federal Institute of Aquatic Science and Technology
Dübendorf, Switzerland
JuanPablo.Carbajal@eawag.ch

David Machac, Jörg Rieckermann, Carlo Albert Eawag
Swiss Federal Institute of Aquatic Science and Technology
n/a, n/a, n/a

PP1

Identification of Physical Parameters Using Gaus-
sian Process Change-Point Kernels

Various physical systems are approximated by a linear do-
main near the equilibrium and a non-linear domain where
the approximations wear off. Gaussian Processes are non-
parametric, Bayesian models giving relationship between
measured points in terms of mean and variance. In this
poster we apply a change-point kernel to parametrize the
Gaussian Process and learn values of required physical pa-
rameters by maximizing marginal likelihood. Our method
will be used to learn Youngs modulus from Experimental
data.

Ankit Chiplunkar
Airbus, Toulouse
ankit.chiplunkar@airbus.com

Emmanuel Rachelson
ISAE-Toulouse
michele.colombo@airbus.com

Michele Colombo
Airbus-Toulouse
emmanuel.rachelson@isae.fr

Joseph Morlier
ISAE-Toulouse
joseph.morlier@isae.fr

PP1

Quantifying the Effect of Parameter Uncertainty in
the Output of a Microsimulation Model of Cancer:
The Case of Overdiagnosis in Prostate Cancer

Estimates resulting from microsimulation models of cancer
have substantial parameter uncertainty. We analyze its
effect with probabilistic sensitivity analyses. This is not
feasible since, number of parameters is large and running
time is high. We minimize model runs by running it at a
limited number of points, and use the resulting data to fit
a Gaussian Process emulator. Even for a computationally
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expensive model, we show it is possible to analyze para-
metric uncertainty.

Tiago M. De Carvalho
Erasmus Medical Center, Rotterdam, The Netherlands
t.decarvalho@erasmusmc.nl

PP1

Uncertainty Quantification from a Hierarchy of
Models

There are different ways to classify uncertainty or its
sources. The most common distinction is to divide them
into two types: random uncertainty and epistemic uncer-
tainty. The first is considered as non reducible due to the
natural variability of a random phenomena. The second
is caused by a lack of knowledge which can be reduced by
acquiring more information. In this paper we argue that
the parameters involved in the physical equations and their
numerical implementation can not be considered to be ran-
dom quantities. Our approach is to closely examine the
use of classification technics in a deterministic uncertainty
quantification method. Each output obtained with fixed
parameters is assimilated to a response of the model. The
set of parameters and the response obtained using this set
will be named indifferently ”candidate”. The idea is then
to sort the candidates according to a level of adequacy,
named ”score”, with a set of preset measurements. This
approach can be seen as an attempt to produce a score
associated with every theoretical model (candidate) or as
a protocol to refute evaluation or experimental measure-
ments. Once the outputs are scored, the candidates are
weighted according to their score value to estimate the co-
variance matrix.

Pierre Dossantos-Uzarralde
Commissariat à l’Energie Atomique
pierre.dossantos-uzarralde@cea.fr

PP1

Demonstration of Uncertainty Quantification
Python Laboratory (UQ-PyL)

Uncertainty Quantification Python Laboratory (UQ-PyL)
is a software platform that integrates many kinds of un-
certainty quantification (UQ) methods, including experi-
mental design, statistical analysis, sensitivity analysis, sur-
rogate modeling and parameter optimization. It is de-
signed for uncertainty analysis and parameter optimization
of large complex dynamical models. This poster describes
the design structure and illustrates the main features of
the software, which can be downloaded from http://uq-
pyl.com.

Chen Wang
Beijing Normal University
wangchen@mail.bnu.edu.cn

Qingyun Duan
Beijing Normal University
College of Global Change and Earth System Science
qyduan@bnu.edu.cn

Charles Tong
Lawrence Livermore National Laboratory

tong10@llnl.gov

PP1

Uncertainty Propagation in Flooding Using Non-
Intrusive Polynomial Chaos

Uncertainty propagation of initial conditions and
atmospheric forcings using the coupled hydro-
logic/hydrodynamic tRIBS model suite. A polynomial
chaos expansion with non-intrusive spectral projection is
used for uncertainty propagation and global sensitivity
analysis to quantify the influence of input parameters and
forcings on flooding extent in test cases and experimental
setups for rainfall-runoff processes.

Chase Dwelle, Jongho Kim, Valeriy Ivanov
University of Michigan
dwellem@umich.edu, kjongho@umich.edu,
ivanov@umich.edu

PP1

Estimation of Smooth Functions with An Applica-
tion to Climate Extremes

We develop a new and general statistical methodology for
estimating smooth functions. The optimization is based
on a reliable numerical procedure which is fast, stable and
efficient. The approach deals with fitting flexible models of
random variables that are independent but not identically
distributed. This flexibility addresses any prior informa-
tion depending on covariates. For illustration, we apply
the method to a non-stationary Generalized Extreme Val-
ues distribution, while incorporating a smooth structure
using Generalized Additive Models.

Yousra El Bachir

École Polytechnique Fédérale de Lausanne (EPFL)
yousra.elbachir@epfl.ch

PP1

High-Dimensional Uncertainty Quantification of
Fluid-Structure Interaction

This contribution discusses uncertainty quantification
problems in fluid-structure interaction, using the pseudo-
spectral approach, while focusing on high dimensional
stochastic problems. Addressing the complexity posed by
high dimensional uncertainty quantification is a challeng-
ing task, which is resolved using an approach comprising
sparse grids interpolation and numerical quadrature. In
post-processing, besides estimating the statistics, a Sobol’s
indices based sensitivity analysis is performed at no ad-
ditional computational cost, using the already computed
coefficients of the spectral expansion approximation.

Ionut-Gabriel Farcas
Technische Universitaet Muenchen
Department of Scientific Computing
ionut.farcas@tum.de

Benjamin Uekermann, Tobias Neckel
Technische Universität München
uekerman@in.tum.de, neckel@in.tum.de

Hans-Joachim Bungartz
Technische Universität München, Department of
Informatics
Chair of Scientific Computing in Computer Science
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bungartz@in.tum.de

PP1

Algebraic Method for the Construction of a Series
of Uniform Computer Designs

The incomplete block designs constructed from sub- spaces
with mj dimension, j = 1 , . . ., k ( k < m ) of a projective
geometry PG (m, pn) provide symmetric residual designs if
mj =m−j . Their union on the ith step generates repeated
resolvable designs. More economical designs are deducted.
A judicious juxtaposition of these designs engenders n-ary
designs and nested uniform Computer designs using the ”
RBIBD - UD” Algorithm.

Zebida Gheribi-Aoulmi
Department of mathematics,univ of the Brothers
Mentouri
Constantinr, Algeria
gheribiz@yahoo.fr

Mohamed Laib
Faculty of Mathematics,USTHB
, Algiers, Algeria
laib.med@gmail.com

Imane Rezgui
Department of mathematics, university of the Brothers
Mentouri, Constantinr, Algeria
Rezgui imane@yahoo.fr

PP1

A Framework for Variational Data Assimilation
with Superparameterization

Superparameterization (SP) is a multiscale computational
approach wherein a large scale atmosphere or ocean model
is coupled to an array of simulations of small scale dynam-
ics on periodic domains embedded into the computational
grid of the large scale model. SP has been successfully de-
veloped in global atmosphere and climate models, and is a
promising approach for new applications, but there is cur-
rently no practical data assimilation framework that can
be used with these models. The authors develop a 3D-Var
variational data assimilation framework for use with SP;
the relatively low cost and simplicity of 3D-Var in com-
parison with ensemble approaches makes it a natural fit
for relatively expensive multiscale SP models. To demon-
strate the assimilation framework in a simple model, the
authors develop a new system of ordinary differential equa-
tions similar to the two-scale Lorenz-‘96 model. The sys-
tem has one set of variables denoted {Yi}, with large and
small scale parts, and the SP approximation to the system
is straightforward. With the new assimilation framework
the SP model approximates the large scale dynamics of the
true system accurately.

Ian Grooms
New York University
ian.grooms@colorado.edu

PP1

Identification of Aleatory Uncertainties in Material
Properties

Recent works devoted to identification of aleatory uncer-
tainties either assume known type of their probability dis-
tribution or model those uncertainties by polynomial chaos

expansion. While the former approach leads to identifica-
tion of (typically only few) statistical moments, the later
one allows to identify more complex distributions defined
by limited number of polynomial chaos coefficients. Here
we aim to relax these assumptions and identify the distri-
bution of aleatory uncertainties using Markov chain Monte
Carlo method.

Eliska Janouchova
Czech Technical University in Prague
eliska.janouchova@fsv.cvut.cz

Anna Kucerova
Faculty of Civil Engineering, Prague, Czech TU
anicka@cml.fsv.cvut.cz

Jan Sykora
Faculty of Civil Engineering
Czech Technical University in Prague
jan.sykora.1@fsv.cvut.cz

PP1

Hybrid Reduced Basis Method and Generalized
Polynomial Chaos for Stochastic Partial Differen-
tial Equations

The generalized Polynomial Chaos (gPC) method is a pop-
ular method for solving partial differential equations with
random parameters. However, when the probability space
has high dimensionality, the solution ensemble size required
for an accurate gPC approximation can be large. We show
that this process can be made more efficient by closely hy-
bridizing gPC with Reduced Basis Methods (RBM). Fur-
thermore, we demonstrate that this is achieved with essen-
tially no loss of accuracy through numerical experiments.

Jiahua Jiang
University of Massachusetts, Dartmouth
jjiang@umassd.edu

PP1

Using Training Realizations to Characterize, Iden-
tify, and Remove Model Errors in Bayesian Geo-
physical Inversion

MCMC sampling of the Bayesian posterior distribution is a
growing means of performing UQ for geophysical problems.
To improve computational tractability, simplified numeri-
cal models are often utilized, which can lead to strong pos-
terior bias. With application to crosshole georadar tomog-
raphy, we demonstrate how a suite of training realizations
can be used to generate a sparse basis for known sources
of model error, which can be used to identify and remove
these errors in MCMC.

Corinna Koepke, James Irving
Université de Lausanne
corinna.koepke@unil.ch, james.irving@unil.ch

PP1

Robust Experiment Design Based on Sobol Indices

Current advanced techniques for designing laboratory ex-
periments use local sensitivities, which are merged into
some optimality criterion further optimised by some robust
optimisation algorithm. Use of local sensitivities, however,
requires good prior guess of parameters to be identified
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from the experiment, but such guess is typically no avail-
able. The aim of the presented contribution is to overcome
this difficulty by introduction of global sensitivities based
on Sobol indices.

Anna Kucerova
Faculty of Civil Engineering, Prague, Czech TU
anicka@cml.fsv.cvut.cz

Jan Sykora
Faculty of Civil Engineering
Czech Technical University in Prague
jan.sykora.1@fsv.cvut.cz

Eliska Janouchova
Czech Technical University in Prague
eliska.janouchova@fsv.cvut.cz

PP1

Π4U: An Hpc Framework for Bayesian Uncertainty
Quantification of Large Scale Computational Mod-
els

Π4U is a task-parallel framework for non-intrusive
Bayesian uncertainty quantification of computationally de-
manding physical models on massively parallel comput-
ing architectures. The framework incorporates asymptotic
approximations and multiple sampling algorithms. Task-
based parallelism is exploited with a platform-agnostic
adaptive load balancing library that orchestrates schedul-
ing of multiple physical model evaluations on computing
platforms ranging from multicore systems to hybrid GPU
clusters. Experimental results using representative appli-
cations demonstrate flexibility and excellent scalability of
the proposed framework.

Lina Kulakova
CSE-lab, Insititute for Computational Science, D-MAVT,
ETH Zurich, Switzerland
lina.kulakova@mavt.ethz.ch

Lina Kulakova
ETH Zurich
lina.kulakova@mavt.ethz.ch

Panagiotis Hadjidoukas
Computational Science
ETH Zurich, Switzerland
panagiotis.chatzidoukas@mavt.ethz.ch

Panagiotis Angelikopoulos
Computational Science, ETH Zurich, Switzerland
panagiotis.angelikopoulos@mavt.ethz.ch

Panagiotis Angelikopoulos
Computational Science and Engineering Lab, Switzerland
Institute for Computational Science DMAVT, ETH
Zurich,
panagiotis.angelikopoulos@mavt.ethz.ch

Costas Papadimitriou
University of Thessaly
Dept. of Mechanical Engineering
costasp@uth.gr

Dmitry Alexeev, Diego Rossinelli
ETH Zurich
alexeedm@ethz.ch, diegor@mavt.ethz.ch

Petros Koumoutsakos
Computational Science, ETH Zürich, Switzerland
petros@ethz.ch

PP1

Optimization of Expensive Black-Box Models Us-
ing Information Gain

Optimization often requires numerous evaluations of a
quantity of interest through a potentially expensive model.
To alleviate the cost of optimization, this work presents a
strategy to adaptively construct and exploit a cheap sur-
rogate for the optimization of expensive black-box models.
This is achieved by defining a utility function that quanti-
fies the information gained about the model in regions of
interest. The next design to evaluate is chosen to maximize
that utility function.

Remi Lam
MIT
rlam@mit.edu

Karen E. Willcox
Massachusetts Institute of Technology
kwillcox@MIT.EDU

PP1

Approximating Uncertain Dynamical Systems Us-
ing Time-Dependent Orthogonal Bases

We use time-dependent orthogonal bases (TDOB) to ap-
proximate stochastic dynamical systems. The object of
this method is to track the stochastic response surface with
quasi-optimal bases. The bases are adaptively modified so
as to keep good approximation of stochastic response sur-
faces with time progresses. The bases are assumed to be
orthonormal all the time. Under these assumptions, we de-
rive the equations of motion for time-dependent orthogonal
bases based on the variational principle.

Jinchun Lan, Sha Wei, Zhike Peng
Shanghai Jiao Tong University
chunjinlan@163.com, s.wei@sjtu.edu.cn,
z.peng@sjtu.edu.cn

PP1

On Low-Rank Entropy Maximization of Covariance
Matrices

We consider entropy maximization of covariance matrices
regularized with nuclear norm. The motivation stems from
applications where we seek low-dimensional stochastic in-
puts to linear systems given partial data on state covariance
matrices. This inverse problem also arises from estimation
of precision matrices in machine learning. We solve this
constrained optimization problem via solving a sequence
of linear equations. Based on a nullspace parameteriza-
tion, we exploit special structure of Hessian matrices that
makes matrix-vector multiplication efficient.

Fu Lin
Mathematics and Computer Science Division
Argonne National Laboratory
fulin@mcs.anl.gov

Jie Chen
IBM Thomas J. Watson Research Center
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PP1

Comparing Networks and Graphical Models at Dif-
ferent Scales

We consider the problem of local and global testing of de-
pendent multiple hypotheses where dependency is repre-
sented by complex networks. By combining complex graph
theory and statistical testing, we propose different kinds
of tests that assess the deviance between data structure
and null models or between groups of networks. We also
show how to exploit data structure and prior information
of dependency to derive hierarchical multiple testing pro-
cedures, without having to relying on strong assumptions.

Djalel-Eddine Meskaldji

École Polytechnique Fédérale de Lausanne
djalel.meskaldji@epfl.ch

Stephan Morgenthaler
École Polytechnique Fédérale de Lausanne, Switzerland
stephan.morgenthaler@epfl.ch

PP1

Sensitivity Analysis of the Uncertainty in Rapid
Pressure Strain Correlation Models

We explicate upon the dynamics due to linear pressure in a
variety of 2- and 3-dimensional mean flows. Our focus is to
establish the import of the wave space (or dimensionality)
information, and, to quantify the degree of the epistemic
uncertainty due to its absence in the classical rapid pres-
sure strain correlation models. We carry out sensitivity
analysis to exhibit that the prediction intervals are highly
dependent on the mean flow in consideration and to a lesser
extent, upon the state of the Reynolds stress tensor. Such
analysis and understanding is critical for formulating im-
proved pressure strain correlation models.

Aashwin Mishra
Texas A&M University, College Station, Texas
aashwin@tamu.edu

Sharath Girimaji
Aerospace Engineering Dept
TAMU
girimaji@tamu.edu

PP1

Uncertainty Classification for Strategic Energy
Planning

Various countries and communities are defining strategic
energy plans driven by concerns related to climate change
and security of energy supply. The long time horizon inher-
ent to strategic energy planning requires uncertainty to be
accounted for. Uncertainty classification consists in defin-
ing the type of uncertainty involved and quantifying it. It
is needed as input for uncertainty and sensitivity analyses,
and optimization under uncertainty applications. In this
work we define a methodology for uncertainty classification
for a typical strategic energy planning problem. As an ex-
ample, the methodology is applied to some representative
parameters.

Stefano Moret, Michel Bierlaire, François Maréchal

École Polytechnique Fédérale de Lausanne (EPFL)
stefano.moret@epfl.ch, michel.bierlaire@epfl.ch, fran-
cois.marechal@epfl.ch

PP1

Uncertainty Quantification in Large Civil Infras-
tructure

Replacing all aging civil infrastructure is not sustainable.
Reserve capacity estimation of existing structures is typi-
cally performed through structural identification of various
degrees of sophistication. In civil infrastructure, uncer-
tainty is seldom Gaussian, often systematic and the cor-
relation model is rarely known. An error-domain model-
falsification methodology is presented with Markov-Chain
Monte-Carlo sampling used for exploring solution spaces
leading to robust identification and prediction for non-
Gaussian and systematic uncertainty forms.

Sai Ganesh S. Pai

École Polytechnique Fédérale de Lausanne (EPFL),
Lausanne,
sai.pai@epfl.ch

Ian Smith
EPFL
ian.smith@epfl.ch

PP1

Data Assimilation for Uncertainty Reduction in
Forecasting Cholera Epidemics: An Application to
the Haiti Outbreak

Spatially explicit models for the simulation of waterborne
diseases must take into account uncertainties arising from
the atmospheric forcing and epidemiological and environ-
mental parameters. The real-time assimilation of the
recorded infected cases is an indispensable requirement to
reduce the uncertainties in the model forecast and, thus,
make these tools operative in the management of an emer-
gency. Here we show the efficacy of advanced DA schemes
in improving the forecast of the Haiti cholera outbreak of
2010.

Damiano Pasetto
Department of Mathematics
University of Padova
damiano.pasetto@epfl.ch

Flavio Finger, Enrico Bertuzzo, Andrea Rinaldo
EPFL
flavio.finger@epfl.ch, enrico.bertuzzo@epfl.ch, an-
drea.rinaldo@epfl.ch

PP1

State Dependent Model Error Characterization for
Data Assimilation

Many existing methods for model error characterization in
data assimilation focus only on estimating the first and sec-
ond moments. We propose a framework to estimate the full
distributional form based on model residuals. Conditional
density estimation methods are used to develop the error
distribution conditioned on model states for each assimila-
tion time step. Errors in observations are simultaneously
considered through deconvolution. Methods for transfer-
ring errors in observed variables to hidden states are also
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discussed.

Sahani Pathiraja, Lucy Marshall, Ashish Sharma
University of New South Wales
s.pathiraja@student.unsw.edu.au,
lucy.marshall@unsw.edu.au, a.sharma@unsw.edu.au

Hamid Moradkhani
Portland State University
hamidm@pdx.edu

PP1

A Simple Alarm for Early Detection of Epidemics
Over Networks

Forecasting the beginning of outbreaks of infectious dis-
eases is well studied for the case of simple disease generat-
ing models. However, epidemics over real-world, heteroge-
neous networks tend to exhibit a more complex behavior.
We propose a simple monitoring system suitable for non-
homogeneous populations, and derive its statistical prop-
erties over simulated networks. We then illustrate its use
on observed rates of influenza-like illness from the French
Sentinelles network.

Razvan Romanescu
University of Guelph
rromanes@uoguelph.ca

Rob Deardon
Department of Mathematics & Statistics
University of Calgary
robert.deardon@ucalgary.ca

PP1

Adaptive Optimal Designs for Dose-Finding Stud-
ies with Time-to-Event Outcomes on Continuous
Dose Space

Many clinical trials use time-to-event outcomes as primary
measures of efficacy or safety. In cancer trials the goals
may be to estimate a dose-response relationship and a dose
level that yields the longest progression-free survival for
testing in subsequent studies. Finding efficient designs for
such trials may be complicated due to uncertainty about
the dose-response model, model parameters and censored
observations. We develop optimal and adaptive designs for
such trials.

Yevgen Ryeznik
Department of Mathematics
Uppsala University
yevgen.ryeznik@math.uu.se

Andrew Hooker
Department of Pharmaceutical Biosciences
Uppsala University
andrew.hooker@farmbio.uu.se

Oleksandr Sverdlov
R&D Global Biostatistics
EMD Serono, Inc.
alex.sverdlov@emdserono.com

PP1

A New Algorithm for Sensor-Location Problems in
the Sense of Optimal Design of Experiments for

Pdes

We state an algorithm for the computation of a sparse

optimal approximate design consisting of maximal n(n+1)
2

points (Dirac-Deltas) in an experimental domain Ω , based
on a combined conditional and a proximal gradient method
with an additional post-processing. The algorithm is able
to add/remove sensors to/from multiple points in Ω and

ensures that each iterate consists of max. n(n+1)
2

points.
Weak∗-Convergence of the iterates in the space of regular
Borel measures is shown.

Daniel Walter
Technische Universität München
walter@ma.tum.de

PP1

A Fast Computational Method for Tracking the
Evolving Spatial-Temporal Gene Networks Based
on Topological Information

The modeling and identification of the spatial-temporal
gene networks in transcriptome scale is a challenging prob-
lem. To investigate the molecular mechanisms of genes
in a dynamic and systematic fashion, we develop a novel
method for tracking the spatial-temporal modules of gene
networks reconstructed from the brain development gene
expression data. A fast computational method for topo-
logical graph matching is proposed to track the evolving
gene networks. We apply this method to brain spatial-
temporal networks and provide new insights into the molec-
ular mechanisms of brain development as well as the func-
tions of the schizophrenia-associated genes.

Lin Wan
Chinese Academy of Sciences
lwan@amss.ac.cn

PP1

Robust Optimization for Silicon Photonics Process
Variations

Robust design under manufacturing process variations is
critical in Electrical Engineering. The problem becomes
intractable when dimensionality increases. In this work, we
develop an efficient simulation technique to solve high di-
mensional robust optimization problems based on stochas-
tic spectral methods and compressed sensing. The tech-
nique is applied to silicon photonic devices. Results show
that the variance of the bandwidth in a coupled ring filter
example is 31 % smaller when using our technique.

Tsui-Wei Weng
MIT
Research Lab of Electronics
twweng@mit.edu

Luca Daniel
M.I.T.
Research Lab in Electronics
luca@mit.edu

PP1

Parameterization-Induced Model Discrepancy

Parameterization is a critical component of groundwa-
ter modeling because practitioners must balance compu-
tational burden with the need to express uncertainty in
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spatially-distributed properties and time-varying boundary
conditions. Using FOSM theory, we have derived exact
expressions for the penalty (e.g. increase in forecast un-
certainty) for not casting uncertain model inputs as pa-
rameters; the penalty expresses the induced model dis-
crepancy arising from parameter compensation. We show
that choices made during the parameterization process can
greatly affect the resulting forecast uncertainty.

Jeremy White
U.S. Geological Survey
Florida Water Science Center
jwhite@usgs.gov

PP1

Efficient Gpce-Based Rock Characterization for the
Analysis of a Hydrocarbon Reservoir

The contribution focuses on a gPCE based rock character-
ization inferring the parameters of a geomechanical model
with seafloor surface measurements. The deformations are
due to the pressure depletion within the subsurface rock
formation caused by the extraction of gas from an offshore
hydrocarbon reservoir. It is shown how the prior expert
knowledge of the physical properties of the system is up-
dated by incorporating the measurement data via Bayesian
inference using surrogate model for the forward model. The
reservoir characterization allows for predicting the propa-
gation of further deformations and the long-term behaviour
of the offshore platform.

Claudia Zoccarato
Dept. ICEA - University of Padova
zoccarat@dmsa.unipd.it

Noemi Friedman
Institute of Scientific Computing
Technische Universität Braunschweig
n.friedman@tu-bs.de

Elmar Zander
TU Braunschweig
Inst. of Scientific Computing
e.zander@tu-bs.de

PP101

Active Subspaces: Theory and Practice

Active subspaces are an emerging set of tools for dimension
reduction in parameter studies. This poster will outline
the essential elements of the theory and practice of active
subspaces.

Paul Constantine
Colorado School of Mines
Applied Mathematics and Statistics
pconstan@mines.edu

PP101

Active Subspaces: Deriving Metrics for Sensitivity
Analysis

Active subspaces are an emerging set of tools for parame-
ter studies. Sensitivity analysis helps us understand out-
put variation corresponding to parameters of a model. We
propose two new sensitivity metrics constructed from ac-
tive subspaces and relate them to existing global sensitivity
metrics such as the Sobol’ Index and derivative-based sen-

sitivity metrics. In addition, we analyze two mathematical
models to compare results of each metric.

Paul M. Diaz
Colorado School of Mines
pdiaz@mymail.mines.edu

Paul Constantine
Colorado School of Mines
Applied Mathematics and Statistics
pconstan@mines.edu

PP101

Active Subspaces: Quantifying Errors in Surrogate
Models of Failure Probability

Application of active subspaces to aid in estimation of
probabilities of rare events.

Andrew Glaws
Colorado School of Mines
aglaws@mines.edu

PP101

Active Subspaces: Application to Gas Turbine De-
sign and Optimization

Application of the active subspace dimensionality reduc-
tion methods to approximate complex gas turbine airfoil
design spaces to motivate optimization and stochastic so-
lutions.

Zach Grey
Colorado School of Mines
zgrey@mymail.mines.edu

Paul Constantine
Colorado School of Mines
Applied Mathematics and Statistics
pconstan@mines.edu

PP101

Active Subspaces: Hypercube Domains and Zono-
topes

Motivated by applications of Active Subspaces to integra-
tion on a hypercube domain in high dimension, we detail a
probabilistic algorithm for enumerating vertices of a zono-
tope.

Kerrek Stinson
Colorado School of Mines
kstinson@mymail.mines.edu

Paul Constantine
Colorado School of Mines
Applied Mathematics and Statistics
pconstan@mines.edu

PP102

MUQ (MIT Uncertainty Quantification): Algo-
rithms and Interfaces for Solving Forward and In-
verse Uncertainty Quantification Problems

Standard forward and inverse uncertainty quantification
algorithms, such as polynomial chaos and Markov chain
Monte Carlo, share many common building blocks. We
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describe how the MIT Uncertainty Quantification (MUQ)
library implements these building blocks and how our im-
plementation leads to extensible and easy-to-use software.
In particular, we illustrate MUQ’s user interfaces for defin-
ing new algorithms and implementing new models, and how
appropriate software abstractions are used to create these
interfaces.

Matthew Parno
Massachusetts Institute of Technology
mparno@mit.edu

Andrew D. Davis
MIT
davisad@mit.edu

Youssef M. Marzouk
Massachusetts Institute of Technology
ymarz@mit.edu

PP102

UQ with the Spatially Adaptive Sparse Grid
Toolkit SG++

SG++ is a multi-platform toolkit that excels by fast and
efficient algorithms for spatially adaptive sparse grids. It
provides advanced higher-order basis functions, such as B-
splines, which can accelerate higher-dimensional stochas-
tic collocation significantly. SG++ supplies operations for
sparse grids to compute Jacobian, Hessian matrices and
Sobol-indices for sensitivity analysis, or the Rosenblatt
transformation for estimated sparse grid densities. We
show use cases and its convenient use via its rich interfaces
to Python and Matlab.

Dirk Pflüger, Fabian Franzelin, Julian Valentin
University of Stuttgart
Dirk.Pflueger@ipvs.uni-stuttgart.de,
fabian.franzelin@ipvs.uni-stuttgart.de,
julian.valentin@ipvs.uni-stuttgart.de

PP102

Practical Use of Chaospy for Pedestrian Traffic
Simulations

We applied chaospy for forward UQ simulations of pedes-
trian evacuation scenarios. Chaospy proved to be very flex-
ible and extensible when coupled to a black-box solver.
Additional functionality concerning pre-/postprocessing of
data as well as the parallel execution of the traffic simula-
tions on a cluster can easily be realised in python directly.
The poster shows the whole simulation pipeline, from the
setup to the visualisation of the uncertainty, which the ap-
plication scientists can easily interpret.

Florian Künzner
Technical University Munich (TUM)
flo.kuenzner@gmx.net

Tobias Neckel
Technische Universität München
neckel@in.tum.de

Isabella von Sivers
Munich University of Applied Sciences

isabella.von sivers@hm.edu

PP102

Implementation of UQ Workflows with the
C++/Python UQTk Toolkit

The UQ Toolkit (UQTk) is a collection of libraries, tools
and apps for uncertainty quantification in computational
models. UQTk offers intrusive and non-intrusive methods
for forward uncertainty propagation and sensitivity anal-
ysis, as well as inverse modeling via Bayesian inference.
The Python interface allows easy prototyping and devel-
oping common UQ workflows that rely on C++ libraries.
The poster will demonstrate details of such workflows to
highlight key UQTk capabilities in practical settings.

Cosmin Safta, Khachik Sargsyan, Kenny Chowdhary
Sandia National Laboratories
csafta@sandia.gov, ksargsy@sandia.gov,
kchowdh@sandia.gov

Bert J. Debusschere
Energy Transportation Center
Sandia National Laboratories, Livermore CA
bjdebus@sandia.gov

PP102

Dakota: Algorithms for Design Exploration and
Simulation Credibility

The Dakota toolkit provides a flexible interface between
simulations and iterative analysis methods including op-
timization, uncertainty quantification, parameter estima-
tion, and sensitivity analysis. Methods may be used in-
dividually or as components within advanced strategies to
address questions like ”What is the best design?”, ”How
safe is it?”, and ”How much confidence do I have in
my answer?”. We present a use case to illustrate how
Dakota informs engineering decisions, highlighting emerg-
ing activity-based support mechanisms intended to facili-
tate non-expert use.

Patricia D. Hough, Adam Stephens
Sandia National Laboratories
pdhough@sandia.gov, jasteph@sandia.gov

PP102

Uqlab: a General-Purpose Matlab-Based Platform
for Uncertainty Quantification

The UQLab project, developed at the Chair of Risk, Safety
and Uncertainty Quantification at ETH Zurich, offers a
modular MATLAB-based software framework that enables
both industrial and academic users to easily deploy and
develop advanced uncertainty quantification algorithms.
Its flexible, black-box-oriented and easy-to-extend modu-
lar design is aimed at scientists without extensive IT back-
ground. This contribution gives a general overview of the
current platform capabilities.

Stefano Marelli
Chair of Risk, Safety and Uncertainty Quantification
Institute of Structural Engineering, ETH Zurich
marelli@ibk.baug.ethz.ch

Bruno Sudret
ETH Zurich
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PP102

Cossan-X: General Purpose Software for Uncer-
tainty Quantification and Risk Management

COSSAN-X is a software package developed to make the
concepts and technologies of uncertainty quantification and
risk analysis available for anyone to use. COSSAN-X is a
general-purpose software tool that can be used to solve a
wide range of engineering and scientific problems (e.g. un-
certainty quantification, reliability analysis, sensitivity op-
timisation, robust design and life-cycle management). The
software package is based on the most recent and advanced
algorithms for the rational quantification and propagation
of uncertainties. Its modular structure also allows for the
easy extension and implementation of new toolkits.

Edoardo Patelli, Marco de Angelis, Raneesha Manoharan,
Matteo Broggi
University of Liverpool
edoardo.patelli@liverpool.ac.uk, mda@liverpool.ac.uk,
raneesha.manoharan@liverpool.ac.uk, mat-
teo.broggi@liverpool.ac.uk




