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IP1

Scalable Algorithms for PDE-Constrained Opti-
mization Under Uncertainty

We consider optimization problems governed by PDEs
with infinite dimensional random parameter fields. Such
problems arise in numerous applications: optimal de-
sign/control of systems with stochastic forcing or uncer-
tain material properties or geometry; inverse problems with
stochastic forward problems; or Bayesian optimal experi-
mental design problems with the goal of minimizing the
uncertainty or maximizing the information gain in the in-
ferred parameters. Monte Carlo evaluation of the objec-
tive as per the popular Sample Average Approximation
(SAA) algorithm results in an optimization problem that
is constrained by N PDE systems, where N is the num-
ber of samples. This results in an optimization problem
that is prohibitive to solve, especially when the PDEs are
“complex’ (large-scale, nonlinear, coupled) and discretiza-
tion of the infinite-dimensional parameter field results in
a high-dimensional parameter space. We discuss high-
order derivative-based approximations of the parameter-
to-objective maps that, in combination with randomized
algorithms, exploit the structure of these maps (smooth-
ness, low effective dimensionality). Their use as a basis for
variance reduction is demonstrated to significantly acceler-
ate Monte Carlo sampling and permit solution of problems
with O(106) uncertain parameters. This work is joint with
Peng Chen and Umberto Villa (ICES, UT Austin).

Omar Ghattas
The University of Texas at Austin
omar@ices.utexas.edu

IP2

On Gradient-Based Optimization: Accelerated,
Stochastic and Nonconvex

Many new theoretical challenges have arisen in the area of
gradient-based optimization for large-scale statistical data
analysis, driven by the needs of applications and the op-
portunities provided by new hardware and software plat-
forms. I discuss several recent results in this area, fo-
cusing on: (1) a new framework for understanding Nes-
terov acceleration, obtained by taking a continuous-time,
Lagrangian/Hamiltonian/symplectic perspective, (2) a dis-
cussion of how to escape saddle points efficiently in non-
convex optimization, and (3) the acceleration of Langevin
diffusion.

Michael I. Jordan
University of California, Berkeley
jordan@cs.berkeley.edu

IP3

A Contemporary View of High-dimensional Quasi
Monte Carlo

The numerical computation of expected values as high-
dimensional integrals is a central task in uncertainty quan-
tification. Quasi Monte Carlo (QMC) methods are deter-
ministic numerical integration methods that aim for better
efficiency (and hence lower cost) than traditional Monte
Carlo methods. Originally they were designed with the sole
aim of obtaining convergence rates close to 1/N (where N
is the number of evaluations of the integrand) for smooth
enough integrands, compared to the Monte Carlo rate of
1/

√
N . But little or no attention was paid to the depen-

dence of the error on s, where s is the number of variables,

or the dimension. Nowadays, however, integrals with very
large numbers of variables are being tackled, with s in the
thousands or tens of thousands or more, and as a result
there is as much concern about the dependence on s as
on N . The aim of this talk is to present highlights of
recent progress on QMC for high-dimensional problems.
The highlights include algorithms and software for QMC
rules tailored to solutions of elliptic PDE with random co-
efficients, with error bounds provably independent of the
cutoff dimension in this infinite-dimensional problem. In
a different direction, there are now high-order QMC rules,
rules with potential convergence rates of order 1/N2 or
even faster.

Ian H. Sloan
University of New South Wales
School of Mathematics and Stat
i.sloan@unsw.edu.au

IP4

Model Uncertainty and Uncertainty Quantification

The Bayesian paradigm provides a coherent approach for
quantifying uncertainty given available data and prior in-
formation. Aspects of uncertainty that arise in practice
include uncertainty regarding parameters within a model,
the choice of model, and propagation of uncertainty in pa-
rameters and models for predictions. In this talk I will
present Bayesian approaches for addressing model uncer-
tainty given a collection of competing models including
model averaging and ensemble methods that potentially
use all available models and will highlight computational
challenges that arise in implementation of the paradigm.

Merlise Clyde
Duke University
clyde@duke.edu

IP5

Three Principles of Data Science: Predictability,
Stability, and Computability

In this talk, I’d like to discuss the intertwining importance
and connections of three principles of data science in the
title in data-driven decisions. Making prediction as its cen-
tral task and embracing computation as its core, machine
learning has enabled wide-ranging data-driven successes.
Good prediction implicitly assumes stability between past
and future. Stability (relative to data and model perturba-
tions) is also a minimum requirement for interpretability
and reproducibility of data driven results (cf. Yu, ”Stabil-
ity” in Bernnouli, 2013). It is closely related to uncertainty
assessment. The three principles will be demonstrated in
the context of two neuroscience projects and through an-
alytical connections. In particular, the first project adds
stability to predictive modeling used for reconstruction of
movies from fMRI brain signlas to gain interpretability of
the predictive model. The second project uses predictive
transfer learning that combines AlexNet, GoogleNet and
VGG with single V4 neuron data for state-of-the-art pre-
diction performance. It provides stable function character-
ization of neurons via (manifold) deep dream images from
the predictive models in the difficult primate visual cortex
V4 and such images are good candidates for follow-up ex-
periments to probe the neurons for confirmation. Our V4
results lend support, to a certain extent, to the resemblance
of these CNNs to a primate brain.

Bin Yu
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IP6

Multi-level and Multi-index Monte Carlo Methods
in Practice

The multilevel Monte Carlo method has proven to be very
powerful to compute expectations of output quantities of a
stochastic model governed by differential equations. It ex-
ploits several discretization levels of the underlying equa-
tion to dramatically reduce the overall complexity with re-
spect to a standard Monte Carlo method. However, its
practical implementation in complex engineering problems
affected by a large number of uncertain parameters still
presents considerable challenges. We overview in this talk
recent improvements and extensions of the MLMC idea,
to include concurrent types of discretization (multi-index
Monte Carlo method) and to compute derived quantities
such as central moments, quantiles, or cdfs of output quan-
tities. We illustrate then the power of the MLMC method
on applications such as compressible aerodynamics, shape
optimization under uncertainty, ensemble Kalman filter
and data assimilation.

Fabio Nobile
EPFL, Switzerland
fabio.nobile@epfl.ch

IP7

Data Assimilation and Uncertainty Quantification
A Lagrangian Interacting Particle Perspective

The assimilation of data into computational models and
the quantification of forecast uncertainties is central to
many application areas including meteorology, hydrology,
seismology, power networks etc. Broadly speaking, cur-
rently used data assimilation techniques fall into one of
the following three categories: (i) variational methods, (ii)
Markov chain Monte Carlo methods, and (iii) sequential
particle filters. Among sequential particle filters, the en-
semble Kalman filter (EnKF) has become very popular but
its wider application has been limited by its inherent Gaus-
sian distributional/ linearity assumptions. In my talk, I
will focus on recent particle filter extensions of the EnKF
to high-dimensional problems with non-Gaussian uncer-
tainties and to combined state-parameter estimation prob-
lems. Unifying mathematical principles in these develop-
ments are Lagrangian interacting particle representations
and optimal coupling arguments.

Sebastian Reich
Universität Potsdam
sereich@rz.uni-potsdam.de

IP8

Good and Bad Uncertainty: Consequences in UQ
and Design

Engineering decisions are invariably made under substan-
tial uncertainty about current and future system cost and
response. However, not all variability is equally detrimen-
tal. The possibility of exceptionally high performance can
be viewed as good uncertainty, while the chance of failure
is usually perceived as bad uncertainty. From this perspec-
tive, we examine uncertainty quantification and its use in
engineering design. We introduce models for uncertainty
quantification and decision making based on superquan-

tile risk (s-risk) that distinguish between good and bad
uncertainty, avoid paradoxes, and accrue substantial ben-
efits in risk, reliability, and cost optimization. Leveraging
multi-fidelity simulations, we describe methods for predict-
ing s-risk at reduced computational cost for complex sys-
tems. Examples from naval architecture, earthquake engi-
neering, and energy management illustrate the framework
under both parametric and model uncertainty.

Johannes O. Royset
Operations Research Department
Naval Postgraduate School
joroyset@nps.edu

SP1

SIAG/Uncertainty Quantification Early Career
Prize Lecture - Multilevel Markov Chain Monte
Carlo Methods for Uncertainty Quantification

Multilevel Monte Carlo methods have become increasingly
popular over the last decade, due to their simplicity and
their ability to significantly outperform standard Monte
Carlo approaches in complex simulation tasks. In this talk,
we will discuss how the multilevel methodology can be ap-
plied in the context of Markov chain Monte Carlo sampling.
The general algorithm will be demonstrated on the partic-
ular example of sampling from the posterior distribution in
a Bayesian inverse problem, where the goal is to infer the
coefficient of an elliptic partial differential equation given
observations of the solution. Numerical experiments con-
firm that the multilevel methodology reduces the computa-
tional effort to achieve a given tolerance by several orders
of magnitude.

Aretha L. Teckentrup
University of Warwick
a.teckentrup@ed.ac.uk

CP1

Probabilistic Graphical Model Based Approach for
Nonlinear Stochastic Dynamic Analysis

Uncertainty quantification in dynamical systems is often
difficult due to the high dimensionality of the system re-
sponses and inputs as well as the non-linear nature of the
underlying model. The proposed approach attempts to
mitigate these issues. It utilizes a probabilistic graphical
model (PGM) framework together with a Gaussian pro-
cess (GP) surrogate model and expectation propagation
(EP) for performing inference tasks. A factor graph is uti-
lized to efficiently represent the dependencies of the inputs
and the response. Latent variables are introduced into the
graphical model for tackling dependencies in an efficient
manner. Sparse GPs are used to represent the functional
relation between the nodes in the factor graph. To learn
the parameters associated with the PGM, sequential Monte
Carlo, coupled with stochastic gradient descent algorithm
is used. Finally, UQ of nonlinear dynamical system is per-
formed by employing EP, which is an efficient approximate
Bayesian inference algorithm. Two high-dimensional non-
linear dynamic problems are presented to illustrate the ac-
curacy and efficiency of the proposed framework.

Souvik Chakraborty
Department of Aerospace and Mechanical Engineering
University of Notre Dame
csouvik41@gmail.com
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CP1

Uncertainty Quantification for Numerical Models
with Two or More Solutions

Some numerical models have two or more distinct solu-
tions. These can include tipping points and bifurcations,
many being discontinuous across the separate solutions.
Illustrations include climate systems (eg overturning circu-
lation) and biological systems (eg networks to model the
human brain). For example, a computer model may fail to
complete in specific regions and we would like to be able
to predict where to avoid running the model. We consider
how to identify these regions using a latent variable mod-
elled as a Gaussian process (GP). This latent variable acts
as an unobserved quantity to help identify the boundary
between regions, where initially just 2 output solutions are
considered. Given only minimal information from a set of
initial inputs and their associated output, each input value
is given a corresponding class label; negative for solution
1 and positive for solution 2. The latent GP is estimated
using this limited information, and a threshold (normally
zero) defines the boundary. Methods explored for estimat-
ing the latent GP include the EM algorithm, ABC and
MCMC sampling. Results are similar, although MCMC
proves to be the most efficient. Extensions to higher di-
mensions and multiple solutions are discussed. We also
consider experimental design aspects, such as the optimum
place to add data points to improve estimation of the re-
gion boundary. We examine whether it is better to place
points to improve the boundary estimate or gain knowledge
of the actual system.

Louise Kimpton
University of Exeter
lmk212@exeter.ac.uk

CP1

Gibbs Reference Posterior for Robust Gaussian
Process Emulation

We propose an objective posterior distribution on correla-
tion kernel parameters for Simple Kriging models in the
spirit of reference posteriors. Because it is proper and de-
fined through its conditional densities, it lends itself well to
Gibbs sampling, thus making the full-Bayesian procedure
tractable. Numerical examples show it has near-optimal
frequentist performance in terms of prediction interval cov-
erage.

Joseph Muré
Université Paris Diderot
EDF R&D
mure@math.univ-paris-diderot.fr
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CP1

Uncertainty Quantification of Atmospheric Chem-
ical Transport Models using Gaussian Process Em-
ulators

Atmospheric chemical transport models (CTMs) simulate
the production, loss and transport of hundreds of gases in
the atmosphere and are used to make local, regional and
global forecasts of air quality. There is an urgent need to:
(i) understand why CTMs differ significantly in their pre-
dictions of important gases such as tropospheric O3, OH
and CH4, and (ii) quantify the uncertainty in these pre-
dictions. We address these problems by using global sen-
sitivity analysis, model calibration and uncertainty anal-
ysis. We are the first to apply these statistical methods
across multiple CTMs. These methods require thousands
of model runs and so we replace the CTM, which typically
takes 12 hours to do a one year run, with a Gaussian pro-
cess emulator. In this presentation, I will show results to
a sensitivity analysis, a model calibration and an uncer-
tainty analysis involving five CTMs, 30 parameters, and
model outputs consisting of global maps of O3, CO, and
CH4 lifetime. A preliminary analysis found that the differ-
ences in predicted global CH4 lifetime by two CTMs is due
to predicted CH4 lifetime being sensitive to two different
processes, a result which was unexpected. In a separate
preliminary analysis which used measurements of O3 and
CO and a MCMC routine, we reduced the uncertainty of
the parameters that had the largest influence on the O3
and CO outputs of a CTM. This had the knock-on effect
of reducing the uncertainty in the modelled predictions of
O3 and CO.

Edmund M. Ryan, Oliver Wild
Lancaster University
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CP1

Nonstationary Gaussian Process Emulation of
Computer Models via Cluster-based Covariance
Mixtures

A common assumption, adopted when constructing a
Gaussian Process emulator, is the stationarity of the covari-
ance function, implying a global smoothness for the simu-
lator response. However, stationary Gaussian Process em-
ulators perform poorly for simulators, that exhibit hetero-
geneity and local features. Stationary Gaussian Processes
become overconfident in high variability regions of param-
eter space and underconfident in regions where the simu-
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lator is well-behaved. We propose a new method of con-
structing nonstationary Gaussian Process emulators based
on a spatial covariance structure proposed by Banerjee et
al. (2004). We identify L distinct regions across the in-
put space found from clustering standardized errors from
an initial stationary fit and for each region we define its
own covariance function with the corresponding parame-
ters. The covariance function of the nonstationary GP em-
ulator is a sum of the L covariance functions with the mix-
ture parameters derived from the Bayesian clustering. We
examine the performance of our method against stationary
Gaussian Process emulator, Treed Gaussian Process model
(TGP) [Gramacy and Lee, 2008] and Composite Gaussian
Process model (CGP) [Ba and Joseph, 2012] on a number
of numerical examples. The application of our nonstation-
ary method to the modelling of boundary-layer potential
temperature for convection in the CNRM climate model
[Voldoire et al., 2011] is provided.

Victoria Volodina, Daniel Williamson
University of Exeter
vv215@exeter.ac.uk, d.williamson@exeter.ac.uk

CP2

Reduced Order Model for Random Vibroacoustic
Problems

The robust design of vibroacoustic systems requires a tak-
ing into account of possibly numerous sources of uncertain-
ties in the model in order to predict their impact on the
response. It reveals necessary to develop reliable and effi-
cient tools for the prediction of such responses and in this
framework, functional approaches for uncertainty quantifi-
cation suffer from the highly nonlinear behaviour of the
response to the input uncertainties. In order to tackle such
problems, we consider statistical learning methods based
on least squares minimization for high d-dimensional prob-
lems where the output is approximated in suitable low-rank
tensor formats. The storage complexity of these formats
grows linearly with the dimension d which makes possi-
ble the construction of an approximation using only few
samples. However the rank of the approximation of the
stochastic dynamic response may be high and the method
thus loses its efficiency. The key is to proposea suitable
functional representation and an adapted parametrization
with M < d variables for the computation of the response
so to obtain structured approximations with low complex-
ity. The latter parametrization is determined automati-
cally by coupling a projection pursuit method and low rank
approximation.

Mathilde Chevreuil
Universite de Nantes, GeM
mathilde.chevreuil@univ-nantes.fr
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Ecole Centrale Nantes
anthony.nouy@ec-nantes.fr

CP2

Progressively Refining Reduced Order Models for
Estimating Failure Probabilities of Dynamical Sys-
tems

Reduced order models (ROMs) help to accelerate simu-

lations of dynamical systems. Therefore they are being
increasingly used for estimating failure probabilities. How-
ever, the use of ROMs yields erroneous estimates, primar-
ily due to (i) approximation error from size reduction, and
(ii) training error. The training error may arise from sub-
optimal selection of training points or inaccurate interpola-
tion of ROMs. To address these issues, a new algorithm is
proposed here that refines ROMs progressively, thereby at-
tempting to minimize both errors. Accordingly, the ROM
size is gradually increased to reduce the error from approx-
imation, while retaining computational efficiency. Further,
the training domain of the ROMs is progressively localized
to reduce the error from training. The algorithm is robust
with respect to the choice of model reduction method and
training. It can also be easily parallelized as it is based on
a statistical simulation. The proposed algorithm is used to
estimate the failure probability of a bridge structure under
the action of a moving inertial mass. The uncertainty is
assumed to be in the material modulus of elasticity. ROMs
are developed using proper orthogonal decomposition, and
interpolated on the tangent space to a Grassmann mani-
fold. The algorithm is shown to be able to estimate failure
probabilities with sufficient accuracy while offering signifi-
cant computational gain.

Agnimitra Dasgupta
University of Southern California
adasgupt@usc.edu
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Department of Civil Engineering
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CP2

Stochastic Analysis and Robust Optimization of a
Reduced Order Model for Flow Control

This contribution targets a probabilistic robustness and
sensitivity analysis for the validation and robust ameliora-
tion of a Reduced Order Model (ROM) that was deduced
from a High Fidelity Model (HFM) simulating the flow
field around a high-lift configuration airfoil. The ROM is
to be used for closed-loop flow control by means of Coandǎ
blowing. For the robustness analysis a general Polyno-
mial Chaos Expansion (gPCE) based surrogate model was
used. In the probabilistic framework, the ROM becomes a
stochastic ODE with random coefficients, where both the
state of the flow and the coefficients are approximated with
a general polynomial chaos expansion (gPCE). This gPCE
is also used for an efficient global sensitivity analysis to
investigate the influence of variation of the coefficients on
the uncertainties of the state of the flow. Besides check-
ing the robustness of the model, the objective here is to
gain more information about the influence of the individual
modes and to validate the confidence region of the derived
model on the solution of the ROM by evaluating variance
based global sensitivities. This information can facilitate
the decision making on the number of the needed modes
and amelioration of the model by further tuning the ROM
coefficients by Bayesian inversion. This inverse method is
carried out such way to preserve as much of the underlying
physics of the High Fidelity Model and its model structure
as much possible.

Noemi Friedman
Institute of Scientific Computing
Technische Universität Braunschweig
n.friedman@tu-bs.de
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CP2

Reduced Order Modeling for Nonlinear Structural
Analysis using Gaussian Process Regression

A non-intrusive reduced basis (RB) method is proposed
for parameterized nonlinear structural analysis consider-
ing large deformations and elasto-plastic constitutive rela-
tions. In this method, a reduced basis is constituted from a
set of full-order solutions employing the proper orthogonal
decomposition (POD), then Gaussian process regression
(GPR) is used to approximate the projection coefficients
onto the reduced space. The GPR is carried out in the of-
fline stage with the aid of active data selection by a greedy
algorithm, and the outputs for different parameters can be
rapidly obtained as probabilistic distributions in the online
stage. Due to the complete decoupling of offline and on-
line stages, the proposed RB method provides a powerful
tool to efficiently solve the parameterized nonlinear prob-
lems with various engineering applications such as struc-
tural optimization, risk analysis, real-time evaluation and
parameter identification. With both geometric and mate-
rial nonlinearities taken into account, numerical results are
presented for some typical 1D and 2D examples, illustrat-
ing the accuracy and efficiency of the proposed method.

Mengwu Guo
EPFL SB MATH MCSS
École polytechnique fédérale de Lausanne
mengwu.guo@epfl.ch
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CP2

Probabilistic Model Validation of Large-scale Sys-
tems using Reduced Order Models

Multiple mathematical models are often available to de-
scribe a physical system. Identifying which of those models
are useful to represent the physical system is essential to
making engineering decisions. In this study, a probabilistic
framework is used, where models that cannot reasonably
describe the measurements are first falsified by control-
ling an error criterion, namely false discovery rate (FDR).
Among the remaining model classes, appropriate models
and/or model class(es) are then chosen using a model se-
lection algorithm. Finally, the quality of the selected model
class(es) is rechecked. To alleviate the computational bur-
den of such validation exercises for large-scale systems it
proposed herein to use reduced order models (ROMs). A
ROM for each model class is first constructed and trained
over the entire parameter domain for the falsification step
and then adaptively trained for the model selection step.
The proposed approach is illustrated using an 11-story 99-
degree-of-freedom building where different model classes
are formed by considering different flexural rigidities at dif-
ferent stories combined with different levels of support con-
straints. The ROMs are constructed using proper orthog-
onal decomposition. The use of the proposed framework
is shown to give significant computational savings propor-

tional to those offered by the ROMs.

Erik Johnson, Subhayan De, Agnimitra Dasgupta
University of Southern California
johnsone@usc.edu, Subhayan.De@usc.edu,
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CP2

Quantifying Uncertainty in Reduced Models for
Discrete Fracture Networks

Reduced modeling is becoming increasingly necessary to
yielding fast results for complicated, expensive models. Al-
though many models rely on a similar modeling methodol-
ogy for reduction, ie taking a matrix system and reducing it
while maintaining of the same properties as the larger sys-
tem, there are other avenues. A large-scale computational
model for transport was developed at Los Alamos National
Laboratory that uses discretized meshes for the forward so-
lution. A reduced model was created using graph networks
to simplify the problem. We propose to model the uncer-
tainty in quantities of interest, such as pressure, by using
the graph model. We propose to test our uncertainties
against well-established results of the high-fidelity model
as proof of trust for use in larger and unknown transport
problems.

Jaime A. Lopez-Merizalde
TULANE UNIVERSITY
jlopez8@tulane.edu
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CP3

Random Partial Differential Equations on Moving
Hypersurfaces

Although partial differential equations with random co-
efficients (random PDEs) is very popular and developed
field, it seems that the analysis and numerical analysis of
parabolic random PDEs on surface still appears to be in its
infancy. Surface PDEs appear in many applications such
as image processing, cell biology, porous media etc. Uncer-
tainty of parameters naturally appears in all these models,
which motivates us to combine these two frameworks: ge-
ometry of domain and uncertainty. In this talk we will
first consider analysis of random advection-diffusion equa-
tion on evolving hypersurfaces. After introducing appro-
priate setting for this problem that combines geometry and
probability, we will prove its well-posednees in appropriate
Sobolev-Bochner space. Both, uniform and log-normal dif-
fusion coefficient will be considered. Furthermore, we will
introduce and analyse a surface finite element discretisa-
tion of the equation. We will show unique solvability of
the resulting semi-discrete problem and prove optimal er-
ror bounds for the semi- discrete solution and Monte Carlo
samplings of its expectation. Our theoretical findings are
illustrated by numerical experiments in two and three space
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dimensions.
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CP3

Uncertainty Quantification of PDEs on Random
Domains using Hierarchical Matrices

We are interested in the first and second moment of the
solution of PDEs with random input data. Previous works
have shown that these moments can be computed by the
hierarchical matrix arithmetics in almost linear time if the
solution depends linearly on the data. However, in the
case of random domains the dependence of the solution
of the data is nonlinear. Extending previous perturbation
approaches we can linearize the problem and can compute
the first and second moment up to third order accuracy in
almost linear time.

Juergen Doelz
Technische Universität Darmstadt
Graduate School of Excellence Computational
Engineering
doelz@gsc.tu-darmstadt.de

Helmut Harbrecht
Universitaet Basel
Department of Mathematics and Computer Science
helmut.harbrecht@unibas.ch

CP3

UQ for Nearly Incompressible Linear Elasticity

This talk presents some recent developments in error esti-
mation associate with robust formulations of linear elastic-
ity. Our focus is on uncertainty quantification. We discuss
stochastic Galerkin finite element (SGFEM) approxima-
tion of two alternative mixed formulations of linear elastic-
ity with random material parameters. Specific numerical
results confirm the validity of our theoretical results.

Arbaz Khan
The University of Manchester, Manchester UK
arbaz.khan@manchester.ac.uk
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CP3

Domain Decomposition Solvers for Spectral Sfem
Versus Non-intrusive Sparse Grid Based Solvers for
Large Stochastic Dimensions

A three-level scalable domain decomposition (DD) algo-
rithm which employs an efficient preconditioner at each
level is developed to solve the coarse system in the Galerkin
projection based intrusive spectral finite element method.
The numerical and parallel scalabilities of this solver are
first studied for a stochastic PDE with non-Gaussian sys-
tem parameters represented as a stochastic process using
up to 25 random variables. The computational efficiency
of the intrusive DD solver is then demonstrated over sparse
grid base non-intrusive method.

Abhijit Sarkar
Associate Professor
carleton University, Ottawa, Canada
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CP3

Optimal Iterative Solvers for Linear Systems with
Random PDE Origins: ‘Balanced Black-box Stop-
ping Tests’

This talk will discuss the design and implementation of effi-
cient solution algorithms for symmetric indefinite and non-
symmetric linear systems associated with FEM approxima-
tion of PDE problems (Stokes and Navier–Stokes equations
in particular) with random coefficients. The novel feature
of our preconditioned MINRES and GMRES solvers is the
incorporation of error control in the ‘natural’ norm in com-
bination with a reliable and efficient a posteriori estimator
for the PDE approximation error. This leads to a robust
and optimally efficient stopping criterion: the iteration is
terminated as soon as the algebraic error is insignificant
compared to the approximation error. A stopping crite-
rion for the (nonlinear) Newton solver is also presented.

Pranjal Pranjal
School of Mathematics
University of Manchester
pranjal@wisc.edu
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University of Manchester
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CP3

Advection-Diffusion PDEs with Random Discon-
tinuous Coefficients

Advection-diffusion equations arise in various applications,
for instance in the modeling of subsurface flows. We con-
sider this type of partial differential equations with ran-
dom coefficients, which may then account for insufficient
measurements or uncertain material procurement. To rep-
resent, for example, transitions in heterogeneous media,
we include spatial discontinuities in the parameters of the
equation. For a given temporal discretization, we solve a
second order elliptic problem in each time step where the
random coefficient is given by the sum of a (continuous)
Gaussian random field and a (discontinuous) jump part.
By combining multilevel Monte Carlo sampling techniques
and pathwise finite element methods we are able to esti-
mate moments of the solution to the random partial dif-
ferential equation. To stabilize the numerical approxima-
tion and accelerate convergence, we introduce an adaptive,
pathwise triangulation for the finite element approxima-
tion which accounts for the varying discontinuities in each
sample of the coefficients. This is joint work with Andrea
Barth (SimTech, University of Stuttgart)

Andreas Stein
University of Stuttgart
andreas.stein@mathematik.uni-stuttgart.de

Andrea Barth
SimTech, Uni Stuttgart
andrea.barth@mathematik.uni-stuttgart.de

CP4

Parameter Identification for a Viscoplastic Model
with Damage and Effect of Conditions on Results
using Bayesian Approaches

The state of materials and accordingly the properties of
structures are changing over the period of use, which may
influence the reliability and quality of the structure during
its life-time. Therefore identification of the model parame-
ters and states of the system is a topic which has attracted
attention in the content of structural health monitoring.
In this work the focus is on identification of material pa-
rameters and states of a viscoplastic damaging material.
It is proposed to use Bayesian inverse methods for this.
To do so, two steps are considered, solving the forward
and inverse problem. Therefore, first the propagation of
the a priori parametric uncertainty through the model in-
cluding damage describing the behaviour of a steel struc-
ture is studied. A non-intrusive Stochastic Finite Ele-
ment Method (SFEM) based on polynomial chaos is ap-
plied. From the forward model, material parameters and
interval unobservable state variables can be identified us-
ing measurement data such as displacement via Bayesian
approaches. In this study, two methods are applied. The
first is a Polynomial chaos based update method which is a
modification of Kalman filter and the second one is a tran-
sitional Markov chain Monte Carlo method. At the end,
the results of both methods are compared.
We study the effect of load conditions and sensor place-
ments, which provide us the observation, on the identifica-
tion procedure and how much information they provide to
the identification process.
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CP4

Parameter Calibration and Model Validation of
JWL Equation of State Based on Multi-output

The adjustable parameters in JWL equation of state need
to be calibrated to match the detonation simulation re-
sults and experimental data. However, no model is per-
fect. The model bias in physical models may have a signif-
icant impact on the results of parameter calibration. The
cross-validation based on multi-output is one of the effec-
tive methods to identify model bias. The cylinder test is
the benchmark experiment to evaluate output energy of
the explosive and calibrate parameters of JWL equation
of state for explosive products. The traditional calibration
method is usually only based on radius data in the radial
direction. As the improvement of test technology, both the
radius and velocity can be observed in cylinder test. In this
paper, we propose that the Gaussian process and wavelet
methods are used to build surrogate models for the radius
and velocity respectively. Then three statistical models are
considered for calibration, that is both radius and velocity,
only radius, only velocity. At last three calibration results
are used for model validation.

Hua Chen, Guozhao Liu, Haibing Zhou, Shudao Zhang
Institute of Applied Physics and Computational
Mathematics
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CP4

Bayesian Inference for Estimating Model Discrep-
ancy of an Electric Drive Model

The exponential increase of available compute power allows
to leverage the potential of uncertainty quantification (UQ)
in new applications assuming an industrial setup. A main
challenge is related to the fact that the considered models
are rarely able to represent the true physics and demon-
strate a discrepancy compared to measurement data. Fur-
ther, an accurate knowledge of considered model parame-
ters is usually not available. E.g. fluctuations in manufac-
turing processes of hardware components introduce uncer-
tainties which must be quantified in an appropriate way.
This requires efficient methods for UQ based on Bayesian
inference. An important task related to Bayesian inference
is to accurately estimate parameter distributions from mea-
surement data in presence of simulation model inadequacy.
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As a first step, we address this challenge by investigating
the influence of model discrepancies onto the calibration of
model parameters and further consider a Bayesian infer-
ence framework including an attempt to correct for model
discrepancy by an additional term. Synthetic measurement
data from an industrial application is then used to evalu-
ate the framework. First measurement data is created with
an electric drive model and second another electric drive
model containing an artificial model discrepancy is used
to infer physical parameters and the model discrepancy
term. The application shows a promising perspective of
the framework by good approximation of discrepancy and
parameters.
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CP4

Stochastic Reconstruction of Porous Media from
Voxel Data

We describe a novel method to generate computer models
of an aluminum foam given its CT-data, such that the gen-
erated samples are similar to the target foam in terms of
the statistics of a selection of microstructural descriptors.
The generated samples could later be used in flow simula-
tions in order to investigate the relationships between the
material’s effective properties, such as permeability, con-
ductivity, etc., and its microstructure.
Currently used methods to generate such samples are either
very time-intensive or inaccurate (in terms of being unable
to match important microstructural descriptors). In order
to address this issue, a novel stochastic model based on
the generalised ellipsoid equation has been devised, which
when incorporated into a Markov chain Monte Carlo frame-
work, is capable of producing structures that are statisti-
cally close to the target structure within a reasonable time
frame. In this presentation, the aforementioned model and
the framework will be described along with an analysis of
the quality of the reconstructed samples.
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CP4

Characterizing Errors and Uncertainties in Non-
equilibrium Molecular Dynamics Simulations of
Phonon Transport

Non-equilibrium molecular dynamics (MD) is commonly
used for predicting phonon transport and estimating ther-
mal conductivity of material systems. A heat flux is im-
posed along a specific direction and the resulting steady
state temperature gradient is used to estimate the thermal
conductivity based on Fourier’s law. This methodology
however is known to exhibit large discrepancies from ex-
perimental measurements of bulk thermal conductivity. In
this work, we study the impact of size and input heat flux
on such discrepancies for silicon using the Stillinger-Weber
(SW) inter-atomic potential. Since thermal conductivity
estimates are based on the nominal values of the SW po-
tential parameters, we investigate variability in these esti-
mates by perturbing the individual parameter values. Fur-
thermore, we perform sensitivity analysis and calibrate im-
portant parameters in a Bayesian setting using the avail-
able experimental data. Non-intrusive polynomial chaos
surrogates are employed to overcome computational hur-
dles associated with sensitivity analysis as well as Bayesian
calibration. However, since construction of PC surrogates
itself can be expensive, we demonstrate methodologies that
exploit derivate-based sensitivity measures [Kucherenko et
al., 2009], and active subspaces [Constantine, 2015] to re-
duce the dimensionality of the problem.

Manav Vohra
UT Austin
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Vanderbilt University
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CP4

Challenge of Detonation Modeling in Extreme
Condition and its Uncertainty Quantification
Methods

The mathematical and physical model of Solid explosive is
described by coupling nonlinear partial differential equa-
tions. First of all, the mathematical model of the solid
explosive detonation is nonlinear partial differential equa-
tions in extreme condition. Much uncertainty exists in this
empirical model. Second, solid explosive detonation is a
complex dynamical problem with multi-layer, multi-scale
such as microcosmic, macroscopic, and microscopic pro-
cess. Third, in the real numerical prediction process, we
first search for optimal value the confidence interval of ran-
dom (uncertain) variable based on the standard experiment
calibration and uncertain optimization. Then the result is
used for prediction. The computation volume of classical
approach is huge due to wide range of the search space and
loss of structure information. We must deal with the com-
putational expense and large scale computing problems in
order to get the expected efficiency and stability. Fourth,
it is difficult to establish appropriate model to exactly de-
scribe this process when considering these uncertainty. It is
also a challenge. Base on the above discussion, this paper
analyze the weakness and strength of current uncertainty
quantification methods, then propose a Bayesian parame-
ter calibration method of JWL equation of state in explo-
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sive detonation based on the surrogate model.
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CP5

Uncertainty Quantification of Locally Nonlinear
Dynamical Systems using Polynomial Chaos Ex-
pansion

The problem of uncertainty propagation for a nonlinear
dynamical system involves specifying the statistics or the
probability distribution of the quantities of interest. How-
ever, propagating this uncertainty becomes computation-
ally burdensome for large-scale complex nonlinear systems.
An important class among these large-scale systems are
those with spatially-localized nonlinearities. In this study,
a computationally efficient algorithm is proposed using a
generalized polynomial chaos expansion while reducing the
order of the system using a nonlinear Volterra integral
equation for locally-nonlinear dynamical systems. A fast
Fourier transform significantly reduces the computational
effort of solving the resulting low-order Volterra integral
equations. An adaptive procedure for dividing the random
parameter space for the expansions is also introduced here
to further enhance the efficiency of the proposed algorithm.
The proposed approach is used to estimate the mean and
variance of the roof acceleration of a 100 degree-of-freedom
building model with a localized nonlinearity in the base iso-
lation layer, which is modeled using a Bouc-Wen hysteresis
model. This building is subjected to a historic earthquake
excitation. The proposed algorithm shows great compu-
tational efficiency achieved compared to standard uncer-
tainty quantification methods.

Subhayan De, Erik Johnson
University of Southern California
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CP5

Uncertainty Quantification for an Optical Grating
Coupler using Adaptive Stochastic Collocation

Due to the progress in nanotechnological manufacturing,
photonic components can nowadays be designed by struc-
tures which are even smaller than the optical wavelength.
These optical devices are a promising technology, e.g., plas-
monic structures show great potential for guiding and con-
trolling light. Numerical simulations play an important
role in the design process of such devices. A challenging

problem is that input data is not exactly known, due to
manufacturing imperfections which have a significant im-
pact on nanoscale devices. Therefore, statistical informa-
tion about S-parameters of such stochastic systems based
on statistical information about the uncertain input data is
of great interest. In this work we quantify uncertainties in
the finite element model of a plasmon waveguide [Preiner
et al, Efficient optical coupling into metal-insulator-metal
plasmon modes with subwavelength diffraction gratings,
APL, 2008]. The considered structure is periodic in two
dimensions and therefore the computational domain can
be confined to a single unit cell on which Maxwell’s source
problem is solved. In order to cope with a large num-
ber of uncertain and very sensitive parameters an adaptive
sparse grid algorithm is applied [Schieche, Unsteady Adap-
tive Stochastic Collocation Methods on Sparse Grids, PhD
thesis, 2012].
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CP5

Estimation of Plume Dispersion in Hetrogeneous
Formations by Transformed Adaptive Stochastic
Collocation Method

The plume dispersion of contaminants in hetrogeneous for-
mations is dominated by spatial variability of flow veloci-
ties associated with the hydraulic conductivities. In gen-
eral, the solute statistics can be calculated by the Monte
Carlo simulations, in which multiple realizations of a plume
are generated. The drawback of the Monte Carlo method
is that it usually requires a large number of realizations
and could be computationally prohibitive. Instead, the
stochastic collocation method, based on sparse grids, serves
as an alternative approach. However, estimation of plume
dispersion using the stochastic collocation method has two
challenges. First, when the correlation length is small com-
pared to the space domain, there will be a large number
of random dimensions after KarhunenLove decomposition,
then the number of collocation points will increases dra-
matically, i.e., curse of dimensionality. Second, the solute
concentration has an unsmooth profile when the dispersiv-
ity is small, hence the convergence rate of the stochastic
collocation method could be rather slow. In this study,
a transformed adaptive stochastic collocation method is
proposed, which adaptively selects the important random
dimensions and introduce an additional stage to transform
the unsmooth concentration to smooth arrival time. The
proposed method is tested in two- and three-dimensional
examples with different spatial variances and correlation
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lengths to illustrate its accuracy and efficiency.
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CP5

Adaptive Sparse Interpolation Methods for Elec-
tromagnetic Field Computation with Random In-
put Data

In many applications of science and engineering, time-
or resource-demanding simulation models are often sub-
stituted by inexpensive polynomial surrogates in order to
enable computationally challenging tasks, e.g. optimiza-
tion or uncertainty quantification studies of field mod-
els. For such approaches, the surrogate model’s accu-
racy is of critical importance. Moreover, in the case of
many input parameters, the curse-of-dimensionality sub-
stantially hampers the surrogate’s construction. State-of-
the-art methods employ interpolation on adaptively con-
structed sparse grids, typically based on Clenshaw-Curtis
[B. Schieche, Unsteady Adaptive Stochastic Collocation
Methods on Sparse Grids, TU Darmstadt, 2012] or, more
recently, Leja [A. Narayan and J.D. Jakeman, Adaptive
Leja Sparse Grid Constructions for Stochastic Collocation
and High-Dimensional Approximation, SIAM J. Sci. Com-
put., 2014] nodes. These methods provide accurate surro-
gate models, mitigating or altogether avoiding the curse-
of-dimensionality, at the cost of a relatively small number
of unused original model evaluations. In this work, we shall
use a benchmark example from the field of computational
electromagnetics in order to compare the aforementioned
methods with respect to computational cost and accuracy.
Moreover, we will suggest enhancement approaches, aim-
ing to reduce the costs caused by unused model evaluations
during the surrogate model’s construction.
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CP5

Adaptive Pseudo-spectral Projection for Time-
dependent Problems

Polynomial Chaos Expansions (PCEs) are popular spec-
tral surrogate models typically applied to solve uncertainty
propagation problems. They are used to quantify the ef-
fect of statistical fluctuations in simulation model outputs

due to uncertainty in parameter space. Various techniques
exist to compute the coefficients of PCEs. A canonical way
is to approximate the coefficients by numerical quadrature,
evaluate the simulation model at the quadrature nodes and
post-process the results. However, this approach suffers
from aliasing errors, which can be circumvented by tailor-
ing the PCE to the numerical quadrature (in our case a
”Smolyak sparse grid”) in a special way. This gives rise to
the so-called ”Pseudo-Spectral Projection method (PSP)”,
which can be extended to a dimension adaptive version
(aPSP). For time-dependent problems, however, the asso-
ciated error estimators must take into account variations
of errors in time. Depending on the time interval of in-
terest, uncertainties in parameters contribute differently to
the overall uncertainty fluctuations of the simulation model
outputs. In this talk, we give a short overview on aPSP
and investigate the choice of different error estimators for a
time-dependent problem with uncertain parameters. The
simulation model represents a direct current model for an
electrical motor. The focus is on convergence of the er-
ror estimators in comparison to ”root mean-square errors”
obtained by a set of test simulation data.
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CP6

Advanced Sensitivity Analysis for Offshore Wind
Cost Modelling

The solution of managerial problems often involves the cre-
ation of dedicated decision support models, which are com-
plex and potentially involve inputs subject to uncertainty,
meaning that the resulting relationships between inputs
and outputs are poorly understood. This is the case for
the Offshore Wind Cost Analysis Tool (OWCAT) devel-
oped at the EDF Energy R&D UK Centre; given the in-
creased complexity, modellers can no longer grasp the re-
sponse of the model outputs to variations in inputs based
solely on intuition. As a result, three global sensitivity
analysis methods have been considered for OWCAT: Mor-
ris, Sobol variance-based and PAWN density-based. Spe-
cial attention has been paid to the work of Saltelli, where
the most effective Morris or Sobol estimator is chosen based
on the sample size. In addition, where variance is not a
good proxy for uncertainty, the PAWN technique allows the
modeller to identify cases where the uncertainty is misrep-
resented. A sensitivity analysis toolbox has been created
and benchmarked against a set of well-studied test func-
tions, before being applied to OWCAT. The contribution
of this talk is to demonstrate the application of these ad-
vanced sensitivity analysis techniques not only to theoreti-
cal test functions but also to a real-world decision-making
case in the offshore wind industry. Useful insight into the
model is gained by factor prioritization and factor fixing.
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CP6

The Space of Shapes and Sensitivity Analysis: An
Application of Differential Geometry

Engineering designers routinely manipulate shapes in engi-
neering systems toward design goals formulated as a func-
tional over the shape—e.g., shape optimization. Differen-
tial geometry provides a set of analytical tools for defining
a shape calculus. In particular, we investigate applications
using the set of equivalence classes resulting from an S1

embedding in R2 given the set of all re-parameterizations.
Combining the presented space of shapes with a Soblev-
type metric and corresponding shape sensitivity analysis
enables the study of a local subspace of shapes on a Rie-
mannian manifold. We discuss a numerical interpretation
to estimate important directions in this subspace which
change a functional the most, on average.

Zach Grey
Colorado School of Mines
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CP6

Bayesian Estimation of Probabilistic Sensitivity
Measures for Computer Experiments

Simulation-based experiments have become increasingly
important for risk evaluation and decision-making in a
broad range of applications, in engineering, science and
public policy. In the presence of uncertainty regarding
the phenomenon under study, in particular, of the simu-
lation model inputs, a probabilistic approach to sensitivity
analysis becomes crucial. A number of global sensitivity
measures have been proposed in the literature, together
with estimation methods designed to work at relatively
low computational costs. First in line is the one-sample
or given-data approach which relies on adequate partitions
of the input space. We propose a Bayesian alternative for
the estimation of several sensitivity measures which shows
a good performance on synthetic examples, especially for
small sample sizes. Furthermore, we propose the use of a
nonparametric approach for conditional density estimation
which bypasses the need for pre-defined partitions, allow-
ing the sharing of information across the entire input space
through the underlying assumption of partial exchange-
ability. In both cases, the Bayesian paradigm ensures the
quantification of the uncertainty in the estimation.
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CP6

Efficient Evaluation of Reliability-oriented Sensi-

tivity Indices

The role of simulation has kept increasing for the analy-
sis of complex systems. In that prospect, global sensitivity
analysis studies how the uncertainty in the code output can
be apportioned to the uncertainty in the different stochas-
tic code inputs. However, most of the classical sensitivity
methods, such as the Sobol indices, focus on the central
tendency of the output. When interested in the analysis of
undesirable events associated with small probabilities, such
sensitivity indices may thus be not meaningful. This moti-
vated the proposal of reliability-oriented sensitivity indices.
However, the evaluation of these indices generally requires
a huge number of dedicated code evaluations, which can
lead to extremely high total computational cost. To cir-
cumvent this problem, the present work proposes a method
to evaluate several kinds of reliability-oriented sensitivity
indices, which is only based on the code evaluations that
were needed to compute the probability of occurrence of
the considered undesirable event. After having introduced
the theoretical basis of this method, several applications
will be presented to illustrate its efficiency.
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CP7

Using Computer Models and UQ to Diagnose Di-
astolic Heart Failure

Diastolic heart failure is a currently untreatable condition
that is caused by stiffness of the heart. We investigate
the possibility of diagnosing the condition using data from
MRI scans, a numerical model of the heart, simulating a
single beat, and uncertainty quantification. To invert the
model we use history matching. This involves building an
emulator so that we can predict the model results (with
associated uncertainty) at any point in input space and
hence an implausibility score. Those parts of input space
that are implausible are ruled out. Running further waves
of model runs within the not implausible region reduces
it until this region is not reduced any further or becomes
zero. The model is then calibrated. If there are no not im-
plausible points we have to adjust the model discrepancy
how well we expect the model to reproduce the data. To
carry this out we need to make a number of choices. We
need to reduce the dimension of the problem (the initial
dimension is high) without losing vital information. There
are regions of input space where the modelled heart is too
stiff to beat and so the model run does not complete. We
do not want to emulate these regions so we find a way of
predicting where they are. We also discuss model discrep-
ancy. This is a measure of how well we expect the model
to perform for the chosen metric and is an integral part of
history matching. We show that not-implausible regions
for healthy and sick patients are disjoint.
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CP7

Fluid-structure Interaction with Uncertainty in
Medical Engineering

In recent decades biomedical studies with living probands
(in vivo) and artificial experiments (in vitro) have been
complemented more and more by computation and simu-
lation (in silico). In silico techniques for medical diagnosis
can give enhanced information for the risk stratification
of cardiovascular surgery. Making surgical decisions, high
reliability is a requirement for diagnostic methods. Since
uncertainties are inherent to the measurement-based simu-
lation input data, a quantification of their impact is needed
for reliability analysis. For cardiovascular applications,
such as the simulation of blood flow through the aorta, the
physiological understanding and modeling has still chal-
lenging aspects with respect to the uncertainty. We present
a numerical framework for the three-dimensional simula-
tion of aortic blood flow with elastic vessel wall movement
including uncertainty quantification. The underlying fluid-
structure interaction (FSI) problem is calibrated patient-
specifically by magnetic resonance imaging. The resolution
of the vessel geometry as well as of the time profile of the
measured flow is limited up to a certain accuracy. Fur-
thermore, the non-invasive measurement of the stiffness of
the aortic vessel wall is highly challenging. This leads to
uncertainties in the physical parameters of the underlying
mathematical model. We present an approach to efficiently
compute patient-specific aortic FSI simulations incorporat-
ing UQ based on high performance computing.
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CP7

Bayesian Uncertainty Quantification for Epidemic
Spread on Networks

While there exist a number of mathematical approaches
to modeling the spread of disease on a network, analyz-
ing such systems in the presence of uncertainty introduces
significant complexity. In scenarios where system param-
eters must be inferred from limited observations, general
approaches to uncertainty quantification can generate ap-
proximate distributions of the unknown parameters, but
these methods often become computationally expensive if
the underlying disease model is complex. In this talk, I will
apply Π4U, a recent massively parallelizable Bayesian un-
certainty quantification framework, to a model of disease
spreading on a network of communities, showing that the
method accurately and tractably recovers system parame-
ters and selects optimal models in this setting.
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CP7

Data-extraction Uncertainty in Meta-analysis of
Published Medical Data

The data required for meta-analysis are often not available
for extraction in published medical studies (for example,
the true number of deaths). Often these data are missing
due to loss-to-follow up. It may be possible to infer the
missing data using other information available in the pa-
pers, such as Kaplan Meier survival plots. If the probabil-
ity of survival is extracted, an estimated number of deaths
could be inferred and a meta-analysis computed. However,
the survival probability is an estimate with associated un-
certainty. Current meta-analysis models do not account
for the uncertainty associated with the data estimations
and may result in potentially inaccurate conclusions. We
propose methods to model the uncertainty that occurs at
the data-extraction step and properly propagate it into the
final meta-analysis estimates.
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CP7

Uncertainty Quantification for the Reliable Simu-
lation of a Blood Pump Device

Heart failure (HF) is a severe cardiovascular disease, it hap-
pens when the heart muscle is so weakened such that it
can not provide sufficient blood as body needs. More than
23 million people are suffered by HF worldwide. Despite
the modern transplant operation is well established, the
lack of heart donations becomes a big restriction on trans-
plantation frequency. Therefore, ventricular assist devices
(VADs) can play an important role in supporting patients
during waiting period and after the surgery. We consider
an intrusive Galerkin projection based on the generalized
Polynomial Chaos (gPC). The intrusive Galerkin approach
can represent stochastic process directly at once with Poly-
nomial Chaos series expansions, and therefore optimizes
the total computing effort comparing with classical non-
intrusive methods. We compared different preconditioning
techniques for a steady state simulation of a blood pump
configuration in our previous work, the comparison shows
that an inexact multilevel preconditioner has a promising
performance. In this work, we show an instationary blood
flow through a Food Drug Administration blood pump con-
figuration with Galerkin Projection method, which is im-
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plemented in our open source Finite Element library Hi-
flow3. Three uncertainty sources are considered: inflow
boundary condition, rotor angular speed and dynamic vis-
cosity, the numerical results are demonstrated with more
than 40 Million degrees of freedom by using supercom-
puter.
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CP8

High Performance Computing for Uncertainty
Quantification: Challenges and Perspectives for
Flow Problems

The available compute power on high performance comput-
ers (HPC) is still increasing exponentially. This tremen-
dous increase of capacity in the last decade is mainly due
to the growth of the number of cores used for a given nu-
merical simulation. Beside scalability and data locality is-
sues taking full advantage of intrinsic features remains a
challenging task, even for pure deterministic models. Typ-
ical setups for which this issues may become highly crit-
ical can be found e.g. in computational fluid mechanics
(CFD). Such problems are usually modeled by the Navier-
Stokes equations, which include parameters which can not
always be assumed to be known accurately. Taking such
uncertainties into account by stochastic models results in
a parametrization by a set of independent random vari-
ables. This leads to a blown up system size requiring even
more scalable numerical schemes in order to take advantage
of the capabilities of high performance computers. This
talk discusses the impact of emerging hardware technol-
ogy in HPC for uncertainty quantification (UQ) applied
to CFD. The link between contemporary deterministic ap-
proach and intrusive schemes based on stochastic Galerkin
methods using Polynomial Chaos will be established. A
simplified performance model based on the computational
intensity is presented and allows to evaluate the quality and
the efficiency of UQ approaches in the context of CFD. Nu-
merical experiments assuming complex flow problems are
presented.
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CP8

Eigenspace-based Uncertainty Characterization in
Large-Eddy Simulation of Turbulent Flow

Large-Eddy Simulation (LES) has gained significant im-
portance as a high-fidelity technique for the numerical res-
olution of complex turbulent flow. In comparison to Direct
Numerical Simulation (DNS), LES approaches reduce the
computational cost of solving turbulent flow by removing
small-scale information from the conservation equations via
low-pass filtering. However, the effects of the small scales
on the resolved flow field are not negligible, and therefore
their contribution in the form of Sub-Filter Stresses (SFS)
needs to be modeled. As a consequence, the assumptions

introduced in the closure formulations result in potential
sources of structural uncertainty that can affect the Quan-
tities of Interest (QoI). Moreover, unlike DNS, the resolved
fluctuations at a size just larger than the ”filter width”
still have significant energy. This complicates the control
of numerical errors which become important sources of nu-
merical uncertainty that can impact the QoIs both directly
through the resolved scales and indirectly via the modeled
SFS. The aim of this work is to characterize the impor-
tance of these two types of uncertainty and their impact on
the QoIs by means of recently developed eigenspace-based
strategies that decompose the SFS tensor in magnitude,
shape and orientation, to facilitate the analysis. In the
presentation, the strategy will be described in detail and
results from LES of turbulent flow will be discussed.
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CP8

Predictive Simulations for Calculating Wind Loads
on Buildings

Computational fluid dynamics can be used in wind engi-
neering applications to quantify pressure loads on build-
ings and assess wind hazards, but simulations of atmo-
spheric boundary layer flows are strongly influenced by
uncertainty in the inflow boundary condition and the tur-
bulence model. In the present work we quantify the un-
certainty in a Reynolds-averaged Navier-Stokes simulation
of a wind tunnel experiment of a high-rise building. The
objective is to predict the mean pressure coefficient dis-
tribution on the lateral building facade with a quantified
confidence interval, and to compare the results to the ex-
perimental data. The uncertainty in the inflow condition is
characterized using 3 uncertain parameters (reference ve-
locity, roughness length and model orientation), and then
propagated to the quantities of interest using a polynomial
chaos expansion approach. The results indicate that the
uncertainty in the inflow conditions is non negligible, but
insufficient to explain the discrepancy with the wind tun-
nel test data. We subsequently investigate the uncertainty
related to the turbulence model, using a framework that in-
troduces perturbations in the Reynolds stress tensor. The
performance of this method is evaluated by comparing the
results to a large-eddy simulation of the same building con-
figuration. The results demonstrate some shortcomings in
the existing approach, and indicate that a multi-fidelity
simulation framework might be required to achieve the ob-
jective.
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Columbia University
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CP8

Estimation of Uncertainty of Turbulence Model
Predictions in SU2

Reliable predictions for turbulent flows are of fundamental
importance for a variety of engineering analysis and design
applications. Herein, Reynolds-Averaged Navier Stokes
models represent the workhorse for industrial design and
investigations. Owing to the closure assumptions utilized
in their formulation, RANS models introduce a significant
measure of model-form uncertainty in the predictions. The
estimation and eventually, reduction of these uncertainties
is of great interest to ensure that turbulent models can
be reliable predictive tools in industrial analysis and de-
sign. Many methodologies to estimate this uncertainty are
currently being developed. However, these are typically
implemented only in proprietary codes. A vast majority
of industrial simulations involving turbulent flows utilize
commercial or open-source CFD codes. At present, such
turbulence model-form uncertainty estimation is not avail-
able on any such software suite. We implement and demon-
strate the Eigenspace Perturbation framework for turbu-
lence model-form uncertainty estimation in the SU2 CFD
suite. SU2 is an open-source compressible analysis and de-
sign framework that utilizes unstructured mesh technology
to represent complex geometric shapes typical of indus-
trial practice. This implementation is tested over a series
of turbulent flows, benchmark test cases and flows of en-
gineering import, and the computed uncertainty bounds
are contrasted against experimental data & high-fidelity
simulations.
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CP8

Validation of a Framework for Data Assimilation
and Uncertainty Quantification for Urban Flow
Predictions

The numerical prediction of urban wind flows is funda-
mental to ensure the design of resilient and sustainable
cities. For example, computational fluid dynamics results
can help to optimize pedestrian wind comfort, air qual-
ity, natural ventilation strategies, and the deployment of
wind turbines. However, the significant variability and un-
certainty associated with the atmospheric boundary layer
poses an important challenge to the accuracy of the re-
sults. To understand the effect of uncertainties in the

models and develop better predictive tools, we started a
pilot study that combines a numerical analysis with a field
measurement campaign on Stanford Universitys campus.
We consider the incoming wind direction and magnitude
as uncertain parameters and perform a set of Reynolds-
averaged Navier-Stokes simulations to build a polynomial
chaos expansion response surface at each sensor location.
We subsequently assimilate the measurement data from
strategically deployed sensors, using an inverse ensemble
Kalman filter to iteratively infer the probability distribu-
tions for the inflow parameters. Once these distributions
are obtained, the forward analysis is repeated to obtain
predictions for the flow field in the entire urban canopy
and the results are compared with the experimental data
from several other wind sensors. This procedure enables
a better characterisation of the uncertainty in the results
and improves the confidence in our wind flow predictions.

Jorge Sousa, Catherine Gorle
Stanford University
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CP9

Global Optimization of Expensive Functions using
Adaptive Radial Basis Functions Based Surrogate
Model via Uncertainty Quantification

Global optimization of expensive functions has important
applications in physical and computer experiments. It
is a challenging problem to develop efficient optimization
scheme, because each function evaluation can be costly and
the derivative information of the function is often not avail-
able. We propose a novel global optimization framework
using adaptive Radial Basis Functions (RBF) based sur-
rogate model via uncertainty quantification. The frame-
work consists of two iteration steps. It first employs an
RBF-based Bayesian surrogate model to approximate the
true function, where the parameters of the RBFs can be
adaptively estimated and updated each time a new point
is explored. Then it utilizes a model-guided selection cri-
terion to identify a new point from a candidate set for
function evaluation. The selection criterion incorporates
the expected improvement (EI) of function prediction and
its uncertainties. We conduct simulation studies with stan-
dard test functions to show that the proposed method is
more efficient and stable in searching the global optimizer
compared with a prominent existing method.
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CP9

Solving Stochastic Optimal Power Flow Problem
via Polynomial Chaos Expansions

Uncertainty quantification has recently become of signifi-
cant importance in the field of power systems. This de-
velopment originates, among others, from the huge influx
of renewable energy sources to the power grid. The natu-
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ral fluctuations of wind/solar energy call for a structured
consideration of uncertainties such that a reliable supply
of electrical energy can be provided in the future. The so-
called optimal power flow (OPF) problem is a cornerstone
in the operational planning of power systems. The goal of
this nonconvex optimization problem is to determine op-
erating points for power systems such that a (monetary)
cost is minimized while technical limitations (e.g. genera-
tion limits, line flow limits) and the nonconvex power flow
restrictions are respected. The talk will discuss how the
OPF problem formulation and solution change in the pres-
ence of stochastic uncertainties, leading to stochastic OPF.
Starting from existing approaches we will show that poly-
nomial chaos expansion allows a unified framework to for-
mulate and solve stochastic OPF problems in the presence
of (non)Gaussian uncertainties. Polynomial chaos allows
to answer affirmatively what generation policies are opti-
mal, i.e. how the power generation is adjusted optimally in
the presence of stochastic uncertainties. We will support
our findings by IEEE test case simulations implemented in
Julia. To this end, first steps towards a Julia package for
generalized polynomial chaos are presented as a byproduct.
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CP9

Topology Optimization using Conditional Value at
Risk

Traditional approaches to formulating stochastic topology
optimization problems for additive manufacturing tend to
use linear combinations of the mean and standard deviation
of a design figure of merit (e.g., compliance). However,
this choice of objective/constraint underweights tail events
for non-normal random variables. We propose replacing
these mean-plus-standard-deviation expressions with the
conditional value-at-risk (CVaR), and argue that it better
compensates for worst-case tail events.

Geoffrey M. Oxberry
Lawrence Livermore National Laboratory
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CP9

Uncertainty Quantification for Stochastic Approx-
imation Limits using Chaos Expansion

We investigate the analysis of uncertainty quantification
of the limit of a stochastic approximation (SA for short)
algorithm. Typically, this limit φ� is the zero of a func-
tion h written as an expectation of H ; this naturally arises
in various problems about optimization, statistics, control
etc. In our study, the limit φ� is subjected to uncertainty
through a parameter θ (related to the probabilistic model
used for the expectation or to the definition of H), and we
aim at deriving the probabilistic distribution of φ�(θ) as
θ has a distribution π. Our approach consists in decom-
posing φ� on a L2(π)-orthogonal basis (Chaos Expansion),
and in computing the basis coefficients using a suitable
dimension-increasing SA algorithm. Under mild assump-
tions, we prove the almost-sure convergence of this SA algo-
rithm in the underlying infinite-dimensional Hilbert space.
Numerical results support our theoretical analysis. No-

tably, the possibility of letting the number of estimated
expansion coefficients tend to infinity appears not only as
a necessary ingredient for proving the theoretical conver-
gence of the algorithm, but also as a key feature from a
numerical performance point of view, including for the es-
timation of the lower order coefficients.
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CP10

A Bayesian Approach for Quantifying the Uncer-
tainty of Physical Models Integrated into Com-
puter Codes

We adopt a Bayesian approach to address an inverse prob-
lem arising in uncertainty quantification. The issue is to as-
sess the uncertainty of physical models integrated into com-
puter codes by means of indirect physical measurements.
To do so, a non-intrusive approach is followed in this work
where the code is taken as a “black-box” function. Af-
ter introducing a statistical model that links the available
physical measurements to the corresponding code outputs,
a Gibbs sampler based on the full conditional distributions
is laid out in both linear and non linear settings. However,
as the computer simulations are moderately expensive, it
tends to become impractical in reasonable time. To over-
come this difficulty, we propose to replace the computer
code with a Gaussian process emulator which can deliver
both robust and quick predictions of the code outputs. An
industrial application to a thermal-hydraulic code at the
system scale is displayed where the uncertainty of two con-
densation models for safety injections is assessed.

Guillaume Damblin, Pierre Gaillard
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CP10

When Models and Data Disagree: Sparse Resolu-
tions to Inconsistent Datasets in B2BDC

Bound-to-Bound Data Collaboration (B2BDC) provides
a deterministic optimization-based framework for Uncer-
tainty Quantification. In this approach, parameters are
constrained by combining both polynomial surrogate mod-
els and experimental observations with interval uncer-
tainty. A collection of such models and observations is
termed a dataset and carves out a feasible region in the
parameter space. If the models and data agree within
uncertainty, then this feasible set is non-empty and the
dataset is consistent. In real-world application, however, it
is often the case that diverse collections of experiments and
observations are inconsistent. Revealing the source of this
inconsistency, i.e., identifying which models and/or obser-
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vations are problematic, is essential. In this presentation,
we discuss a constraint relaxation-based approach, entitled
the vector consistency measure, for investigating datasets
with numerous sources of inconsistency. This tool seeks a
sparse set of relaxations by minimizing an L1-penalty. The
benefits of this vector consistency approach over a previ-
ous method of consistency analysis are demonstrated in
two realistic gas combustion examples.
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CP10

Beyond Black-boxes in Model-based Bayesian In-
verse Problems

Two of the most important roadblocks in the solution of
model-based Bayesian inverse problems are: a) the curse of
dimensionality, b) the difficulty in quantifying structural,
model errors. We propose a novel framework which recasts
the solution of PDEs encountered in continuum thermody-
namics as probabilistic inference over function spaces. This
formulation foregoes the expensive solution of a forward or
adjoint problem by considering all physical state variables
as latent, random variables constrained by the governing
equations of the forward model. It also provides an al-
ternative approach for solving inverse problems, since it
defines a unified, probabilistic view where both the differ-
ential operator as well as the observations represent sources
of information that is incorporated into the final poste-
rior. In contrast to traditional, black-box approaches, the
probabilistic modeling and resolution of individual state
variables allows to quantify inadequacies of the model in a
physically interpretable manner and to assess their effect
in the solution.
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CP10

4D-Var Data Assimilation using Exponential Inte-
grators

We consider four-dimensional variational (4D-Var) data as-
similation problems for evolutionary differential equations.
For the time discretization, exponential propagation iter-
ative methods of Runge-Kutta type (EPIRK) are used,
which can achieve a high order of accuracy and are well
suited for stiff problems. Based on (noisy) measurements,
given at different points in time, we maximize the poste-
rior using gradient based optimization in combination with
a discrete adjoint approach. We use a W-method, which
allows model independent approximations of the Jacobian
while preserving the accuracy of the scheme. Additionally,

the occurrence of Hessian matrices in the adjoint problem
can be avoided. The discrete adjoint code itself is obtained
using algorithmic differentiation. Two application exam-
ples will be considered for illustration: we will use 4D-Var
to estimate the initial conditions of the Lorenz-96 model
and discuss a computational magnetics problem, where the
unknown parameters characterize the nonlinearity of the
magnetic material.
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CP10

Bayesian Inversion for High Dimensional Systems
using Data Assimilation

A poor estimation of model parameters is one of the main
sources of uncertainty in any physical system. Over the
years, different data assimilation methods have been imple-
mented to acquire improved estimations of model parame-
ters. They correct the uncertain parameters by assimilat-
ing the observed data based on the likelihood function of
Bayesian framework in such a way that the mathematical
model approximates the true state as closely and consis-
tently as possible. However, most of these methods are
either developed on the assumption of Gaussian pdfs or
have the limitation of high computational expenses. Thus
there is a high demand of new more efficient methods. In
this research work, we propose a generic sequential Monte
Carlo (SMC) approach as a combination of ensemble trans-
form particle filter and tempering. Ensemble transform
particle filter is a data assimilation technique developed
on the backbone of Bayesian approach with the frame-
work of linear transport problem. While tempering en-
sures a smoother transition from the prior distribution to
posterior distribution. We implement a twin experiment
based on Darcy flow model to examine the performance of
this new approach with other SMC methods. The numeri-
cal experiments demonstrate that in physical systems with
non-Gaussian distributions the proposed method is more
efficient in accurately capturing the multi-modal posterior
distribution.
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CP10

Inverse Problem for Random-parameter Dynami-
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cal Systems

The problem of estimation of parameters of a dynamical
system from discrete data can be formulated as the prob-
lem of inverting the map from the parameters of the sys-
tem to points along a corresponding trajectory. Presented
will be an overview of recent results in this area, specifi-
cally, (i) conditions for identifiability of linear and linear-
in-parameter systems from a single trajectory, (ii) analyt-
ical and numerical estimates of the maximal permissible
uncertainty in the data for which the qualitative features
of the inverse problem solution for linear systems (such as
existence, uniqueness, or attractor properties) persist, and
(iii) techniques for identification of deterministic processes
with uncertain parameters from distribution of data.
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CP11

Self-Exciting Point Processes and Uncertainty
Quantification in Recording and Forecasting Long
Duration Episodic Phenomena Like Volcanic
Events

Several sources of uncertainty affect our knowledge of the
past eruptive record in every volcanic system. Unknown
sub-sequences of past eruptions with ill-constrained dat-
ing are common, and sometimes the under-recording issues
may be substantial. Clustering phenomena are often ob-
served in the data, violating any simplifying assumption
of memorylessness. Moreover, the necessity of gathering a
sufficiently large dataset of past events often implies going
far into the past, and hence dealing with the progressive
evolution of the volcanic system. Frequency, size, chem-
istry and location of activity can greatly change in the long
term. We present the modeling choices that we made in
case studies of Campi Flegrei caldera (Italy), and Long Val-
ley volcanic region (CA, USA) to deal with these problems.
We use a Cox process to enable uncertainty quantification
in the outputs. We test alternative self-exciting and non-
stationary assumptions to compensate for system evolu-
tion, without discarding the older, but still useful informa-
tion. In particular: (i) forward simulation of the processes
allows for their self-development, and can flexibly adapt
to the observed history without needing an arbitrary pre-
scription of trends or additional long-lasting information
structures; (ii) the processes fit well to the most recently
observed data, but they also use the entire past history to
calibrate their evolving features.
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CP11

Bayesian Inference on Uncertain Kinetic Parame-
ters for the Pyrolysis of Composite Ablators

The heat shield of high speed reentry spacecraft is often
made up of porous ablative thermal protection materials
(TPMs) that can accommodate high heating rates and heat
loads through phase change and mass loss. When the tem-
perature increases, those materials absorb heat and start to
pyrolyze, releasing gases that interact with the surround-
ing flow. Modeling the species production and the material
decomposition rate is important for their use in numeri-
cal simulations for the robust determination of heat shield
thickness. To this end, pyrolysis experiments have been
performed on TPMs in order to determine the kinetic pa-
rameters of chemical laws that govern mass loss and species
production rates [Wong et al., Polym. Degrad. Stabil.,
112:122131, 2015]. Samples are heated in a furnace and
the mass loss is measured while the species produced are
collected. In this talk, we introduce the context of physico-
chemical modeling of ablation, the experiments, and the
sources of uncertainty. We present the model used to link
the kinetic parameters to the experimental observations by
means of Arrhenius laws. We then state the formulation
of the inverse problem in a Bayesian framework and we
discuss the elaboration of an appropriate likelihood func-
tion. We finally present results of the inversion procedure,
with particular attention to the influence of the number of
species taken into account in the model.
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CP11

Bayesian Updating for Uncertain Condition State
using Monitoring and Sequential Inspections

Structural Health Monitoring using permanent sensors has
been a fast growing management tool during the last
decade. This is mostly due to technological advances in



18 UQ18 Abstracts

This progress resulted in decreasing cost and improving
efficiency. However, till this date, the installation of sen-
sors on every measurable feature of the structure stills pro-
hibitory costly. As such one must rely on the measures of
a few judiciously placed sensors to predict the condition
states of the structure elements. The low number of sensors
induces various types of uncertainties related to measure-
ment techniques and structural behavior. In this paper,
the uncertain condition states of the structural members
are considered in the integrity assessment. An approach is
proposed for a Bayesian updating of the condition states,
based on the output of the monitoring sensors. The pos-
terior probability distribution describing the magnitude of
the defect for each element is further updated by inspect-
ing a few elements in an optimal sequence such that the
posterior probability distribution for the remaining not in-
spected elements reaches an optimal threshold of likelihood
about their condition states. A numerical application of
the proposed methodology is presented. A sensitivity anal-
ysis is performed for the optimal cost with respect to var-
ious parameters such as sensor configuration, inspection
result uncertainty, etc., in order to highlight the potential
benefits of the proposed approach.
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CP11

A Bayesian Coarse-graining Approach to the Solu-
tion of Stochastic Partial Differential Equations

Well-established methods for the solution of stochastic par-
tial differential equations (SPDEs) such as stochastic col-
location methods or polynomial chaos expansions typically
struggle with high dimensionality of the stochastic space.
Moreover, finite element approximations to the forward
model require discretizations small enough to resolve the
variability of the underlying random fields, leading to a
large and expensive set of algebraic equations. We intro-
duce a data-driven, physically-inspired probabilistic surro-
gate modeling approach which combines Bayesian coarse-
graining of the involved random fields with multi-fidelity
techniques that allow accurate reconstruction of the fine
scale response given the repeated, but much cheaper eval-
uation of the PDE on a coarser discretization. By automat-
ically detecting and retaining only features of the stochas-
tic process which are most predictive to trace back the
fine scale solution, we are able to work in the regime of
high dimensional uncertainties (thousands) but only few
forward model runs (tens). The model achieves sublinear
complexity and is fully probabilistic, i.e. we obtain pre-
dictive distributions that accurately quantify both model
and limited data uncertainties. The proposed approach is

validated with different problems in random media.
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CP11

Bayesian Model Averaging Kriging

Metamodels are widely used to approximate the response
of computationally-intensive engineering simulations for a
variety of applications. They are formulated based on an
observation of the original numerical model. Among the
variety of metamodeling techniques, Kriging has gained
significant popularity. Kriging models the underlying in-
put/output function by combining two parts: a regres-
sion model that expresses the global mean behavior, and
a zero-mean stationary Gaussian Process (GP) that cap-
tures localized deviations from the global one. Conven-
tional Kriging approaches construct the regression model
with a single set of basis functions. Selection between dif-
ferent candidate sets of basis functions is typically deter-
ministically performed, choosing a single model based on
some optimality criterion. In this contribution, a Bayesian
model class averaging formulation is adopted to consider
different sets of basis functions in establishing the Kriging
predictions. Each of these models is weighted by its re-
spective posterior model probability when aggregating the
final predictions. To enable the computationally efficient
application, a data-driven and tractable prior distribution
is proposed, and multiple strategies in the inference and
prediction stage are presented. Numerical examples show
that the proposed Kriging implementation is capable of
constructing a more accurate metamodel than other alter-
natives with comparable computational cost.
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CP11

Climate Model Discrepancy: Thinking Outside of
the UQ Toolbox

The Uncertainty Quantification community has widely ac-
cepted the need to quantify and include model discrepancy
when estimating the parameters of complex physical mod-
els. Due to well-known identifiability problems with tradi-
tional Bayesian approaches, structured prior knowledge is
required for model discrepancy in order to reach appropri-
ate parameter estimates. Climate models represent a spe-
cial challenge for existing UQ methods. Climate model cal-
ibration (what the community calls tuning), if done the tra-
ditional Kennedy-OHagan way, would require structured
prior specification for discrepancy over many of the mas-
sive spatio-temporal fields that make up the terabytes of
output produced by climate models and satellite/station
observations. We will argue that the way these models are
constructed makes the specification of well informed struc-
tured discrepancy judgements over these fields infeasible.
We present a delayed-Bayesian approach to parameter in-
ference that involves first verifying the models capability to
simulate emergent climate processes, then using the results
of this analysis for structured prior discrepancy modeling
and a formal calibration to complete tuning. These ideas
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will be presented in the form of a case study working with
the Canadian climate model CanAGCM4.
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CP12

Nonparametric Functional Calibration of Com-
puter Models

Standard methods in computer model calibration treat the
calibration parameters as constant throughout the domain
of control inputs. In many applications, systematic vari-
ation may cause the best values for the calibration pa-
rameters to change between different settings. When not
accounted for in the code, this variation can make the
computer model inadequate. We propose a framework for
modeling the calibration parameters as functions of the
control inputs to account for a computer model’s incom-
plete system representation in this regard while simulta-
neously allowing for possible constraints imposed by prior
expert opinion. We demonstrate how inappropriate mod-
eling assumptions can mislead a researcher into thinking
a calibrated model is in need of an empirical discrepancy
term when it is only needed to allow for functional de-
pendence of the calibration parameters on the inputs. We
apply our approach to plastic deformation of a visco-plastic
self-consistent material in which the critical resolved shear
stress is known to vary with temperature.
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CP12

The Interacting Particle System Method Adapted
to Piecewise Deterministic Processes

The reliability assessment of complex power generation sys-
tems generally relies on simulation methods. When the
system failure is a rare event, the MC methods are compu-
tationally intensive and we need to use a variance reduction
method to accelerate the reliability assessment of such sys-
tem. Among variance reduction methods, one may think
of particles filters methods such as the interacting parti-
cle system method (IPS). This method is well suited to
industrial applications, because it does not require much
knowledge about the system.
Such power generation systems often follow deterministic
dynamics which can be altered by isolated components’
failures, components’ repairs, or automatic control mech-
anisms. In order to model these dynamic hybrid systems,
we use piecewise deterministic Markovian processes. When
simulated on a short period of time, such processes tend to
often generate the same deterministic trajectory, thus lim-
iting the efficiency of the IPS method for which it is prefer-
able to generate many different trajectories on short inter-
vals of time. To reduce this phenomenon, we propose an
adaptation of the IPS method based on the memorization
method: conditioning the generated trajectories to avoid
the most probable ones while computing exactly the influ-
ence of the most probable trajectories. Our adaptation of
the SMC method yields an strongly consistent estimator of
the reliability, which has the advantage of having a smaller

asymptotic variance.
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CP12

Approximate Optimal Designs for Multivariate
Polynomial Regression

We introduce a new approach aiming at computing approx-
imate optimal designs for multivariate polynomial regres-
sions on compact (semi-algebraic) design spaces. We use
the moment-sum- of-squares hierarchy of semidefinite pro-
gramming problems to solve numerically the approximate
optimal design problem. The geometry of the design is re-
covered via semidefinite programming duality theory. This
work shows that the hierarchy converges to the approxi-
mate optimal design as the order of the hierarchy increases.
Furthermore, we provide a dual certificate ensuring finite
convergence of the hierarchy and showing that the approx-
imate optimal design can be computed with our method.
As a byproduct, we revisit the equivalence theorem of the
experimental design theory: it is linked to the Christoffel
polynomial and it characterizes finite convergence of the
moment-sum-of-square hierarchies.
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yohann.decastro@math.u-psud.fr

Didier Henrion
LAAS-CNRS, University of Toulouse, France
henrion@laas.fr

Roxana Hess
LAAS CNRS Toulouse
rhess@laas.fr

Jean-Bernard Lasserre
LAAS-CNRS
lasserre@laas.fr

CP12

Probabilistic Models and Sampling on Manifolds

We present a new approach for sampling probability mod-
els supported on a manifold. The manifold is character-
ized through its manifold diffusion subspace, the probabil-
ity model is constructed using kernel density estimation
and sampling is carried out using a Ito equation projected
on the manifold. The procedure serves a number of ob-
jectives that are ubiquitous in uncertainty quantification.
First, by acknowledging an intrinsic structure discovered
from numerically generated simulations, their scatter as-
sociated with parametric variations is considerably smaller
than viewed in an ambient space. Fewer may thus be re-
quired to achieve similar statistical precision. This capa-
bility is even more significant for OUU problems where
the stochastic simulator is integrated into an optimization
loop. We demonstrate this capability on high-dimensional
UQ problems with very expensive forward simulators. Sec-
ond, the projected Ito provides an accurate probabilistic
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surrogate for large high-dimensional datasets.
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CP12

Experiment Design in Non-linear Regression with
Additional Random Parameters

It is supposed that sequentially in time a variable is mea-
sured with random errors. This variable depends on several
explanatory variables as well as on a position of a sensor
and the relationship is non-linear. Moreover, the regres-
sion function contains some additional parameters that are
random but their distribution is known. The goal of sta-
tistical inference is to find an optimal position of a sensor
for estimating parameters of interest. As we may look at
the same problem from different perspectives, the optimal
designs may differ substantially.
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CP12

Quantifying Uncertainties with Distribution Ele-
ment Trees

The estimation of probability densities based on data is
important in many applications such as for example in
the development of Bayes classifiers in supervised learn-
ing. In this work, we present a new type of density es-
timator [D.W. Meyer, Statistics and Computing, 2017,
doi:10.1007/s11222-017-9751-9] that is highly adaptive and
based on distribution element trees (DET). The DET esti-
mator is particularly advantageous when dealing with large
samples and/or samples of high dimensionality. In a range
of applications we demonstrate the high accuracy and supe-
rior performance in comparison to existing state-of-the-art
density estimators such as adaptive kernel density estima-
tion or Polya and density tree methods. Finally, we point
out the possibility of using DETs as an elegant means for
conditional random number generation or smooth boot-
strapping.
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CP13

Statistical Learning in Tree-based Tensor Format

Tensor methods are widely used tools for the approxima-
tion of high dimensional functions. Such problems are
encountered in uncertainty quantification and statistical
learning. The high dimensionality imposes to use spe-
cific techniques, such as rank-structured approximations.
In this lecture, we present a statistical learning algorithm
for the approximation in tree-based tensor format which
are tensor networks whose graphs are dimension partition

trees. This tensor format includes the Tucker format, the
Tensor-Train format, as well as the more general Hierarchi-
cal tensor formats. It can be interpreted as a deep neural
networks with a particular architecture. The proposed al-
gorithm uses random evaluations of the function to provide
a tree-based tensor approximation, with adaptation of the
underlying approximation spaces, of the tree-based rank
and of the dimension partition tree, based on statistical
estimates of the approximation error. The method is illus-
trated on different examples.
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CP13

Low-rank Dynamic Mode Decomposition: Optimal
Solution in Polynomial-time

This work studies linear low-rank approximations of high-
dimensional dynamical systems using dynamic mode de-
composition (DMD). Searching a low-rank approximation
can be formalised as attempting to solve a non-convex op-
timisation problem. However, state-of-the-art algorithms
only provide sub-optimal solutions to this problem. This
work shows that there exists a closed-form optimal solu-
tion, which can be computed in polynomial-time, and gives
a characterisation of the �2-norm of the approximation er-
ror. The theoretical results serve to design low-complexity
algorithms building low-rank approximations by SVD of
the optimal solution or low-rank DMD. The algorithms
performance is analysed by numerical simulations using
synthetic and physical data benchmarks.
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CP13

Contrast Enhancement in Electrical Impedance
Tomography using the Approximation Error Ap-
proach

We consider electrical impedance tomography (EIT) imag-
ing of the brain. The brain is surrounded by the poorly
conducting skull, which causes a partial shielding effect
leading to weak sensitivity for the imaging of the brain tis-
sue. We propose a statistical learning based approach to
enhance the contrast in brain imaging. With this approach,
the conductivity of the target is modelled as a combination
of two unknowns, spatially distributed background and the
shielding (skull) layer. The model discrepancy between the
forward model with and without the unknown shielding
layer is treated as a modelling error noise in the observation
model, and then the uncertainty related to the modelling
error noise is handled by using the Bayesian approxima-
tion error approach. With this approach, the image re-
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construction consist of recovering the spatially distributed
background conductivity and a low rank approximation of
the modelling error, which is then used for estimating an
approximation for the unknown shielding layer. The ap-
proach is evaluated with simulations and phantom data.
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CP13

A Weighted Reduced Basis Method for Parabolic
PDEs with Random Data

We consider the reduced basis method applied to a
parametrized, linear parabolic PDE with random input.
Statistics of outputs of interest are estimated with the
Monte Carlo (MC) method. In order to speed up the com-
putation, the reduced basis method approximates the so-
lution manifold on a low-dimensional subspace, which is
constructed by the POD-greedy procedure using rigorous
error estimators.
The focus of this study is to improve the reduced space
construction regarding the expected solution and expected
output error using the idea of a weighted POD-greedy
method. As a reference, a weighted POD is used. It builds
up an optimal reduced space that minimizes the energy
norm of the error in a mean square sense. A comparison
between the non-weighted and weighted approach is drawn.
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CP13

Active-subspace Analysis of Up-crossing Probabil-
ity for Shallow-water Model

A major challenge in marine engineering simulations is to
quantify the interdependence of the uncertainties in the
input and output model parameters. We consider this
interdependence for stochastic ocean waves in a shallow-

water wave propagation model, with uncertainties in the
kinematic boundary condition (BC). The BC involves 302
random variables that, together with a JONSWAP wave
spectrum, define the nonlinear wave surface elevation. We
discretize the wave propagation model using generalized
Polynomial Chaos (gPC) and a Sparse-Grid non-intrusive
Stochastic Collocation Method. Initially, the number of
sparse grid points is infeasibly high, and it is therefore re-
duced using an active-subspace analysis (ASA) [Paul G.
Constantine, Active Subspaces Emerging Ideas for Dimen-
sion Reduction in Parameter Studies, Society for Indus-
trial and Applied Mathematics, 2015], where important
general directions in the parameter space are identified.
We then compute the four first statistical moments of the
wave surface elevation, and use them in a moment-based
Gauss transformation to analyze the up-crossing probabil-
ity for the shallow-water model. We demonstrate the ad-
vantages and the effectiveness of the ASA-gPC approach
against classical Monte Carlo implementations.
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CP14

Universal Prediction Distribution

The use of surrogate models instead of computationally ex-
pensive simulation codes is very convenient in engineering.
Roughly speaking, there are two kinds of surrogate mod-
els: the deterministic and the probabilistic ones. These last
are generally based on Gaussian assumptions. The main
advantage of probabilistic approach is that it provides a
measure of uncertainty associated with the surrogate model
in the whole space. This uncertainty is an efficient tool to
construct strategies for various problems such as prediction
enhancement, optimization or inversion. Away from the
Gaussian case, many surrogate models are also available
and useful. Nevertheless, they are not all naturally embed-
dable in some stochastic frame. Hence, they do not provide
naturally any prediction error distribution. We propose a
universal method to define a measure of uncertainty suit-
able for any surrogate model: deterministic, probabilistic
and ensembles. It relies on Cross-Validation sub-models
predictions. This empirical distribution may be computed
in much more general frames than the Gaussian one. It al-
lows the definition of many sampling criteria. We give and
study adaptive sampling techniques for global refinement,
inversion and an extension of the so-called Efficient Global
Optimization algorithm applicable for all types of surro-
gate models. The performances of these new algorithms
are studied both on toys models and on an engineering
design problem.
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CP14

Emulating Dynamic Non-linear Simulators using
Gaussian Processes

In this paper, we examine the emulation of non-linear de-
terministic computer models where the output is a time
series, possibly multivariate. Such computer models sim-
ulate the evolution of some real-world phenomena over
time, for example models of the climate or the function-
ing of the human brain. The models we are interested in
are highly non-linear and exhibit tipping points, bifurca-
tions and chaotic behaviour. Each simulation run is too
time-consuming to perform nave uncertainty quantifica-
tion. We therefore build emulators using Gaussian pro-
cesses to model the output of the code. We use the Gaus-
sian process to predict one-step ahead in an iterative way
over the whole time series. We consider a number of ways
to propagate uncertainty through the time series including
both the uncertainty of inputs to the emulators at time
t and the correlation between them. The methodology
is illustrated with a number of examples. These include
the highly non-linear dynamical systems described by the
Lorenz and Van der Pol equations. In both cases we will
show that we not only have very good predictive perfor-
mance but also have measures of uncertainty that reflect
what is known about predictability in each system.
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CP14

Finite-dimensional Gaussian Approximation with
Linear Inequality Constraints

Gaussian processes (GPs) is one of the most famous non-
parametric Bayesian frameworks for modelling stochastic
processes. Introducing inequality constraints in GP mod-
els can lead to more realistic uncertainty quantifications in
learning a great variety of real-world problems. However,
existing GP frameworks either cannot satisfy constraints
everywhere in the output space, or are restricted to spe-
cific types of inequality conditions. Covariance parameter
estimation is also a challenge when inequalities are consid-
ered. To the best of our knowledge, the finite-dimensional
approach from Maatouk and Bay (2017) is the only Gaus-
sian framework that can satisfy inequality conditions ev-
erywhere (either boundedness, monotonicity or convexity).
However, their proposed framework still presents some lim-
itations to be improved. Our contributions are threefold.
First, we extend their approach to deal with general sets
of linear inequalities. We wrote the posterior distribu-
tion given the interpolation and inequality constraints as a
truncated multivariate Gaussian distribution. Second, we
explore several Markov Chain Monte Carlo techniques to

approximate the posterior. Third, we investigate theoret-
ical properties of the constrained likelihood for covariance
parameter estimation. According to experiments on both
artificial and real data, our full framework together with a
Hamiltonian Monte Carlo-based sampler provides efficient
results on both data fitting and uncertainty quantification.
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CP14

Surrogate Modeling of Two Nested Codes with
Functional Outputs

Gaussian process surrogate models are widely used to em-
ulate computationally costly computer codes. In this work
we are interested in the case of two nested computer codes,
whose outputs are functional. By nested computer codes,
we mean that the functional output of the first code is an
input of the second code. By working on the structure
of the covariance functions, we propose a computationally
efficient surrogate model of the functional output of the
second code as a function of all the inputs of the nested
computer code.
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CP14

Experimental Design for Non-parametric Correc-
tion of Misspecified Dynamical Models

We consider a class of misspecified dynamical models where
the governing term is only approximately known. Under
the assumption that observations of the system’s evolu-
tion are accessible for various initial conditions, our goal
is to infer a non-parametric correction to the misspecified
driving term such as to faithfully represent the system dy-
namics and devise system evolution predictions for unob-
served initial conditions. We model the unknown correc-
tion term as a Gaussian Process and analyze the problem
of efficient experimental design to find an optimal correc-
tion term under constraints such as a limited experimental
budget. We suggest a novel formulation for experimental
design for this Gaussian Process and show that approxi-
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mately optimal (up to a constant factor) designs may be
efficiently derived by utilizing results from the literature
on submodular optimization. Our numerical experiments
exemplify the effectiveness of these techniques.
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CP15

Multi-Index Quasi-Monte Carlo and H-Matrices

We consider a new method to generate normal or log-
normal random fields from [Feischl et al., 2017+] which
builds on fast matrix-vector multiplication via H-matrices.
The method proves to be robust with respect to the covari-
ance length of the random field, and is particularly efficient
for very smooth and very rough random fields. Moreover,
the method applies to a fairly general class of covariance
functions and is not limited to the stationary case. We use
this new method in combination with quasi-Monte Carlo
integration, to solve a Poisson equation with random co-
efficient. Moreover, to exploit the inherent sparsity of the
approximation, and to obtain an efficient algorithm, we use
the Multi-Index quasi-Monte Carlo approach in three coor-
dinate directions: the finite-element approximation error,
the approximation error of the random field, and the inte-
gration error of the quasi-Monte Carlo rule. This allows us
to significantly reduce the computational time
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Stochastic Least-Squares Petrov-Galerkin Method
for Parameterized Linear Systems

We consider the numerical solution of parameterized linear
systems where the system matrix, the solution, and the
right-hand side are parameterized by a set of uncertain in-
put parameters. We explore spectral methods in which the
solutions are approximated in a chosen finite-dimensional
subspace. It has been shown that the stochastic Galerkin
projection technique fails to minimize any measure of the
solution error. As a remedy for this, we propose a novel
stochastic least-squares Petrov–Galerkin (LSPG) method.
The proposed method is optimal in the sense that it pro-
duces the solution that minimizes a weighted �2-norm of
the residual over all solutions in a given finite-dimensional
subspace. Moreover, the method can be adapted to min-
imize the solution error in different weighted �2-norms by
simply applying a weighting function within the least-
squares formulation. In addition, a goal-oriented semi-
norm induced by an output quantity of interest can be
minimized by defining a weighting function as a linear func-
tional of the solution. We establish optimality and error
bounds for the proposed method, and extensive numeri-
cal experiments show that the weighted LSPG methods
outperforms other spectral methods in minimizing corre-
sponding target weighted norms.
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CP15

A Provably Stable Coupling of Numerical Integra-
tion and Stochastic Galerkin Projection

In many real world applications, the uncertainties are not
uniformly distributed throughout the spatial domain. In
these situations a combination of an intrusive and non-
intrusive method can be beneficial and more efficient. In
this work, we consider a coupling between an intrusive and
non-intrusive method. The intrusive approach uses a com-
bination of polynomial chaos and stochastic Galerkin pro-
jection. The non-intrusive method uses numerical integra-
tion by combining quadrature rules and probability density
functions of the prescribed uncertainties. A provably sta-
ble coupling procedure between the two methods will be
presented. The coupling procedure is constructed for a hy-
perbolic system of equations. The theoretical results are
verified by numerical experiments.
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CP15

Utilizing Multisymmetry Properties in Uncer-
tainty Quantification

Many interesting applications in physics that can be mod-
eled by stochastic partial differential equations exhibit
symmetries that can be exploited to reduce computational
effort. The numerical solution of such problems requires
the numerical integration of high-dimensional integrals, for
example in stochastic collocation methods or Bayesian es-
timation.
Since the curse of dimensionality is encountered frequently
in Uncertainty Quantification and problems turn out to be
computationally highly demanding, we are interested in
reducing the complexity of such problems. This can be
achieved by making use of permutation-invariance proper-
ties in solution approaches, the most important example of
such a property being multisymmetry.
Here we discuss extensions and applications of the ideas
and techniques presented in our previous work on cubature
formulas for multisymmetric functions, setting our focus on
problems such as the solution of stochastic partial differen-
tial equations and introducing new ideas such as basis re-
duction techniques to adapt existing solution approaches to
the idea of capitalizing on multisymmetry properties. We
show with numerical examples that the presented approach
is highly efficient compared to conventional methods that
do not utilize multisymmetry properties.
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CP15

An Adaptive (Quasi-) Monte Carlo Method for
Forward Uncertainty Quantification in Differential
Equations with Random Coefficients

We present an adaptive (quasi-) Monte Carlo method for
the solution of differential equations with random coeffi-
cients. The algorithm adaptively constructs an estimator
for the expected value of some functional of the solution
until an user-specified tolerance is satisfied. The perfor-
mance of the algorithm is studied. The efficiency of Monte
Carlo and quasi-Monte Carlo method is compared.
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CP16

Aeroacoustics of Cavity Flow Analyzed with Mul-
tilevel Monte Carlo and Non-intrusive Polynomial
Chaos Methods

In this presentation, we apply two non-intrusive uncer-
tainty propagation methods to aeroacoustic simulations
with uncertain input, exemplified by noise generation in
cavity flow. The noise generated via Rossiter modes and
turbulent rumble is particularly relevant, for example in
automobile exterior aerodynamics. The underlying deter-
ministic large eddy simulations are carried out using a dis-
continuous Galerkin (DG) method solving the full com-
pressible Navier-Stokes equations, where the aeroacoustic
sources are directly resolved. We first apply the multi-
level Monte Carlo (MLMC) method to this problem set-
ting. The high spatial and temporal order of the employed
DG discretization have several important implications for
the MLMC framework: In turbulent flow, the theoreti-
cal convergence order of the DG method is not reached.
An empirical update at runtime of the estimated stochas-
tic level errors and optimal number of samples on each
level become necessary. Level convergence is not always
obtained, and depends on the chosen quantity of interest.
In a high-order environment, different grid resolutions can
be achieved through both h- and p-refinement. Here, we
use a combined h-p-refinement. We validate the method by
comparing convergence rates and efficiency to results ob-
tained with a non-intrusive polynomial chaos method with
a sparse grid approach. We also identify the most influen-
tial input parameters for cavity flow noise generation.

Jakob Duerrwaechter, Thomas Kuhn
Institute of Aerodynamics and Gas Dynamics
University of Stuttgart

jd@iag.uni-stuttgart.de,
thomas.kuhn@iag.uni-stuttgart.de

Fabian Meyer
Institute of Applied Analysis and Numerical Simulation
University of Stuttgart
fabian.meyer@mathematik.uni-stuttgart.de

Andrea Beck
Institute of Aerodynamics and Gas Dynamics
University of Stuttgart
andrea.beck@iag.uni-stuttgart.de

Christian Rohde
Institute of Applied Analysis and Numerical Simulation
University of Stuttgart
christian.rohde@mathemtaik.uni-stuttgart.de

Claus-Dieter Munz
Institut für Aerodynamik und Gasdynamik (IAG)
munz@iag.uni-stuttgart.de

CP16

Uncertainty Quantification of Rans Turbulence
Models Using Bayesian Deep Learning with Stein
Variational Gradient Descent

The Reynolds-averaged Navier-Stokes (RANS) is one of
the most commonly used CFD methods due to its low
computational cost and ability ?to handle extremely high
Reynolds numbers. ?A parametrized turbulence model is
introduced ??resulting in significant uncertainties ?in the
simulation results. ? In recent years, machine learning
approaches have become essential for considering model
error and ? uncertainty quantification ?in RANS simula-
tions? and to improve turbulence modeling. In this work,
we ?present a? ?Bayesian ?deep learning? approach using
? ?Stein Variational gradient descent ? ?to quantify model
uncertainties in RANS. We train our model using a set of
simple flows with several different geometries with high-
fidelity ?simulations??. We ?demonstrate the predictive
capability of the model as well as its ability to accurately
compute flow statistics using limited training data.
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CP16

Application of Machine Learning Algorithms for
the Classification of Regions of RANS Discrepancy

Reynolds Averaged Navier Stokes models represent the
workhorse for industrial research and design, with a vast
majority of such turbulence simulations utilizing RANS
models. Owing to the assumptions and simplifications uti-
lized during their formulation, RANS models introduce a
significant measure of model form uncertainty in the simu-
lation results. To establish RANS models as reliable tools
in engineering design, there is a need for accurate quantifi-
cation of these discrepancies. Recent work using eigenspace
perturbations has shown significant promise is providing
such uncertainty bounds. However, at present, such meth-
ods have to cater to a worst case scenario and apply the
maximally permissible perturbation, at all points in the
flow. Bereft of a spatial marker function for RANS uncer-
tainty, the eigenspace perturbation methods tend to over-
estimate the predictive discrepancy. We apply, appraise
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and analyze the efficacy of select data driven algorithms to
formulate universal marker functions. In this talk, we com-
pare and contrast the results from Random Forests, Sup-
port Vector Machines and Adaboost decision trees. The
training sets included a database of canonical flow config-
urations. Using these, classifiers were developed for each
different nature of projection, assigning each point in the
computational domain into a specific class. We exhibit
that these classifiers are robust and are able to generalize
to flows significantly different from the training set.
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CP16

Physics-Derived Approaches to Multi-physics
Model Form Uncertainty Quantification: Applica-
tion to Turbulent Combustion Modeling

The major challenge in multi-physics modeling is the sheer
number of models, across multiple physical domains, that
are invoked, each of which involves its own set of as-
sumptions and subsequent model errors. Quantification
of model errors, that is, model form uncertainty quantifi-
cation, is critical in assessing which model dominates the
total uncertainty and should be targeted for improvements.
The fundamental challenge in quantifying model error is in
translating model assumptions, inherently coupled to the
physics, into mathematical statements of uncertainty. In
this work, two methods are presented for deriving model
error estimates directly from the physics, bypassing the
need for training data. The first method, peer models,
uses models with differing assumptions to derive an uncer-
tainty estimate. This peer model approach relies on model
variability as an estimate for model error, which is deter-
mined from what can be reasonably assumed about the
underlying physics to be modeled. The second method, hi-
erarchical models, uses a higher-fidelity model to estimate
the uncertainty in a lower-fidelity model. This hierarchical
approach can be leveraged as the basis for an uncertainty-
adaptive modeling approach that minimizes computational
effort given an acceptable model error threshold. These ap-
proaches to model form uncertainty quantification are ap-
plied within the context of Large Eddy Simulation (LES)
modeling of turbulent combustion.
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Uncertainty Quantification of Rans Initialization in
Modeling Shock-driven Turbulent Mixing

As we know the initial conditions play a role in modeling of
RANS. In this talking we quantify initial-data uncertainties
in simulation of the inverse chersov shock tube. A high
order finite volume multi-component flow simulating model
is coupled with a polynomial chaos to propagate the initial-
data uncertainties to the system quantities of interest. The
results shows that the initial condition is highly influencing

to the mixing process.

Yan-Jin Wang
Institute of Applied Physics and Computational
Mathematics
wang yanjin@iapcm.ac.cn

CP17

On the Accuracy of Free Energy Defect Computa-
tions in Atomistic Systems

The macroscopic behavior of a crystalline material is
strongly dependent on the type and distribution of defects
present. This talk describes the analysis of the free energy
of defect formation for the model problem of a constrained
1D system, and its convergence properties in the thermo-
dynamic limit.

Matthew Dobson
University of Massachusetts Amherst
dobson@math.umass.edu

Hong Duong, Christoph Ortner
University of Warwick
m.h.duong@warwick.ac.uk, c.ortner@warwick.ac.uk

CP17

Addressing Global Sensitivity in Chemical Kinetic
Models using Adaptive Sparse Grids

Chemical kinetic models often carry very large parameter
uncertainties and show a strongly non-linear response with
rapid changes over relatively small parameter ranges. In
addition, the dimensionality of the parameter space can
grow to a large number, without a priori known structure
between the dimensions. Using a real life model for the
water splitting on a Cobalt oxide catalyst as a prototypical
example, we demonstrate an adaptive sparse grid strategy
(ASG) for the global sensitivity analysis of such models
based on the Analysis Of Variances. The ASG utilizes
local adaptivity, to address the rapid changes, as well as
dimension adaptivity, to exploit the typical intrinsic low
dimensional parameter dependence in reaction networks.
We will discuss, how ASG can be extended to a multilevel
strategy, when the model response is not deterministic but
must be obtained from sampling a stochastic model.

Sandra Döpking, Sebastian Matera
Institute f. Mathematics
Freie Universitaet Berlin
doepking@zedat.fu-berlin.de, matera@math.fu-berlin.de

CP17

Providing Structure to Experimental Data: A
Large-Scale Heterogeneous Database for Collabo-
rative Model Validation

Experimental data is often stored in various file formats
and unfortunately, requires highly specialized codes to
parse each individual set of data. The lack of a struc-
tured format makes it challenging to find relevant exper-
imental data across a diverse collection for model valida-
tion and uncertainty quantification (V/UQ). The PrIMe
Data Warehouse (http://primekinetics.org) has open and
flexible data models which provide much-needed struc-
ture to experimental data by using standard XML files.
Every data value is distinctly labeled, making it simple
to search for and make use of data from several sources
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through a single search query. Recent additions of thou-
sands of coal devolatilization and oxidation experiments
highlighted the flexibility of the PrIMe data models, en-
abling researchers to quickly incorporate validation data
from different sources in their V/UQ analysis. We will
present an example utilizing the experimental data from
PrIMe to validate a reduced char oxidation physics model.
A Bound-to-Bound Data Collaboration consistency analy-
sis will be used for validation of the char oxidation model
with data in both air and oxy-coal conditions. Uncertainty
in the kinetic rate parameters between char carbon and O2,
H2O, and CO2 will also be quantified.

James Oreluk, Arun Hegde, Wenyu Li
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CP17

On the Fly Coarse-graining in Molecular Dynamics
Simulations

We present a general framework for enhancing sampling of
highly complex distributions e.g. occurring in peptide sim-
ulations having several local free-energy minima by biasing
the dynamics and learning a probabilistic coarse-grained
(CG) model simultaneously. Its main component repre-
sents a bayesian CG model which is learned on the fly dur-
ing the simulation of the target distribution. We in turn
use insights, gathered from that CG model, to bias the fine-
grained potential in order to enhance the exploration of the
configurational space and overcome high energy barriers.
Next to biasing dynamics, the CG model serves as prob-
abilistic predictor while we quantify the predictive uncer-
tainty arising due to information loss from coarse-graining.
An important component of the presented methodology
builds the coarse-to-fine mapping which implicitly extracts,
without any physical insight, lower dimensional collective
variables, the CG variables. We propose a mixture model
serving as coarse-to-fine mapping while we sequentially add
mixture components and increase the mappings flexibility.
Moreover, the complexity of the employed components is
consecutively increased by adding features based on an in-
formation theoretic metric. We demonstrate the capabili-
ties of the proposed methodology in the context of peptide
simulations.
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Technical University of Munich
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CP18

Bayesian Calibration for Models with Nonlinear In-
equality Parameter Constraints

This work is focused on developing a Bayesian calibra-
tion technique to probabilistically characterize models
whose parameters are governed by nonlinear inequality
constraints. While Bayesian model calibration has be-
come increasingly popular, the state-of-the-art methods
experience limitations for models with constrained param-
eters. The proposed technique builds the joint posterior
distribution of the parameters entirely within the feasible
parameter space defined by the given constraints. This
is accomplished through an enrichment of the Hamilto-
nian Monte Carlo (HMC) sampling technique, part of the
Markov Chain Monte Carlo family of methods, in which
any arbitrary parameter constraints (e.g., linear or nonlin-
ear inequalities) are evaluated during sampling. In HMC,
the system of equations describing Hamiltonian dynamics
simulate the evolution of a Markov chain; the constraint
evaluation is directly embedded into the solution of that
system of equations. Thus, the proposed method offers an
intrinsic enforcement of constraints, in contrast to tradi-
tional means of extrinsic enforcement. The proposed tech-
nique is demonstrated through an application to a con-
stitutive model for hyperelasticity that is calibrated using
experimental data of brain tissue from two distinct stud-
ies. The constitutive model parameters are constrained by
the Drucker stability criterion, which restricts the soften-
ing behavior of hyperelastic models to ensure the physical
meaningfulness of their predictions.

Patrick Brewick, Kirubel Teferra
US Naval Research Laboratory
patrick.brewick@nrl.navy.mil,
kirubel.teferra@nrl.navy.mil

CP18

Inverse Uncertainty Quantification Applied to an
Industrial Model with Measurement Data

The demand on reliable information about complex phys-
ical and computational simulation models is continuously
increasing. In an industrial context the use of uncertainty
quantification (UQ) methods gain more and more relevance
and one integral part consists of evaluating distributions on
parameters for those models. The contribution presents
an electric drive with a test bench hardware which allows
to generate systematic measurements with underlying un-
certainties. The distributions of the parameter uncertain-
ties are in general unknown in advance but can be de-
fined by means of adequate tuning of the test bench. This
knowledge can be used afterwards to validate the approach.
In this context, Bayesian inference is applied to estimate
the parameter distributions based on a detailed simulation
model and the recorded measurement data. The results
are obtained by a Markov Chain Monte Carlo (MCMC)
method in combination with a Polynomial Chaos (PC) sur-
rogate model. Our focus is to extract relevant parts of the
measurement data to compose a likelihood function, which
contains the required information. Labelling the measure-
ment parts is done using a global sensitivity analysis based
on Sobol’ indices gained from the PC coefficients. The ap-
proximated parameter uncertainties are compared to the
real values of the test bench hardware and an outlook of
scalability and applicability for industrial models with fo-
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cus on mechatronic systems is provided.

Philipp Glaser, Kosmas Petridis
Robert Bosch GmbH
Stuttgart, Germany
philipp.glaser@de.bosch.com,
kosmas.petridis@de.bosch.com

Michael Schick
Robert Bosch GmbH
Mechatronic Engineering CR/AEH1
Michael.Schick3@de.bosch.com

Vincent Heuveline
Engineering Mathematics and Computing Lab (EMCL)
University Heidelberg, Germany
vincent.heuveline@uni-heidelberg.de

CP18

Simulation-based Uncertainty Quantification for
Atmospheric Remote Sensing Retrievals

Earth-observing satellites provide substantial volumes of
data with comprehensive spatial and temporal coverage
that inform many environmental processes. The opera-
tional processing of remote sensing data often must be
computationally efficient to make data products available
to the scientific community in a timely fashion. This is
particularly true for an inverse problem that is known as a
remote sensing retrieval, which is the process of producing
estimates of geophysical quantities of interest from satellite
observations of reflected sunlight. There are several classes
of retrieval algorithms, and this work highlights a com-
mon probabilistic framework for quantifying uncertainty
imparted by choices made in the retrieval process. We il-
lustrate tools for investigating retrieval error distributions
from Monte Carlo experiments applied to retrievals of at-
mospheric temperature, water vapor, and trace gas con-
centrations.

Jonathan Hobbs, Amy Braverman, Hai Nguyen
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CP18

Bayesian Calibration of Expensive Computer Mod-
els with Input Dependent Parameters

Computer models, aiming at simulating complex physical
procedures, often involve complex parametrisations whose
optimal parameter values may be different at different
model input values. Traditional model calibration methods
cannot address such cases because they assume that these
optimal values are invariant to the inputs. We present a
fully Bayesian methodology which is able to produce input
dependent optimal values for the calibration parameters, as
well as it characterizes the associated uncertainties via pos-
terior distributions. A particular highlight of the method
is that it can also address problems where the computer
model requires the selection of the sub-model from a set of
competing ones, but the choice of the best sub-model may
change with respect to the input values. Central to the
methodology is the idea of modelling the unknown model
parameter as binary treed process whose index is the model
input, and specifying a hierarchical prior model. Suitable
reversible jump operations are proposed to facilitate the
challenging computations. The performance of the method

is assessed against a benchmark example. We apply our
method to to address a real application, with a large-scale
climate model, where interest lies on the selection of dif-
ferent sub-models at different spatial regions.
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CP18

Spatial Statistical Downscaling for Constructing
High-resolution Nature Runs in Global Observing
System Simulation Experiments

Observing system simulation experiments (OSSEs) have
been widely used as a rigorous and cost-effective way to
guide development of new observing systems, and to eval-
uate the performance of new data assimilation algorithms.
Nature runs (NRs), which are outputs from deterministic
models, play an essential role in building OSSE systems for
global atmospheric processes because they are used both
to create synthetic observations at high spatial resolution,
and to represent the “true’ atmosphere against which the
forecasts are verified. However, most NRs are generated
at resolutions coarser than actual observations. Here, we
propose a principled statistical downscaling framework to
construct high-resolution NRs via conditional simulation
from coarse-resolution numerical model output. We use
nonstationary spatial covariance function models that have
basis function representations. This approach not only ex-
plicitly addresses the change-of-support problem, but also
allows fast computation with large volumes of numerical
model output. We also propose a data-driven algorithm
to select the required basis functions adaptively, in or-
der to increase the flexibility of our nonstationary covari-
ance function models. In this article we demonstrate these
techniques by downscaling a coarse-resolution physical NR
at a native resolution of 1◦ latitude × 1.25◦ longitude of
global surface CO2 concentrations to 655,362 equal-area
hexagons.
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CP18

Mean-based Preconditioning for the Helmholtz
Equation in Random Media

The Helmholtz equation models single-frequency acoustic
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waves and is challenging to solve numerically even in the
abscence of randomness. As a result, the matrices arising
from finite element discretisations of the Helmholtz equa-
tion, especially for high-frequency waves, require precon-
ditioning. However, when solving a forward UQ problem
using a Monte Carlo-type method, using a different pre-
conditioner for each realisation of the random medium is
infeasible. In our mean-based preconditioning strategy, we
calculate a preconditioner based on the mean of the ran-
dom medium, and then use this preconditioner for all the
linear systems arising from the realisations of the random
medium. We present a general class of random media for
which we can prove an a priori bound on the solution of
the Helmholtz equation. For these media we can prove that
our mean-based preconditioning strategy is accurate, and
we present computations confirming this. We also present
computations indicating that our method is accurate for a
wider class of random media than those supported by theo-
retical results. This preconditioning strategy also gives rise
to a technique for increasing the speed of MCMC proce-
dures for the statistical inverse problem, which is of inter-
est in imaging and geophysics. We also discuss new results
about the equivalence of the different possible formulations
of the forward problem, with these underlying the theoret-
ical results above.
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CP19

Design of Experiments-based Geological Uncer-
tainty Quantification of Co2-Assisted Gravity
Drainage (gagd) Process in Heterogeneous Multi-
layer Reservoirs

The Gas-Assisted Gravity Drainage (GAGD) process re-
sults in better sweep efficiency and higher microscopic dis-
placement to enhance the bypassed oil recovery. Unlike
the conventional gas injection, the GAGD process takes
advantage of natural reservoir fluids segregation to provide
gravity stable oil displacement. It consists of placing a hor-
izontal producer near the bottom of the pay zone and in-
jecting gas through vertical wells. The GAGD process was
evaluated considering high-resolution compositional reser-
voir model that includes 3D lithofacies and petrophysi-
cal property distribution. Three quantiles of P10, P50,
and P90 were incorporated in reservoir model along with
Design of Experiments (DoE) to study the heterogeneity
and anisotropy effects on the GAGD process. The param-
eters are horizontal permeability, anisotropy ratio, pore
compressibility, effective reservoir porosity, aquifer size, in
addition to CO2 injection rate, maximum oil production
rate, minimum BHP in horizontal producers, and maxi-
mum BHP in injection wells. Experimental Design has
led to determine the most dominant factors affecting the
GAGD performance. Among all the different property re-
alizations, it was clearly seen that anisotropy ratio has di-
rect impact on the process as the 3D lithofacies modeling
included Sand, Shaly Sand, and Shale that impede the ver-

tical fluids movement; however, the immiscible CO2 injec-
tion indicated the insensitivity of the GAGD process to
reservoir heterogeneities.
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CP19

Uncertainty Quantification of Textile Composites:
A Multi-Scale Approach

Stochastic analysis has been performed in a multi-scale
framework to study the resulting deformation character-
istics and bending stresses of laminated woven composites.
To this end, a novel adaptive sparse locally refined meta-
model based uncertainty quantification (UQ) framework
has been developed for response approximation, consider-
ing stochastic micro-mechanical and geometric properties.
Sensitivity analysis has been carried out to ascertain the
influence of stochastic parameters on the output. In con-
text to the undertaken multi-scale structural application,
a 3-D elasto-plastic constitutive model of graphite-epoxy
plain woven composite has been developed. Analysis has
been performed using both asymptotic and analytical mean
field homogenization techniques. As a practical real-life ap-
plication, a macro-scale finite element model of laminated
woven composite has been developed and analyzed using
properties obtained from micro-scale to predict response
characteristics of a wind turbine rotor blade subjected to
various realistic in-plane and out-of-plane loading. The
significance of the study lies in the fact that stochasticity
in micro-structural attributes have strong influence on the
system performance. Therefore, to ensure robustness and
reliability of large-scale structures, it is crucial to account
such forms of uncertainties and realistic multi-scale mod-
elling techniques.
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CP19

Sensitivity Analysis and Data Assimilation for
Fracture Simulations Model

Fracture propagation plays a key role for a number of ap-
plications of interest to the geophysical community. In this
work we implement a global sensitivity analysis test as well
as data assimilation to the Hybrid Optimization Software
Suite (HOSS), a multi-physics software tool based on the
combined finite-discrete element method, that is used to
describe material deformation and failure. We implement
the Fourier Amplitude Sensitivity Test (FAST) to explore
how each parameter influence the model fracture and to de-
termine the key model parameters that have the most im-
pact on the model. Based on the results from the sensitivity
analysis we implement a Gaussian Mixture Model (GMM)
assimilation method to determine the best parameter val-
ues to match different experimental data. The GMM are
assimilation methods that are able to effectively repre-
sent the probability density function of non-linear mod-
els through a mixture of Gaussian functions. The results
show a good agreement between assimilated model simula-
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tion and experimental data from Split Hopkinson Pressure
Bar (SHPB) experiments.
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CP19

Derivative-based Expression of Sobol’s Total Index

A deep exploration of mathematical complex models is of-
ten made by using model-free methods. Variance-based
sensitivity analysis, Derivative-based sensitivity analysis,
and multivariate sensitivity analysis (MSA) are ones of
them. In one hand, variance-based sensitivity analysis
(VbSA) allows for assessing the effects of inputs on the
model outputs, including the order and the strength of in-
teractions among inputs. On the other hand, Derivative-
based sensitivity measure (DGSM), which is computation-
ally more attractive than VbSA, provides only the global
effect of inputs. It is worth interesting to combine the
advantages of both methods and to come up with a new
approach. So far, the upper and lower bounds of Sobol’
indices have been investigated. The upper bound of the
Sobol total index is a (known) constant times the DGSM
index. Thus, a small value of the upper bound of the Sobol
total index means that the associated input does not act in
the model. However, a big value does not bring much in-
formation, regarding factors classification. In this abstract,
we provide a new mathematical expression of Sobol’s to-
tal index based on model derivatives for any probability
distribution of inputs that is dominated by the Lebesgue
measure. The new expression of the Sobol total index is a
function of model partial derivatives, the density function,
and the the cumulative distribution function of a given in-
put.
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CP20

Uniform Sampling of a Feasible Set of Model Pa-
rameters

Physically based modeling of complex systems usually
leads to a large dimensionality in the parameter space. Un-
certainties are in general inevitable for those parameters.
Quantification of uncertainty is therefore crucial for devel-
oping predictive models. Bound-to-Bound Data Collabo-
ration (B2BDC) is a systematic methodology that com-
bined model and data to evaluate and ultimately reduce
the joint uncertainty of model parameters. The feasible
set is defined as the region in the parameter space that
is consistent with the experimental data. The ability of
generating uniformly distributed samples within the fea-
sible set allows stochastic representation of the region of
interest. Despite the successful development and elegant
format of different sampling methods, their performance
in large-scale realistic situations becomes computationally
limited. Here, we present an acceptance-rejection sampling
approach aided by approximation strategy and dimension
reduction. The method offers uniformly distributed sam-
ples in low-dimensional applications and good approxi-
mations in high-dimensional cases, with a tractable com-
putational expense. Quantitative analysis demonstrates
efficiency-accuracy trade-off of the approach. The method
is also compared to the Adaptive Metropolis (AM) sam-

pling method and showed better computational perfor-
mance in several test cases.
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CP20

Distribution Surrogates for Efficient UQ in Multi-
physics Problems

Multi-physics analysis under uncertainty can be compu-
tationally expensive since it involves a nested double-loop
analysis, where the multidisciplinary analysis is carried out
in the innermost loop, and uncertainty analysis in the outer
loop. In some applications (e.g., automotive or aerospace
vehicle design), there is also a third optimization loop. To
alleviate the high computational expense, this talk presents
a novel distribution surrogate-based approach, which helps
collapse the traditional nested simulation process by en-
forcing the multi-physics compatibility condition simulta-
neously within the uncertainty analysis. A distribution
surrogate directly provides the probability distribution of
the output as opposed to a deterministic surrogate, which
provides a point value of the output at any given input
and requires multiple runs. Multi-physics analysis under
uncertainty involves both forward prediction and inference
since system output computation at any input requires the
satisfaction of multidisciplinary compatibility. Several dis-
tribution surrogates, with and without analytical inference,
such as multivariate Gaussian, Gaussian copula, Gaussian
mixture and Bayesian network are discussed, and their per-
formance, in terms of modeling effort and prediction accu-
racy, are compared against Monte Carlo results of fully
coupled multi-physics simulations.
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CP20

Looking the Wrong Way: Beyond Principal Com-
ponents in Computer Model Calibration

When faced with large spatio-temporal computer model
output, calibration is commonly performed by projecting
the data onto a principal component (PC) basis derived
from the ensemble, before emulators are constructed for
the coefficients on this basis (Higdon et al 2008). This has
become the standard approach in UQ for high-dimensional
output (e.g. climate models). However, this is flawed when
the ensemble, and hence the PC basis, does not contain the
key patterns from the observed data we are attempting to
calibrate the model to. We show that in this case, we guar-
antee the conclusion that the computer model cannot accu-
rately represent the observations up to model discrepancy
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(what we term the ‘terminal case’), regardless of whether
this is true. This problem has been evident in every climate
field we have encountered, highlighting the prevalence and
importance of this problem. We present a methodology for
optimal projection-based computer model calibration for
high-dimensional model output that overcomes this flaw
in existing approaches. Our method consists of a simple
test allowing us to identify whether we are in the terminal
case, and provides an efficient algorithm for overcoming
this problem via an optimal rotation of the PC basis. This
allows important directions or patterns in the output space
(i.e. those more similar to the observations) to be incorpo-
rated into the basis, enabling input parameters leading to
the observations to be identified, should they exist.
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CP20

Fourier Decomposition Methods for Efficient Gen-
eration of Random Fields

Fourier methods for the representation of random fields
and sample generation enjoy widespread use for their sim-
plicity and efficient implementation when FFT methods are
employed (e.g. in the form of circulant embeddings). How-
ever, their use is mostly restricted to rectangular domains
and sampling-based methods (e.g. MC, QMC). For spec-
tral methods on non-rectangular domains only little has
been done so far. In this talk, we want to take a deeper
look into the application of Fourier methods for spectral
stochastic methods on arbitrary domains. Furthermore, it
will be shown how to use the Fourier decomposition of the
covariance kernel in order to accelerate the computation of
the Karhunen-Love expansion (KLE).
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CP20

On the Quantification and Propagation of Impre-
cise Probabilities in High Dimensions with Depen-
dencies

As a generalized probability theory, imprecise probability
allows for partial probability specifications and is appli-
cable when data is so limited that a unique probability
distribution cannot be identified. The primary research
challenges in imprecise probabilities relate to quantification
of epistemic uncertainty and improving the efficiency of
uncertainty propagation with imprecise probabilities par-
ticularly for complex systems in high dimensions, at the
same time considering dependence among random vari-
ables. The classical approach to address variable depen-
dence from limited information is to assume that the ran-
dom variables are coupled by a Gaussian dependence struc-
ture and rely on a transformation into independent vari-
ables. This assumption is often subjective, inaccurate, and
not justified by the data. Recently, a new UQ methodol-
ogy has been developed by the authors for quantifying and
efficiently propagating imprecise probabilities with inde-
pendent uncertainties created by a lack of statistical data.
In this work, we generalize this new UQ methodology to
overcome the limitations of the independence assumption
by modeling the dependence structure of high dimensional
random variables using imprecise vine copulas. The gen-

eralized approach achieves particularly precise estimates
for UQ and efficient uncertainty propagation of imprecise
probabilities in high dimensions with dependencies.
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MS1

Episodic, Non-linear and Non-Gaussian: Uncer-
tainty Quantification for Cloud, Precipitation, Fire
and Ice

The uncertainty distributions of forecasts of episodic vari-
ables such as clouds, precipitation, fire and ice often fea-
ture a finite probability of non-existence and/or skewness.
Furthermore, many of these variables feature strongly non-
linear dynamics. For such variables, existing data assim-
ilation techniques such as 4DVAR, the Ensemble Kalman
Filter (EnKF) and the Particle Filter (PF) fail when a
finite amount of the variable is observed but the prior fore-
cast uncertainty distribution assigns a probability density
of zero to this observation. Here we extend the previously
developed Gamma, Inverse-Gamma and Gaussian (GIGG)
variation on the EnKF to accommodate finite probabili-
ties of non-existence. The resulting GIGG-Delta filter has
the remarkable property that when rain (for example) is
observed, the GIGG-Delta filter always produces a pos-
terior ensemble of raining ensemble members even if not
one of the prior forecast ensemble members contain rain.
In addition, the GIGG-Delta filter accurately solves Bayes
theorem when the prior and observational uncertainties are
given by gamma and inverse-gamma pdfs, respectively. To
account for non-linearity, a new iterative balancing proce-
dure is proposed that improves the ability of the EnKF to
produce balanced posterior states. The approach is tested,
illustrated and compared with existing techniques using a
hierarchy of idealized models.
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Reducing Precision in Ensemble Data Assimilation
to Improve Forecast Skill

We present a new approach for improving the efficiency
of data assimilation, by trading numerical precision for
computational speed. Future supercomputers will allow a
greater choice of precision, so that models can use a level of
precision that is commensurate with the model uncertainty.
Data assimilation is inherently uncertain due to the use
of relatively long assimilation windows, noisy observations
and imperfect models. Thus, the larger rounding errors in-
curred from reducing precision may be within the tolerance
of the system. Lower precision arithmetic is cheaper, and
so by reducing precision in ensemble data assimilation, we
can redistribute computational resources towards, for ex-
ample, a larger ensemble size. We will present results on
how lowering numerical precision affects the performance
of an ensemble data assimilation system, consisting of the
SPEEDY intermediate complexity atmospheric model and
the local ensemble transform Kalman filter. We will re-
duce the precision of the system beyond single precision
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(using an emulation tool), and compare the results with
simulations at double precision. The lowest level of pre-
cision is related to the level of uncertainty present: with
greater uncertainty, precision is less important. Addition-
ally, by reinvesting computational resources from lowering
precision into the ensemble size, higher skill analyses and
forecasts can be achieved.
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MS1

Balanced Data Assimilation for Highly-Oscillatory
Mechanical Systems

We apply data assimilation algorithms to highly-oscillatory
Hamiltonian systems with state variables that act on dif-
ferent time scales. There exist certain balance relations be-
tween those variables and if they are nonlinear, the linear
structure of LETFs (linear ensemble transform filters) re-
sults in violations of those relations and therefore spurious
oscillations on the fast time scale are excited. We present
two strategies to deal with that issue. One addresses the
problem by blending between different models during the
time-stepping in the forecast part of the sequential data
assimilation algorithm. The other one minimises a cost
functional including the residual of the balance relation as
a penalty term after the performance of the filtering step.
We test both methods on two different scenarios: a highly
oscillatory Hamiltonian system and a thermally embedded
highly oscillatory Hamiltonian system. The results of the
experiments show that we are able to drastically reduce the
spurious oscillations in all cases.
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MS1

Singular Likelihoods to Prevent Particle Filter Col-
lapse

Particle filters are a method for nonlinear, non-Gaussian
data assimilation and uncertainty quantification. They op-
erate by assigning positive weights to members of an en-
semble of forecasts based on how close the ensemble mem-
bers are to observations. Unfortunately particle filters typi-
cally require an impossibly high number of ensemble mem-
bers to avoid ‘collapse’: a single member having essen-

tially all the weight, and the others having none. This talk
presents a method to reduce the ensemble size required for
particle filters. It measures the ‘distance’ of an ensemble
member to the observations using a metric that de-weights
errors at small scales. This is tantamount to describing
the observation error as a generalized random field. Huge
performance improvements compared to standard imple-
mentations are shown in a simple example.

Gregor Robinson
Univ. of Colorado, Boulder
gregor.robinson@colorado.edu

MS2

Mutual Information-based Experimental Design
for Problems in Nuclear Engineering

In this presentation, we will discuss the use of a mutual
information-based experimental design framework to em-
ploy validated high-fidelity codes to calibrate low-fidelity
codes and guide moving sensor strategies. For the first
problem, one objective is to specify where in the design
space high-fidelity codes should be evaluated to maximize
information pertaining to low-fidelity model parameters. A
theoretical issue, which we will discuss, entails the develop-
ment of algorithms that accommodate the inherent corre-
lation between parameters and responses. We will demon-
strate the performance of these algorithms for thermal-
hydraulics and fuels codes employed when simulating light
water reactor designs. We will additionally discussion how
the mutual information-based framework can be employed
to guide moving sensors to determine the location and in-
tensity of radiation sources in an urban environment.
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MS2

Mutual Information Estimation in High Dimen-
sions

Mutual information is the most common maximization cri-
teria in optimal experimental design as it is a natural mea-
sure of dependence between two random variables. How-
ever, the estimation of mutual information in high dimen-
sions remains a challenge. Initial results are presented in
replacing the estimation of mutual information in high di-
mensions with a distance measure in low dimensions.

Gabriel Terejanu, Xiao Lin
University of South Carolina
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MS2

Optimal Experimental Design for Prediction Using
a Consistent Bayesian Approach

Experimental data is often used to infer valuable infor-
mation about parameters for models of physical systems.
However, the collection of experimental data can be costly
and time consuming. In such situations we can only af-
ford to gather some limited number of experimental data,
however not all experiments provide the same amount of
information about the processes they are helping inform.
Consequently, it is important to design experiments in an
optimal way, i.e., to choose some limited number of ex-
perimental data to maximize the value of each experiment.
Moreover, the optimality of the experiment must be chosen
with respect to the penultimate objective. We present an
efficient approach for optimal experimental design based on
a recently developed consistent Bayesian formulation. We
demonstrate that the optimal design depends on whether
we are primarily interested in inference of parameters or the
prediction of quantities of interest that cannot be observed
directly. Numerical results will be presented to illustrate
both types of optimal experimental design and to highlight
the differences.
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MS2

Solving Integer Programming Problems in Design
of Experiments

We present a numerical method for approximating the so-
lution of convex integer programs stemming from optimal
experimental design. The statistical setup consists of a
Bayesian framework for linear inverse problems for which
the direct relationship is described by a discretized integral
equation. Specifically, we aim to find the optimal sensor
placement from a set of candidate locations where data
are collected with measurement error. The convex objec-
tive function is a measure of the uncertainty, described
here by the posterior covariance matrix, of the discretized
linear inverse problem solution. The resulting convex in-
teger program is relaxed producing a lower bound. An
upper bound is obtained by extending the sum-up round-
ing approach to multiple dimensions. For this extension,
we provide an analysis of its accuracy as a function of the
discretization mesh size. We show asymptotic optimality of
the integer solution defining the upper bound for different
experimental design criteria (A, D, E - optimal), by prov-
ing the convergence to zero of the gap between upper and
lower bounds as the mesh size goes to zero and the number
of candidate locations goes to infinity in a fixed propor-
tion to the total number of mesh points. The technique
is demonstrated on a two-dimensional gravity surveying
problem for both A-optimal and D-optimal sensor place-

ment where our designs yield better procedures compared
to random placements.
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MS3

Randomized Newton and Quasi-Newton Methods
for Large Linear Least Squares Problems

We discuss randomized Newton and randomized quasi-
Newton approaches to efficiently solve large linear least-
squares problems where the very large data sets present a
significant computational burden (e.g., the size may exceed
computer memory or data are collected in real-time). In
our proposed framework, stochasticity is introduced in two
different frameworks as a means to overcome these com-
putational limitations, and probability distributions that
can exploit structure and/or sparsity are considered. Our
results show, in particular, that randomized Newton iter-
ates, in contrast to randomized quasi-Newton iterates, may
not converge to the desired least-squares solution. Numer-
ical examples, including an example from extreme learning
machines, demonstrate the potential applications of these
methods.
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MS3

A Probabilistic Subspace Bound, with Application
to Active Subspaces

We analyze a dimension reduction approach for the iden-
tification of response surfaces. Given a function f that
depends on m parameters, one wants to identify a low-
dimensional “active subspace” along which f is most sen-
sitive to change, and then approximate f by a response
surface over this active subspace. More specifically, let
X ∈ R

m be random vectors corresponding to a probabil-
ity density ρ(x), and let E be the expected value of the
”squared” gradient of f(X). An ”active subspace” is an
eigenspace associated with the strongly dominant eigen-
values E. To reduce the cost, we compute the eigenspace
instead from a Monte Carlo approximation S. We present
bounds on the number of Monte Carlo samples so that,
with high probability, the angle between the eigenspaces
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of E and S is less than a user-specified tolerance. Our
probabilistic approach resembles the low-rank approxima-
tion of kernel matrices from random features, but with
more stringent accuracy measures. Our bounds represent
a substantial improvement over existing work: They are
non-asymptotic; fully explicit; allow tuning of the success
probability; and do not depend on the numberm of param-
eters, but only on the numerical rank (intrinsic dimension)
of E. They also suggest that Monte Carlo sampling can
be efficient in the presence of many parameters, as long as
the underlying function f is sufficiently smooth.
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MS3

Recovery from Random Observations of Non-linear
Low-rank Structures

Abstract not available at time of publication.
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MS3

Maximize the Expected Information Gain in
Bayesian Experimental Design Problems: A Fast
Optimization Algorithm Based on Laplace Approx-
imation and Randomized Eigensolvers

Optimal experimental design (OED) for Bayesian nonlin-
ear inverse problems governed by partial differential equa-
tions (PDEs) is an extremely challenging problem. First,
the parameter to be inferred is often a spatially correlated
field and it leads after discretization to a high dimen-
sional parameter space. Second, the forward model is of-
ten extremely complex and computationally expensive to
solve. A common objective function for OED is the ex-
pected information gain (EIG). Näıve evaluation of EIG is
unfeasible for large-scale problems due to the large num-
ber of samples required in the double-loop Monte Carlo.
To overcome these difficulties, we invoke an approxima-
tion of the EIG based on the Laplace approximation of the
posterior. Each evaluation of the objective function then
requires computing a sample average approximation (over
possible realization of the data) of the information gain
(IG) between the Laplace approximation and the Gaus-
sian prior distribution. An analytical formula for the IG is
available and it involves the log-determinant and trace of
the posterior covariance operator. Randomized eigensolver
algorithms allows us to efficiently estimate such invariants
at a cost that is independent of the dimension of the pa-
rameter space, thus allowing for a scalable evaluation of the
objective function. Variational adjoint methods are then
used to efficiently compute the gradient of the OED objec-
tive function. An application to inverse scattering will be

presented.
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MS4

Approximate Integral Methods for Fast Model Di-
agnostics

Nuisance parameters increase in number with more obser-
vations making them impossible to scale to realistic prob-
lems. One way to make estimation possible for these mod-
els is to marginalize out nuisance parameters thereby re-
ducing the effective dimension of the model. Since accurate
high dimensional numerical integration is unfeasible, the
standard tool for marginalization is to apply the Laplace
Approximation, a second order Taylor expansion enabling
the required high dimensional integral to be approximated
as the kernel of a Gaussian density. While this makes the
estimation of structural parameters feasible it comes with
a heavy assumption which is asymptotically correct. The
problem is that the required asymptotics are unattainable
on the nuisance parameters for which the approximation is
applied. In this talk we present a probabilistic integration
tool as a fast diagnostic assessment of the validity of the
Laplace approximation. Furthermore, we showcase how to
fold the probabilistic integrator into the marginalization
and estimation methodology.

Dave A. Campbell
Simon Fraser University
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MS4

Bayesian Probabilistic Numerical Methods for In-
dustrial Process Monitoring

The use of high-power industrial equipment, such as large-
scale mixing equipment or a hydrocyclone for separation
of particles in liquid suspension, demands careful monitor-
ing to ensure correct operation. The task of monitoring
the liquid suspension can be posed as a time-evolving in-
verse problem and solved with Bayesian statistical meth-
ods. In this paper, we extend Bayesian methods to incor-
porate statistical models for the error that is incurred in
the numerical solution of the physical governing equations.
This enables full uncertainty quantification within a prin-
cipled computation-precision trade-off, in contrast to the
over-confident inferences that are obtained when numeri-
cal error is ignored. The method is cast with a sequential
Monte Carlo framework and an optimised implementation
is provided in Python.

Jon Cockayne
The University of Warwick
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MS4

Convergence Rates of Gaussian ODE Filters

A recently introduced class of probabilistic (uncertainty-
aware) solvers for ordinary differential equations (ODEs)
employs Gaussian (Kalman) filtering to solve initial value
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problems. These methods model the true solution x and
its first q derivatives a priori as a Gauss–Markov process
X, which is then iteratively conditioned on information on
ẋ from evaluations of f . We prove local convergence rates
of order hq+1 for all previously introduced versions of this
Gaussian ODE filter, as well as global convergence rates of
order h1 in the case of q = 1, integrated Brownian motion
prior and maximum a posteriori measurement model, and
provide precision/uncertainty requirements on evaluations
of f for these rates. Thereby, this paper removes multiple
restrictive assumptions for these local convergence rates,
and provides a first global convergence result for Gaussian
ODE filters as well as a first analysis for the explicit incor-
poration of evaluation uncertainty in such models.
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MS4

Bayesian Probabilistic Numerical Methods

Numerical computation — such as numerical solution of a
PDE — can modelled as a statistical inverse problem in its
own right. The popular Bayesian approach to inversion is
considered, wherein a posterior distribution is induced over
the object of interest by conditioning a prior distribution on
the same finite information that would be used in a classical
numerical method, thereby restricting attention to a mean-
ingful subclass of probabilistic numerical methods distinct
from classical average-case analysis and information-based
complexity. The main technical consideration here is that
the data are non-random and thus the standard Bayes’ the-
orem does not hold. General conditions will be presented
under which numerical methods based upon such Bayesian
probabilistic foundations are well-posed, and a sequential
Monte-Carlo method will be shown to provide consistent
estimation of the posterior. The paradigm is extended to
computational “pipelines’, through which a distributional
quantification of numerical error can be propagated. A
sufficient condition is presented for when such propagation
can be endowed with a globally coherent Bayesian inter-
pretation, based on a novel class of probabilistic graphical
models designed to represent a computational work-flow.
The concepts are illustrated through explicit numerical ex-
periments involving both linear and non-linear PDE mod-
els.
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MS5

Speeding Up Sequential Tempered MCMC for Fast
Bayesian Inference and Uncertainty Quantification

Bayesian methods are critical for quantifying the behav-
iors of complex physical systems. In this approach, we
capture our uncertainty about a system’s properties using
a probability distribution and update this understanding
as new information becomes available. We can then also
make probabilistic predictions that incorporate uncertain-
ties to evaluate system performance and make decisions.
While Bayesian methods are critical, they are often compu-
tationally intensive, particularly for posterior uncertainty
quantification, which necessitates the development of new
approaches and algorithms. In this talk, I will discuss my
contributions to a family of population MCMC algorithms,
which I call Sequential Tempered MCMC (ST-MCMC) al-
gorithms. These algorithms combine 1) a notion of temper-
ing, to gradually transform a population of samples from
the prior to the posterior through a series of intermediate
distributions, 2) importance resampling, and 3) MCMC for
the parallel sample chains. Using the sample population
and prior information, we can adapt the proposal distri-
bution to better utilize global information about the pos-
terior as the ST-MCMC algorithm evolves. This enables
faster sampling compared to standard implementations of
ST-MCMC like methods. I will then illustrate the applica-
tion of theses algorithms to problems in Bayesian inference,
model selection, and posterior reliability assessment.
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MS5

Implicit Sampling for Stochastic Differential Equa-
tions

Monte Carlo algorithms that generate weighted samples
from a given probability distribution, often known as im-
portance samplers, are used in applications ranging from
data assimilation to computational statistical mechanics.
One challenge in designing weighted samplers is to ensure
the variance of the weights, and that of the resulting esti-
mator, are well-behaved. Recently, Chorin, Tu, Morzfeld,
and coworkers have introduced a novel class of weighted
samplers called implicit samplers, which possess a number
of nice properties. This talk concerns an asymptotic anal-
ysis of implicit samplers in the small-noise limit. I will
describe a simple higher-order implicit sampling scheme
suggested by the analysis, and explain how it can be ex-
tended to stochastic differential equatons.

Jonathan Goodman
Courant Institute
USA
goodman@cims.nyu.edu

Andrew Leach
University of Arizona
ableach@email.arizona.edu

Kevin K. Lin
Department of Mathematics
University of Arizona
klin@math.arizona.edu



UQ18 Abstracts 35

Matthias Morzfeld
University of Arizona
Department of Mathematics
mmo@math.arizona.edu

MS5

Local Ensemble Kalman Filter with a Small Sample
Size

Ensemble Kalman filter (EnKF) is an important data as-
similation method for high-dimensional geophysical sys-
tems. Efficient implementation of EnKF in practice of-
ten involves the localization technique, which updates each
component using only information within a local radius.
We rigorously analyze the local EnKF (LEnKF) for lin-
ear systems, and show that the filter error can be domi-
nated by the ensemble covariance, as long as 1) the sample
size exceeds the logarithmic of state dimension and a con-
stant that depends only on the local radius; 2) the forecast
covariance matrix admits a stable localized structure. In
particular, this indicates that with small system and obser-
vation noises, the filter error will be accurate in long time
even if the initialization is not.
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MS6

A Variational Approach to Probing Extreme
Events in Turbulent Dynamical Systems

Extreme events are ubiquitous in a wide range of dynamical
systems, including turbulent fluid flows, nonlinear waves,
large-scale networks, and biological systems. We propose
a variational framework for probing conditions that trig-
ger intermittent extreme events in high-dimensional non-
linear dynamical systems. We seek the triggers as the
probabilistically feasible solutions of an appropriately con-
strained optimization problem, where the function to be
maximized is a system observable exhibiting intermittent
extreme bursts. The con- straints are imposed to ensure
the physical admissibility of the optimal solutions, that is,
significant probability for their occurrence under the nat-
ural flow of the dynamical system. We apply the method
to a body-forced in- compressible Navier-Stokes equation,
known as the Kolmogorov flow. We find that the intermit-
tent bursts of the energy dissipation are independent of the
external forcing and are instead caused by the spontaneous
transfer of energy from large scales to the mean flow via
nonlinear triad interactions. The global maximizer of the
cor- responding variational problem identifies the responsi-
ble triad, hence providing a precursor for the occurrence of
extreme dissipation events. Specifically, monitoring the en-
ergy transfers within this triad allows us to develop a data-
driven short-term predictor for the intermittent bursts of
energy dissipation. We assess the performance of this pre-
dictor through direct numerical simulations.
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MS6

Predictability of Extreme-causing Weather Pat-
terns in the Midlatitude Turbulence

Blocking events are rare, large-scale, high-pressure (anticy-
clonic) weather systems that persist for more than five days
and cause extreme events such as heat waves, cold spells,
and extreme precipitation events. The underlying dynam-
ics and the intrinsic predictability of blocking events are
poorly understood and weather models have low predic-
tion skills (compared to zonal flows) for these events. Re-
cent studies have shown that blocking events arise from the
internal dynamics of the tropospheric midlatitude turbu-
lence and that ocean, topography, and other components of
the Earth system play a secondary role. Building on these
findings and recent progress in data-driven reduced-order
modeling, we aim at studying predictability and predic-
tion of blocking events. We employ a hierarchy of climate
models, starting with a two-layer quasi-geostrophic (QG)
model (the minimal physical model for these events) and
an idealized global climate model (GCM). We conduct a
perfect-model analysis in the QG model to determine the
intrinsic predictability of blocking events and compare it
with the predictability of zonal flows. We then apply a
number of data-driven methods, based on Koopman oper-
ator and Fluctuation-Dissipation Theorem, and to the QG
and GCM simulations seek to identify local or global pat-
terns that provide short-term prediction skills for blocking
events.
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MS6

New Statistically Accurate Algorithms for Fokker-
Planck Equations in Large Dimensions and Pre-
dicting Extreme Events

Solving the Fokker-Planck equation for high-dimensional
complex dynamical systems is an important issue. In
this talk, efficient statistically accurate algorithms are de-
veloped for solving both the transient and the equilib-
rium solutions of Fokker-Planck equations associated with
high-dimensional nonlinear turbulent dynamical systems
with conditional Gaussian structures, which contain many
strong non-Gaussian features such as intermittency and
fat-tailed PDFs. The algorithms involve a hybrid strat-
egy that requires only a small number of ensembles L.
Here, a conditional Gaussian mixture in a high-dimensional
subspace via an extremely e?cient parametric method is
combined with a judicious Gaussian kernel density esti-
mation in the remaining low-dimensional subspace. Then
two effective strategies, a judicious block decomposition of
the conditional covariance matrix and statistical symme-
try, are developed and incorporated into these algorithms
to deal with much higher dimensions even with orders in
the millions and thus beat the curse of dimension. The
algorithms are applied to a 1000-dimensional stochastic
coupled FitzHugh-Nagumo model for excitable media. An
accurate recovery of both the transient and equilibrium
non-Gaussian PDFs requires only 1 sample! In addition,
the block decomposition facilitates the algorithms to effi-
ciently capture the non-Gaussian features at different loca-
tions in a 240-dimensional two-layer inhomogeneous Lorenz
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96 model using only 500 samples.
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MS6

Closed-loop Reduced-order Control of Extreme
Events in High-dimensional Systems

Rare events frequently occur in nonlinear and high-
dimensional systems such as turbulent fluid flows and pre-
mixed flames. Due to their extreme nature, they can push
engineering systems out of their operating envelope and re-
duce their lifetime. Here, we develop a control framework
to suppress the occurence of these extreme events. Our ap-
proach is based on the Optimally Time-Dependent (OTD)
modes, that have recently been used to formulate reli-
able indicators for the short-term prediction of rare events
[Phys. Rev. E 94, 032212 (2016)]. First, we infer effec-
tive actuator locations from the spatial shape of the OTD
modes, which align exponentially fast with the transiently
most unstable subspace of the system. We then design
an appropriate control law based on a reduced dynamical
system obtained from the projection of the original sys-
tem onto the OTD modes. We demonstrate the efficiency
of the resulting control setup on relevant fluid dynamical
examples.
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MS7

Sparsity in Low-rank Tensor Decompositions

Abstract not available at time of publication.
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MS7

Induced Distribution Sampling for Sparse Approx-
imations

We present a new sampling scheme for computing sparse
approximations to compressible polynomial chaos expan-
sions. We first approximate the continuous distribution
with a discrete set; this discrete set is constructed by sam-
pling from the induced polynomial distribution. This con-
struction ensures that, with a minimal number of samples
and with high probability, the discrete set is a good emu-
lator for the continuous distribution. This large sample set
is subsequently sparsely subsampled, and function evalua-
tions on this subsampled set are used in computing a sparse
coefficient vector using weighted L1 optimization. The pro-
cedure is general, easily applicable to any tensor-product
measure, and any polynomial index set. We show numer-
ous examples illustrating the effectiveness of this algorithm

in computing sparse approximations.
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MS7

Alternating Direction Method for Enhancing Spar-
sity of the Representation of Uncertainty

Compressive sensing has become a powerful addition to
uncertainty quantification when only limited data is avail-
able. In this talk I will introduce a general framework to
enhance the sparsity of the representation of uncertainty in
the form of generalized polynomial chaos expansion. This
framework uses an alternating direction method to iden-
tify new sets of random variables through iterative rota-
tions such that the new representation of the uncertainty
is sparser. Consequently, it increases both the efficiency
and accuracy of the compressive sensing-based uncertainty
quantification method. Numerical examples will be shown
to demonstrate the effectiveness of this method.
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MS8

Using the Problem Symmetries to Improve Surro-
gates Models

Sometimes phenomena present symmetries, which allow
us to obtain free information. We investigate multiphase
cylindrical detonation in two-dimensions. We impose a tri-
modal perturbation in the particle volume fraction (PVF).
We seek wave numbers that maximize the departure from
axisymmetry at 500 ?s. We divide the domain into sectors
in the azimuthal coordinate and we compute the difference
of PVF in the sector with most particles and PVF in the
sector with least particles. The amplitude for the three
modes is the same and there is no phase shift, so the or-
der of the wave-numbers does not matter. Hence for each
combination of points we have 5 mirror points, i.e. the case
with wave numbers (2,4,3) has mirror points (2,3,4) (3,2,4)
(3,4,2) (4,2,3) (4,3,2). The symmetry helps to improve the
surrogate model. Because our simulations are very expen-
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sive we use multi-fidelity surrogates (MFS) to combine HF
and low fidelity (LF) models to achieve accuracy at reason-
able cost. The LF is obtained with coarser discretization
achieving 85% cost savings. Two MFS were fitted: without
using mirror points (70LF, 19HF) and using them (420LF,
114HF). The accuracy was measured using cross-validation
error (CV), The inclusion of mirror points allowed a 46%
reduction in CV error.

Maŕıa Giselle Fernández-Godino, Raphael Haftka, S.
Balachandar
University of Florida
gisellefernandez@ufl.edu, haftka@ufl.edu, bala1s@ufl.edu

MS8

Multi-fidelity Modeling for Optimizing Battery De-
sign

We develop a new mathematical framework to study the
optimal design of air electrode microstructures for lithium-
oxygen (Li-O2) batteries. The design parameters to char-
acterize an air-electrode microstructure include the poros-
ity, surface-to-volume ratio, and parameters associated
with the pore-size distribution. A surrogate model for dis-
charge capacity is first constructed as a function of these
design parameters. In particular, a Gaussian process re-
gression method, co-kriging, is employed due to its ac-
curacy and efficiency in predicting high-dimensional re-
sponses from a combination of multifidelity data. Specif-
ically, a small sample of data from high-fidelity simu-
lations are combined with a large sample of data ob-
tained from computationally efficient low-fidelity simula-
tions. The high-fidelity simulation is based on a multiscale
modeling approach that couples the microscale (porescale)
and macroscale (device-scale) models, while the low-fidelity
simulation is based on an empirical macroscale model.
The constructed response surface provides quantitative un-
derstanding and prediction about how air electrode mi-
crostructures affect the discharge capacity of Li-O2 batter-
ies. The succeeding sensitivity analysis via Sobol indexes
and optimization via genetic algorithm offer reliable guid-
ance on the optimal design of air electrode microstructures.
The proposed mathematical framework can be generalized
to investigate other new energy storage techniques and ma-
terials.
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MS8

Linking Gaussian Process Regression with Data-
driven Manifold Embeddings for Robust Nonlinear
Information Fusion

In statistical modeling with Gaussian Process Regression,
it has been shown that combining (few) high-fidelity data
with (many) low-fidelity data enhances prediction accu-
racy, compared to prediction based on the few high-fidelity
data only. Such information fusion techniques for multi-
fidelity data commonly require strong cross-correlation be-
tween the high- and low-fidelity models. In real applica-
tions, however, cross-correlation across data at different
fidelities may be obscured due to nonlinearity or multi-

valuedness, resulting in degeneration of established tech-
niques. Here, we present a robust mathematical algorithm
for multiple fidelity information fusion that holds promise
for alleviating the problem of hidden cross-correlations. We
introduce higher-dimensional embeddings of the data, in
which the high- and low-fidelity cross-correlations become
more clear, and can be better exploited. The embedding
theorems guarantee the one-to-oneness between the two
data set embeddings. Then, the high-fidelity model turns
into a function of the low-fidelity model on the appropriate
manifold, which drastically enables established informa-
tion fusion schemes. We describe the proposed framework
and demonstrate its effectiveness through some benchmark
problems, including models with discontinuities. The work
establishes a useful synergy between theoretical concepts
(observability, embedding theorems) and data-driven ap-
plications of machine learning.

Lee Seungjoon
John Hopkins University
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MS8

Deep Neural Networks for Multifidelity Uncer-
tainty Quantification

A common scenario in computational science is the avail-
ability of a suite of simulators solving the same physical
problem, such that the simulators are at varying levels
of cost/fidelity. High fidelity simulators are more accu-
rate but are computationally expensive, whereas low fi-
delity models can be evaluated cheaply while suffering from
reduced accuracy. Additionally, many engineering appli-
cations are characterized by model parameters / bound-
ary conditions / initial conditions etc. which are not
known exactly. The surrogate-based approach to uncer-
tainty quantification requires one to evaluate the forward
model enough times such that one can construct a cheap
(but accurate) approximation to the numerical solver. If
the outputs from the simulators of varying fidelities are
correlated, one can leverage information from low-fidelity
simulators to augment information from a small number
of evaluations of the high-fidelity simulator to construct
an accurate surrogate model. In this work, we demon-
strate a deep neural network (DNN) approach for con-
structing accurate surrogate models for uncertainty quan-
tification by fusing information from multifidelity sources.
DNNs are naturally suited for multifidelity information fu-
sion because of the hierarchical representation of informa-
tion. Our approach is validated on synthetic examples and
demonstrated on real application examples from advanced
manufacturing.

Rohit Tripathi, Ilias Bilionis
Purdue University
rohitk10@purdue.edu, ebilionis@gmail.com

MS9

Robust and Scalable Methods for the Dynamic
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Mode Decomposition

The dynamic mode decomposition (DMD) is a low-rank ap-
proximation of time-series data which can be interpreted as
the best fit linear dynamical system approximation of the
data. Because of this interpretation, the DMD has applica-
tions in reduced order modeling and control. We consider
the DMD from an algorithmic perspective and show that
modern methods from the variable projection literature al-
low the DMD to be computed in a general setting. In
particular, we show that the DMD can be computed in a
manner which is robust to outliers in the data.

Travis Askham
University of Washington
askham@uw.edu

MS9

Nonparametric Estimation for Stochastic Dynami-
cal Systems

Given time series observations of a noisy system, how can
we learn effective equations of motion? We frame this prob-
lem as nonparametric estimation of the drift f and diffusion
Γ terms in systems of stochastic differential equations. We
focus on models of the form dXt = f(Xt)dt+ΓdWt where
Γ is constant and Wt is Brownian motion. Given suffi-
ciently high-frequency time series, we can directly attack
the estimation problem using maximum likelihood tech-
niques. This results in the same least-squares problem for
the drift field f considered by Brunton, Proctor, and Kutz
[PNAS, 2016]. When only low-frequency time series are
available, we use diffusion bridge sampling to augment the
data, leading to an expectation maximization (EM) algo-
rithm. We study the performance of the EM approach as a
function of signal-to-noise ratio, and compare EM against
other techniques.

Harish S. Bhat
University of California, Merced
Applied Mathematics
hbhat@ucmerced.edu

MS9

Identifying Nonlinear Dynamics and Intrinsic Co-
ordinates under Uncertainty

Abstract not available at time of publication.

Steven Brunton
University of Washington
sbrunton@uw.edu

MS9

Sparse Identification of Nonlinear Dynamics for
Model Predictive Control in the Low-data Limit

Abstract not available at time of publication.

Eurika Kaiser
University of Washington
eurika@uw.edu

MS10

UQ with Dependent Variables in Wind Farm Ap-
plications

One of the important aspects of UQ is the choice of input

samples for complex (computationally expensive) simula-
tions. For independent inputs, several well-known methods
such as stochastic collocation exist. In case of dependent
inputs for which only a dataset is available (while the un-
derlying distribution is unknown), it is not clear how to
adapt the existing methods from the independent case. We
propose the use of partitioning and clustering methods to
select the input samples and use an output approximation
which is piecewise constant on the clusters. This leads
to substantial improvement over Monte-Carlo sampling for
strongly dependent datasets. Furthermore, we discuss a
new method to find and quantify dependencies in large
datasets. This method is based on estimating the Renyi
entropy by minimum spanning trees (MSTs), including ap-
proximations to the MST for large datasets. The proposed
method can be useful for sensitivity analysis. In this case,
quantification of the dependencies between inputs and out-
put leads to an ordering of the input variables, where the
strongest dependency indicates that the corresponding in-
put variable is most strongly affecting the output. With
this goal in mind, a testcase is presented which applies
these methods to the estimation of the power output of a
wind turbine, given a dataset of weather conditions.

Anne Eggels
CWI Amsterdam
The Netherlands
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CWI Amsterdam
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MS10

Uncertainty Quantification in Large-scale Multi-
physics Applications using Exascale Approaches

The study of complex physical systems is often based on
computationally intensive high-fidelity simulations. To
build confidence and improve the prediction accuracy of
such simulations, the impact of uncertainties on the quan-
tities of interest must be measured. This, however, requires
a computational budget that is typically a large multiple of
the cost of a single calculation, and thus may become un-
feasible for expensive simulation models featuring a large
number of uncertain inputs and highly non-linear behavior.
In this regard, multi-fidelity methods have become increas-
ingly popular in the last years as acceleration strategies to
reduce the computational cost. These methods are based
on hierarchies of generalized numerical resolutions or model
fidelities, and attempt to leverage the correlation between
high- and low-fidelity models to obtain a more accurate sta-
tistical estimator without requiring a large number of ad-
ditional high-fidelity calculations. Exascale computing re-
sources promise to facilitate the use of these approaches on
larger scale problems by providing 1-10k times augmented
floating-point capacity, but at expenses of requiring more
complex data management as memory is expected to be-
come more heterogeneous and distributed. The objective
of this work, therefore, is to explore the performance of
multi-fidelity strategies in large-scale multiphysics applica-
tions using Exascale-ready computational tools based on
the Legion parallel programming system.

Gianluca Iaccarino, Lluis Jofre
Stanford University
Mechanical Engineering
jops@stanford.edu, jofre@stanford.edu
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MS10

An Efficient Reliability Analysis Tool for the Com-
putation of Low Tail Probabilities and Extreme
Quantiles in Multiple Failure Regions: Application
to Organic Rankine Cycles

Calculation of tail probabilities is of fundamental impor-
tance in several domains, such as for example risk assess-
ment. One major challenge consists in the computation of
low-failure probability and multiple-failure regions, espe-
cially when an unbiased estimation of the error is required.
Methods developed in literature rely mostly on the con-
struction of an adaptive surrogate, tackling some problems
such as the metamodel building criterion and the global
computational cost, at the price of a generally biased esti-
mation of the failure probability. In this study, we propose
a novel algorithm permitting to both building an accurate
metamodel and to provide a statistically consistent error.
In fact, the proposed method provides a very accurate unbi-
ased estimation even for low failure probability or multiple
failure regions. Moreover, another importance sampling
technique is proposed in this work, permitting to drasti-
cally reduce the computational cost when estimating some
reference values, or when a very weak failure-probability
event has to be computed directly from the metamodel.
Several numerical examples are carried out, showing the
very good performances of the proposed method with re-
spect to the state-of-the-art in terms of accuracy and com-
putational cost. The proposed method is finally applied
to the reliability assessment of turbine cascades in Organic
Rankine cycle flows.

Nassim Razaaly
INRIA Bordeaux Sud-Ouest
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MS10

Closure Models for Quantifying Uncertainty in
Multiphase Flow Transport Problems

Multi-phase flow prediction is of crucial importance in
chemical processes, power plant and pipelines. Simulat-
ing multi-phase flow for realistic conditions is difficult,
and simplifications are necessary to make computations
tractable. A prominent example is the cross-sectional av-
eraged one-dimensional two-fluid model (TFM), in which
the effect of the smallest scales is captured via closure re-
lations, like an interfacial friction model. However, the
simplification introduced by averaging introduces a major
issue, namely that the TFM becomes conditionally well-
posed. This conditional well-posedness, and the uncer-
tainties associated with closure relations, is a main open
problem in the two-fluid model community. We take a new
approach in solving the issue of well-posedness and clo-
sure relations in multi-phase flow. First, we perform high-
fidelity (2D/3D) computations with two-phase flow CFD
codes and use these to compute the unclosed quantities

present in the 1D two-fluid model. Second, a neural net-
work is trained that creates a functional relation between
the averaged quantities and the closure terms. The neu-
ral network is built to include physical constraints, such
as conservation law information, and trained under condi-
tions for which the TFM is well-posed. Third, the trained
model is evaluated and tested for conditions under which
the conventional TFM is ill-posed, resulting in new physics-
constrained closure models for multi-phase flow problems.

Benjamin Sanderse

Centrum Wiskunde & Informatica (CWI)
Amsterdam, the Netherlands
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MS11

Optimal Energy Storage Scheduling in Electricity
Markets with Multiscale Uncertainty

We present a mathematical programming framework to
study revenue opportunities for different classes of en-
ergy systems using historical wholesale market prices and
physics-based models. For California markets, we show
that up to 60% of revenue opportunities come from real-
time markets, which requires strategic bidding to exploit
price volatility. With this motivation, we compare differ-
ent price forecasting methods for multiscale energy prices.
An especially challenging aspect of energy markets is ex-
ploiting the wealth of data. For example, the California
markets generated over 1 trillion unique spatial and time-
varying price datum in 2015. For these reasons, we con-
sider Gaussian Process Latent Variable Models to generate
low-dimensional probabilistic forecasts to use as scenarios
in stochastic programming formulations for bidding into
energy markets.

Alexander W. Dowling
University of Notre Dame
alex@dowlinglab.org

MS11

Uncertainty Quantification for Carbon Capture
Systems

Uncertainty quantification (UQ) methods can help obtain
reliable predictions for wide variety of carbon capture sys-
tems. Carbon capture systems are often represented by
complex computational models and have many sources
of uncertainty. These models often may be constrained
to experimental data. Some of these sources of uncer-
tainty include unknown model parameter values and phys-
ical constants, model form error, and experimental error.
To explore these sources of uncertainty, a Bayesian cal-
ibration framework is often used; this calibration frame-
work may include a model discrepancy term between the
model and reality, and when necessary stochastic emulator
trained to limited output from a computationally expen-
sive model. This talk will discuss several advancements in
UQ methodology for carbon capture systems as part of the
Carbon Capture Simulation for Industry Impact (CCSI2);
calibration for solvent submodels, challenges with calibra-
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tion/emulation for multi-scale models with a large number
of parameters, upscaling uncertainty, and issues with ex-
perimental design.

Peter W. Marcy, Troy Holland, K. Sham Bhat, Christine
Anderson-Cook, James Gattiker
Los Alamos National Laboratory
pmarcy@lanl.gov, tholland@lanl.gov, bhat9999@lanl.gov,
c-and-cook@lanl.gov, gatt@lanl.gov

MS11

Estimating Uncertainities using Neural Network
Surrogates and Dropout

Using machine learning has been shown to be a powerful
means to explore, understand, and optimize the perfor-
mance of inertial confine fusion (ICF) experiments. There
is also a need to understand what are the uncertainty es-
timates in the predictions. Recent work has shown that
large neural networks trained with the dropout regulariza-
tion technique are approximations to a Gaussian process
model. Using this technique we investigate the uncertainty
in predictions for ICF simulations and determine how to
best interpret the results of such predictions.

Ryan McClarren
Texas A&M University
USA
rmcclarr@nd.edu

MS11

Real-time Data Assimilation in Natural Gas Net-
works

We present a real-time data assimilation framework for
large-scale natural gas networks. We demonstrate that
the initial state is not observable given junction flow and
pressure measurements in general but that the use of a
steady-state prior is sufficient to infer the spatial fields of
the networks during dynamic transients. We also demon-
strate that, under a steady-state prior, junction pressure
measurements are sufficient to infer the spatial fields. We
also provide results using models of different physical res-
olution and demonstrate that these can be implemented
rather easily using Plasmo.jl (a Julia-based graph-based
modeling framework).

Victor M. Zavala
University of Wisconsin-Madison
victor.zavala@wisc.edu

MS12

Mathematical Modeling and Sampling of Stochas-
tic Nonlinear Constitutive Laws on Smooth Mani-
folds

In this talk, we address the construction and sampling of
high-dimensional stochastic models for spatially dependent
anisotropic strain energy functions indexed by complex ge-
ometries. The models account for constraints related to
convexity, coerciveness and consistency at small strains in
the almost sure sense, hence making the representations
mathematically consistent. The construction of an effi-
cient sampling algorithm is subsequently proposed. The
numerical strategy is based on solving a set of stochastic
differential equations involving some underlying diffusion
fields. The latter are specifically parametrized by local ge-
ometrical features inherited from the manifolds that define

the boundaries of the domain under consideration. Vari-
ous applications on vascular tissues are finally presented to
demonstrate the relevance of the stochastic framework.

Brian Staber, Johann Guilleminot
Department of Civil and Environmental Engineering
Duke University
brian.staber@duke.edu, johann.guilleminot@duke.edu

MS12

Bayesian Uncertainty Quantification in the Predic-
tion of Thermodynamical, Mechanical and Elec-
tronic Properties of Alloys using the Cluster Ex-
pansion Method

We present a framework for quantifying uncertainties when
using the cluster expansion method as a surrogate model
for quantum simulations in the prediction of material prop-
erties of alloys. Sparse Gaussian processes are used for
simultaneous predictions in both the configuration space
of alloys and temperature domain. We will show for the
first time rigorous results in the calculation of phase dia-
grams of alloys with error bars induced by model error and
epistemic uncertainty from training our models with lim-
ited data. Our approach has been used for several other
temperature-dependent thermodynamic, mechanical and
electronic properties including band structure and density
of states (DOS).

Sina Malakpour Estalaki, Nicholas Zabaras
University of Notre Dame
smalakpo@nd.edu, nzabaras@gmail.com

MS12

Stochastic Modeling of Multiscale Materials

Predictive modeling and design under uncertainty for com-
plex systems can be achieved through a successful coupling
of modeling tools, uncertainty quantification tools, and as-
similation tools of available experimental data at a multi-
tude of scales. Two challenges are associated with coupling
these tools: 1) to characterize all available evidence in a
probabilistic setting so as to capture key dependencies, and
2) to efficiently and accurately transform this evidence into
inference concerning the design objective function. These
challenges highlight the importance of accurate characteri-
zation of probabilistic priors and evaluations of likelihoods.
Each of these steps is typically simplified for analytical and
computational convenience. We present and demonstrate
an approach for addressing these challenges for non-crimp
fabric composites with minimum assumptions, by relying
on polynomial chaos representations of both input param-
eters and multiscale material properties. These surrogates
provide an accurate map from parameters (and their uncer-
tainties) at all scales and the system-level behavior relevant
for design. A key important feature of our proposed proce-
dure is its efficiency and accuracy. It is a distinct approach
to composite deign where the statistical dependence be-
tween the various material properties of the composites is
not ignored, but rather introduced to impose mechanistic
constraints on all the iterations within the design process.
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MS12

Identifying Sample Properties of Random Fields
that Yield Response Maxima

We consider two types of stochastic inverse problems that
arise from the mapping A(x,Z) �→ U(x, Z) where A(x,Z)
is a random field, x is the spatial variable, Z is a random
vector, and U(x, Z) is the stochastic response. The first
type is concerned with identifying the distribution of the
random vector Z given probabilistic information of func-
tionals of the response. The randomness in the response
is due to the random field A(x, Z) rather than observa-
tion noise, which may or may not be present. This type
of inverse problems is ill-posed even if the inverse map-
ping is defined as point to set. We demonstrate through
numerical examples and theoretical arguments the limita-
tions of existing methods in obtaining meaningful solutions
to this inverse problem. The second type of inverse prob-
lems assumes that the law of the random vector Z and all
components of the mapping are fully specified. Our objec-
tive is to identify features of samples of the input random
field A(x,Z) which yield specified properties of response
functionals, e.g., extremes of U(x, Z) exceeding specified
thresholds. We investigate this type of inverse problem us-
ing an example in mechanics and with the aid of surrogate
models for the forward map.
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MS13

Active Subspaces in Parameterized Dynamical Sys-
tems

Defining, analyzing, and computing time-dependent active
subspaces in dynamical systems. Implementing dynamic
mode decomposition (DMD) [Schmid, 2010], sparse identi-
fication for nonlinear dynamical systems (SINDy) [Brunton
et al., 2016], and other methods to discover and reconstruct
dynamical systems that model global parameter sensitiv-
ity. Example applications include the Michaelis-Menten
enzyme kinetics system, a 325-parameter combustion ki-
netics system, and the Lorenz system. This work provides
unique insight into driving parameters in biological and
engineering systems.

Izabel P. Aguiar, Paul Constantine
University of Colorado
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MS13

The Underlying Connections Between Identifiabil-
ity, Sloppiness, and Active Subspaces

Parameter space reduction and parameter estimation—and

more generally, understanding the shape of the information
contained in models with observational structure—are es-
sential for many questions in mathematical modeling and
uncertainty quantification. As such, different disciplines
have developed methods in parallel for approaching the
questions in their field. Many of these approaches, includ-
ing identifiability, sloppiness, and active subspaces, use re-
lated ideas to address questions of parameter dimension
reduction, parameter estimation, and robustness of infer-
ences and quantities of interest. In this talk, we will discuss
how active subspace methods have intrinsic connections to
methods from sensitivity analysis and identifiability, and
present a common framework for these approaches. A par-
ticular form of the Fisher information matrix (FIM), which
we denote the sensitivity FIM, is fundamental to many of
these methods. Through a series of examples and case
studies, we illustrate the properties of the sensitivity FIM
in several contexts. We illustrate how the interplay be-
tween local and global and linear and non-linear can affect
these methods, and also show how borrowing tools from
the other approaches can give new insights.

Marisa Eisenberg, Andrew F. Brouwer
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MS13

Gauss–Christoffel Quadrature for Inverse Regres-
sion

Sufficient dimension reduction (SDR) provides a frame-
work for reducing the predictor space dimension in regres-
sion problems. We consider SDR in the context of deter-
ministic functions of several variables such as those arising
in computer experiments. Here, SDR serves as a method-
ology for uncovering ridge structure in functions, and two
primary algorithms for SDRsliced inverse regression (SIR)
and sliced average variance estimation (SAVE)approximate
matrices of integrals using a sliced mapping of the re-
sponse. We interpret this sliced approach as a Riemann
sum approximation of the particular integrals arising in
each algorithm. We employ multivariate tensor product
Gauss-Christoffel quadrature and orthogonal polynomials
to produce new algorithms that improve upon the Rie-
mann sum-based numerical integration in SIR and SAVE.
We call the new algorithms Lanczos-Stieltjes inverse re-
gression (LSIR) and Lanczos-Stieltjes average variance es-
timation (LSAVE) due to their connection with Stieltjes’
method (and Lanczos’ related discretization) for generating
a sequence of polynomials that are orthogonal to a given
measure. We show that the quadrature-based approach ap-
proximates the desired integrals, and we study the behavior
of LSIR and LSAVE in numerical examples. As expected
in high order numerical integration, the quadrature-based
LSIR and LSAVE exhibit exponential convergence in the
integral approximations compared to the first order con-
vergence of the classical SIR and SAVE.
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MS13

Identifiability of Linear Compartmental Models:
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The Singular Locus

Structural identifiability is the question of whether the pa-
rameters of a model can be recovered from perfect data. An
important class of biological models is the class of linear
compartmental models. Using standard differential algebra
techniques, the question of whether a given model is gener-
ically locally identifiable is equivalent to asking whether
the Jacobian matrix of a certain coefficient map, arising
from the input-output equations, is generically full rank.
A natural next step is to study the set of parameter values
where the Jacobian matrix drops in rank, which we refer
to as the locus of non-identifiable parameter values, or, for
short, the singular locus. In this talk, we give a formula
for these coefficient maps in terms of acyclic subgraphs of
the model’s underlying directed graph and study the case
when the singular locus is defined by a single equation, the
singular locus equation. In addition to giving a full under-
standing of the set of identifiable parameter values, we also
show that the singular locus equation can be used to show
certain submodels are generically locally identifiable. We
determine the equation of the singular locus for two fami-
lies of linear compartmental models, cycle and mammillary
(star) models with input and output in a single compart-
ment. We also state a conjecture for the corresponding
equation for a third family: catenary (path) models.
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MS14

On the Interaction of Observation and Prior Error
Correlations

The importance of prior error correlations in data assimila-
tion has long been known, however, observation error corre-
lations have typically been neglected. Recent progress has
been made in estimating and accounting for observation
error correlations, allowing for the optimal use of denser
observations. Given this progress, it is now timely to ask
how prior and observation error correlations interact and
how this affects the value of the observations in the analy-
sis. Addressing this question is essential to understanding
the optimal design of future observation networks for high-
resolution numerical weather prediction. The interaction
of the prior and observation error correlations is illustrated
with a series of 2-variable experiments in which the map-
ping between the state and observed variables (the obser-
vation operator) is allowed to vary. In an optimal system,
the reduction in the analysis error variance and spread of
information is shown to be greatest when the observation
and prior errors have complementary statistics. This can
be explained in terms of the relative uncertainty of the
observations and prior on different spatial scales. It will
be shown how the results from these simple 2-variable ex-
periments can be used to inform the optimal observation
density for higher dimensional problems.
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MS14

State Estimation for a Filtered Representation of
a Chaotic Field

The numerical simulation of chaotic fields (e.g., tur-
bulence, atmospheric convection, large-eddy simulation,
wave-breaking, etc.) invariably leads to using a numeri-
cal grid (mesh) that is coarser than what is required to
resolve all of the important physical processes being de-
scribed by the set of governing partial differential equa-
tions. This coarse mesh will therefore miss important phe-
nomena that the observational instruments used for state
estimation will observe. We show here that the perfor-
mance of state estimation can be improved by account-
ing for this fact that some physical processes are missing
from the model simulations but observed by the observa-
tional instruments. We show how to properly construct a
Bayesian framework for the situation where the numerical
model is attempting to predict a truncated version of a
much higher resolution state-vector and the observations
that are being assimilated are observing the elements of
this high-resolution state-vector. Then, we go on to de-
scribe a multi-resolution particle filtering framework that
illustrates the main points of this theory as applied to a
stochastic version of the Hénon Map.
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MS14

Feature Data Assimilation: A Tool for Model Tun-
ing

Data-driven methods for extracting structures or features
from a system of interest have been useful in many fields,
including oceanography and geophysics, and in the study
of dynamical systems. Correspondingly, the uses of these
structures or features in data assimilation is of interest. A
brief survey of feature data assimilation is presented, and
the Bayesian formulation(s) of feature data assimilation
are constructed. We then present several applications to
model tuning, in which focusing on a particular feature in
the data allows one to better tune model parameters to
represent that feature.

John Maclean
University of North Carolina at Chapel Hill
jhj.maclean@gmail.com

MS14

Addressing Uncertainty in Cloud Microphysics Us-
ing Radar Observations and Bayesian Methods

A leading-order source of error in numerical weather fore-
casts is the representation of clouds and precipitation,
which is rife with uncertainties and approximations. This
is, in part, an unavoidable consequence of the high degree
of complexity inherent in modeling clouds and precipita-
tion, as well as the lack of sufficiently detailed observa-
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tions. However, much can still be done to quantify and
constrain these uncertainties with the observations that do
exist, such as widely available polarimetric weather radars.
I will present research on three projects where Markov
Chain Monte Carlo samplers are used to perform Bayesian
estimation to gain microphysical information from radar
observations. The first combines information on ice crys-
tals from in situ cloud probes together with observations
from two vertically-pointing radars, in order to improve un-
derstanding of the ice properties that influence large thun-
derstorm systems. The second is a Bayesian cloud property
retrieval framework to leverage the information content of
multi-frequency cloud radars. The third is a bulk micro-
physics parameterization scheme developed to eschew ad-
hoc parameterization assumptions in favor of scheme struc-
ture and parameters that are entirely informed by radar
observations themselves. An attendant advantage of our
approach in all three projects is the robust (generally non-
Gaussian and multivariate) estimate of uncertainty that is
a reflection of our prior and observational uncertainties.

Marcus van Lier-Walqui
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MS15

Efficient Randomized Methods for D-Optimal Sen-
sor Placement for Infinite-dimensional Bayesian
Linear Inverse Problems Governed by PDEs

We address the problem of optimal experimental design
(OED) for large-scale Bayesian linear inverse problems gov-
erned by PDEs. Specifically, the goal is to find optimal
placement of sensors, where observational data are col-
lected, so as to maximize the expected information gain.
That is, we rely on the Bayesian D-optimal criterion given
by the expected Kullback-Leibler divergence from poste-
rior to prior. We introduce efficient randomized methods
for fast computation of OED objective and its gradient,
and rely on sparsifying penalty functions to enforce spar-
sity of the sensor placements. Numerical results illustrating
our framework will be provided in the context of D-optimal
sensor placement for optimal reconstruction of initial state
in an advection-diffusion problem.
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MS15

Fast Methods for Bayesian Optimal Experimental
Design

We cast data assimilation problem into a model inadequacy
problem which is then solved by a Bayesian approach. The
Bayesian posterior is then used for Bayesian Optimal Ex-
perimental Design (OED). Our focus is on the A- and D-
optimal OED problems for which we construct scalable ap-
proximations that involve: 1) randomized trace estimators;
2) Gaussian quadratures; and 3) trace upper bounds. Un-
like most of contemporary approaches, our methods work
directly with the inverse of the posterior covariance, i.e.
the Hessian of the regularized misfit for linear data assim-
ilation problems, and hence avoiding inverting large ma-
trices. We show that the efficiency of our methods can be

further enhanced with randomized SVD. Various numerical
results for linear inverse convection-diffusion data assimila-
tion problems will be presented to validate our approaches.
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MS15

Optimal Positioning of Mobile Radiation Sensors
Using Mutual Information

Locating and identifying a radiation source with informa-
tion from stationary detectors is a well-documented inverse
problem, but the optimal placement of such detectors is a
more challenging task. In particular, optimal sensor place-
ment depends on the location of the source, which is gen-
erally not known a priori. Mobile radiation sensors, which
can adapt to the given problem, are an attractive alter-
native. While most mobile sensor strategies designate a
trajectory for sensor movement, we instead employ mu-
tual information to choose the next measurement location
from a discrete set of design conditions. We use mutual
information, based on Shannon entropy, to determine the
measurement location that will give the most information
about the source location and intensity.
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MS15

Sparse Sensor Placement in Bayesian Inverse Prob-
lems

We present a sparse optimization framework for the place-
ment of measurement sensors in the sense of optimal de-
sign of experiments for infinite-dimensional Bayesian in-
verse problems . Here, the measurement setup is modelled
by a regular Borel measure on the spatial domain. After
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deriving an A-optimal design criterion, involving a sparse
regularizer, we prove well-posedness of the problem and
discuss first order optimality conditions . We present an
approximation framework for the problem under consider-
ation and discuss a priori estimates as well as the efficient
numerical solution. The talk is concluded by numerical
experiments.

Daniel Walter
Technische Universität München
walter@ma.tum.de

MS16

Convergence Properties of a Randomized Quasi-
Newton Method for Least Squares Solutions to Lin-
ear Systems

Linear systems are pervasive throughout mathematics and
the sciences. With the size of the systems we are solving
outpacing the increase in computing power, new tools must
be developed to solve problems in the regime of big data.
We propose a randomized iterative quasi-Newton method
which converges almost surely to the least squares solution
of a linear system. Utilizing curvature information allows
for faster descent but comes at the cost of inverting a high-
dimensional Hessian. We show that preconditioning the
data with a random matrix at each iteration allows the
tradeoff between the rate of convergence and the cost per
iteration to be favorable in terms of the time to conver-
gence. We provide an uppper bound on the asymptotic
rate of convergence and compare performance to that of
more recognizable methods. We conclude with a discus-
sion of future work: regularization, randomized dimension
selection, and asynchronous parallelization.
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MS16

A Unifying Framework for Randomization Meth-
ods for Inverse Problems

We propose a unified approach for constructing scal-
able randomized methods for large-scale inverse problems.
From this broader general framework, four different ex-
isting randomized methods for solving inverse problems
(eNKF, RML, PCGA, and RMA) as well as new meth-
ods can be derived. This new unified theoretical under-
standing will help further the development and analysis of
randomized methods for solving large-scale inverse prob-
lems. In particular, from our numerical comparisons and
past work, we will demonstrate that misfit randomization
methods lead to improved solutions compared to methods
that randomize the prior part, and offer an intuition to
support this idea.
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MS16

Subsampled Second Order Machine Learning and
Scalable Quantification of Uncertainties

Abstract not available at time of publication.
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MS16

Low-Rank Independence Samplers for Bayesian In-
verse Problems

In Bayesian inverse problems, the posterior distribution is
used to quantify uncertainty about the reconstructed solu-
tion. MCMC algorithms often are used to draw samples
from the posterior distribution; however, their implementa-
tions can be computationally expensive. We present a com-
putationally efficient scheme for sampling high-dimensional
Gaussian distributions in ill-posed Bayesian linear inverse
problems. Our approach uses a proposal distribution based
on a low-rank approximation of the prior-preconditioned
Hessian. We show the dependence of the acceptance rate
on the number of eigenvalues retained and discuss condi-
tions under which the acceptance rate is high. Numerical
experiments in image deblurring and computerized tomog-
raphy show the benefits of our approach.
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MS17

Why Uncertainty Matters in Deterministic Com-
putations: A Decision Theoretic Perspective

Probabilistic numerical methods have recently become an
active area of research, for the purpose of quantifying epis-
temic uncertainty in deterministic computations, such as
numerical integration, optimisation, numerical linear alge-
bra and solutions for differential equations. Such uncer-
tainty is caused by limited computational budges in solving
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numerical tasks in practice, and arises as discretisation er-
rors in approximating continuous objects. In the literature,
several motivations have been given for such approaches,
including propagation of uncertainties in a pipeline of nu-
merical computations, aiming at the assessment of the re-
sulting scientific conclusions, or at the optimal allocation
of computational resources. In this talk, I will argue that
another important motivation is provided by decision prob-
lems, where one is required to chose an optimal action from
given candidate actions associated with possible losses. I
will discuss how probabilistic numerical methods can play
fundamental roles in such decision problems, showcasing
several motivating examples.

Motonobu Kanagawa
Max Planck Institute for Intelligent Systems, Tuebingen
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MS17

Compression, Inversion and Approximate Princi-
pal Component Analysis of Dense Kernel Matrices
at Near-linear Computational Complexity

Many popular methods in machine learning, statistics, and
uncertainty quantification rely on priors given by smooth
Gaussian processes, like those obtained from the Matérn
covariance functions. The resulting covariance matrices
are typically dense, leading to (often prohibitive) O

(
N2

)

or O
(
N3

)
computational complexity.

In this work, we prove rigorously that the dense
N × N kernel matrices obtained from elliptic bound-
ary value problems and measurement points distributed
approximately uniformly in a d-dimensional domain
can be Cholesky factorised to accuracy ε in computa-
tional complexity O

(
N log2(N) log2d(N/ε)

)
in time and

O
(
N log(N) logd(N/ε)

)
in space. For the closely related

Matérn covariances we observe very good results in prac-
tise, even for parameters corresponding to non-integer or-
der equations. As a byproduct, we obtain a sparse PCA
with near-optimal low-rank approximation property and
a fast solver for elliptic PDE. We emphasise that our al-
gorithm requires no analytic expression for the covariance
function.
Our work connects the probabilistic interpretation of the
Cholesky factorisation, the screening effect in spatial
statistics, and numerical homogenisation. In particular, re-
sults from the game theoretic approach to numerical anal-
ysis (“Gamblets’) allow us obtain rigorous error estimates.
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MS17

Boundary Value Problems: A Case Study for
Nested Probabilistic Numerical Methods

Boundary value problems (BVPs) typically require two

tools from numerical analysis: an approximation to the dif-
ferential operator, as well as a nonlinear equation solver.
Thus, BVPs are ideal candidates to study the interaction of
numerical methods. Motivated by recent advances in prob-
abilistic numerics, we propose to model the BVP solution
with a Gaussian process and solve the nonlinear equation
by iterations of Bayesian quadrature. The result is a prob-
abilistic BVP solver that encapsulates the different sources
of approximation uncertainty in its predictive posterior dis-
tribution. We test our method on a set of benchmark prob-
lems and indicate how Bayesian decision theory could use
the probabilistic description to refine the solution.

Michael Schober
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michael.schober5@de.bosch.com

MS17

Probabilistic Implicit Methods for Initial Value
Problems

Numerical integrators for IVPs that return probability
measures instead of point estimates can be used to enrich
the description of uncertainty in procedures requiring nu-
merical computation of ODEs. An ever-expanding family
of these methods are in development, within the recently
emerging framework of Probabilistic Numerical Methods.
One approach is to define a functional prior probability
measure over the entire solution path, use time-stepping
iterators to generate data, then output a functional pos-
terior. Another approach, which allows for more inter-
pretable analogues of classical algorithms, is based on ran-
domising the integrator path at each step, aiming to match
the error in the underlying method. This was introduced
in Conrad et al. (2016), which provided an elegant conver-
gence proof of the randomised method and discussed the
complex issue of calibration. Teymur et al. (2016) consid-
ered an extension to Adams-type multistep methods and
Lie et al (2017) provided some rigorous generalisations to
the theory. This talk will briefly survey this approach, and
discuss a new construction derived from implicit (multi-
step) integrators which boosts numerical stability.

Onur Teymur
Imperial College London
ot1013@ic.ac.uk

MS18

MCMC for High Energy X-Ray Radiography

Image deblurring via deconvolution can be formulated as
a hierarchical Bayesian inverse problem, and numerically
solved by Markov Chain Monte Carlo (MCMC) methods.
Numerical solution is difficult because

• inconsistent assumptions about the data outside of
the field of view of the image lead to artifacts near
the boundary; and

• the Bayesian inverse problem is high-dimensional for
high-resolution images.

The numerical MCMC framework I present addresses these
issues. Boundary artifacts are reduced by reconstructing
the image outside the field of view. Numerical difficulties
that arise from high-dimensions are mitigated by exploiting
sparse problem structure in the prior precision matrix.

Jesse Adams
The University of Arizona
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MS18

Iterative Construction of Gaussian Process Surro-
gate Models for Bayesian Inference in Combustion

A new algorithm is developed to tackle the issue of sam-
pling non-Gaussian model parameter posterior probability
distributions, which arise from solutions to Bayesian in-
verse problems characterized by expensive forward models.
Gaussian process (GP) regression is utilized in construct-
ing a surrogate model of the posterior distribution. An
iterative approach is adopted for the optimal selection of
points in parameter space used to train the GP surface.
The efficacy of this new algorithm is tested on inferring re-
action rate parameters in a hydrogen-oxygen combustion
model.
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MS18

Rigorous Integration of Reduced-order Models in
Bayesian Inference via Statistical Error Models

Performing Bayesian inference with large-scale models can
be computationally costly due to the large number of for-
ward solves incurred by posterior-sampling methods. To
mitigate this cost, large-scale forward models are often
replaced with an inexpensive surrogate model. Unfortu-
nately, this strategy generally leads to incorrect posterior
distributions, as the likelihood is incorrect: it does not
reflect the error incurred by the surrogate model. This
talk presents a strategy for reducing the computational
cost of Bayesian inference while simultaneously improv-
ing the accuracy of the posterior by accounting for the
error of the reduced surrogate model. The method (1)
replaces the large-scale forward model with a projection-
based reduced-order model, and (2) employs a statistical
error model (constructed via the ROMES method) to quan-
tify the discrepancy between the reduced-order model and
the large-scale model. The resulting likelihood rigorously
accounts for the epistemic uncertainty introduced by the
reduced-order model, thereby enabling correct posteriors
to be inferred, even when the reduced-order model itself is
inaccurate.
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MS18

Data Assimilation with Stochastic Reduced Models

In weather and climate prediction, data assimilation com-
bines data with dynamical models to make prediction, us-
ing ensembles of solutions to represent the uncertainty.
Due to limited computational resources, reduced models
are needed and coarse-grid models are often used, and
the effects of the subgrid scales are left to be taken into
account. A major challenge is to account for the mem-
ory effects due to coarse graining while capturing the key
statistical-dynamical properties. We propose to use non-
linear autoregression moving average (NARMA) type mod-
els to account for the memory effects, and demonstrate
by an example of the Lorenz 96 system that the resulting
NARMA type stochastic reduced models can capture the
key statistical and dynamical properties and therefore can
improve the performance of ensemble prediction in data
assimilation.
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MS19

A Sequential Sampling Strategy for Extreme Event
Statistics in Nonlinear Dynamical Systems

We develop a method for the evaluation of extreme event
statistics associated with nonlinear dynamical systems, us-
ing a very small number of samples. From an initial dataset
of design points, we formulate a sequential strategy that
provides the next-best data point (set of parameters) that
when evaluated results in improved estimates of the prob-
ability density function (pdf) for a scalar quantity of in-
terest. The approach utilizes Gaussian process regres-
sion to perform Bayesian inference on the parameter-to-
observation map describing the quantity of interest. We
then approximate the desired pdf along with uncertainty
bounds utilizing the posterior distribution of the inferred
map. The next-best design point is sequentially deter-
mined through an optimization procedure that selects the
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point in parameter space that maximally reduces uncer-
tainty between the estimated bounds of the pdf prediction.
Since the optimization process utilizes only information
from the inferred map it has minimal computational cost.
Moreover, the special form of the criterion emphasizes the
tails of the pdf. The method is applied to estimate the ex-
treme event statistics for a very high-dimensional system
with millions degrees of freedom: an offshore platform sub-
jected to three-dimensional irregular waves. It is demon-
strated that the developed approach can accurately deter-
mine the extreme event statistics using orders of magnitude
smaller number of samples compared with traditional ap-
proaches.
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MS19

Predicting Statistical Response and Extreme
Events in Uncertainty Quantification Through
Reduced-order Models

The capability of using imperfect statistical and stochastic
reduced-order models to capture crucial statistics in turbu-
lent flow and passive tracers is investigated. Much simpler
and more tractable block-diagonal models are proposed to
approximate the complex and high-dimensional turbulent
flow equations. The imperfect model prediction skill is im-
proved through a judicious calibration of the model errors
using leading order statistics. A systematic framework of
correcting model errors with empirical information theory
is introduced, and optimal model parameters under this
unbiased information measure can be achieved in a training
phase before the prediction. It is demonstrated that cru-
cial principal statistical quantities in the most important
large scales can be captured efficiently with accuracy using
the reduced-order model in various dynamical regimes of
the flow field with distinct statistical structures.
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MS19

Complementing Imperfect Models with Data for
the Prediction of Extreme Events in Complex Sys-
tems

A major challenge in projection-based order reduction
methods for nonlinear dynamical systems lies in choosing
a set of modes that can faithfully represent the overall dy-
namics. Modes lacking in number or dynamical importance
may lead to significant compromise in accuracy, or worse,
completely different dynamical behaviors in the model. In
this work, we present a framework for using data-driven
models to assist dynamical models, obtained through pro-
jection, when the reduced set of modes are not necessar-
ily optimal. We make use of the long short-term memory
(LSTM), a recurrent neural network architecture, to ex-
tract latent information from the reduced-order time series
data and derive dynamics not explicitly accounted for by
the projection. We apply the framework to projected dy-
namical models of differing fidelities for prediction of inter-

mittent events such as the Kolmogorov flow.
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MS20

Design of Optimal Experiments for Compressive
Sampling of Polynomial Chaos Expansions

Polynomial chaos (PC) expansions are basis representa-
tions that are frequently used to construct surrogate mod-
els for complex problems, where model inputs are uncer-
tain. Recently much work has been done regarding vari-
ous input parameter sampling strategies for the purpose of
constructing PC approximations. Further, concepts from
the design of optimal experiments (DOE) have been ap-
plied to construct PC surrogates via compressed sensing
or over determined least squares approximation. In gen-
eral, optimal design are constructed by generating a large
finite number of randomly generated candidate inputs then
a subset of the candidate samples that optimizes a given
object function is identified. While some research has been
done to incorporate ideas from DOE to PC approximation,
the role of sampling strategies used to generate candidate
inputs has received less attention. In this work, we com-
pare the performance of various sampling strategies used to
generate candidate designs and the resulting effects those
strategies have on the optimal designs constructed from the
DOE and the quality of PC approximations.
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MS20

Sparse Approximation for Data-driven Polynomial
Chaos Expansion and their Applications in UQ

In this talk, we will discuss collocation method via
compressive sampling for recovering arbitrary Polynomial
Chaos expansions (aPC). Our approach is motivated by the
desire to use aPC to quantify uncertainty in models with
random parameters. The aPC uses the statistical moments
of the input random variables to establish the polynomial
chaos expansion and can cope with arbitrary distributions
with arbitrary probability measures. To identify the aPC
expansion coefficients, we use the idea of Christoffel sparse
approximation. We present theoretical analysis to moti-
vate the algorithm. Numerical examples are also provided
to show the efficiency of our method.
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Abstract not available at time of publication.

Clayton G. Webster
Oak Ridge National Laboratory
webstercg@ornl.gov

MS20

L1 Minimization Method for Link Flow Correction

A computational method, based on �1-minimization, is pro-
posed for the problem of link flow correction, when the
available traffic flow data on many links in a road net-
work are inconsistent with respect to the flow conservation
law. Without extra information, the problem is generally
ill-posed when a large portion of the link sensors are un-
healthy. It is possible, however, to correct the corrupted
link flows accurately with the proposed method under a
recoverability condition if there are only a few bad sensors
which are located at certain links. We analytically identify
the links that are robust to miscounts and relate them to
the geometric structure of the traffic network by introduc-
ing the recoverability concept and an algorithm for com-
puting it. The recoverability condition for corrupted links
is simply the associated recoverability being greater than
1. In a more realistic setting, besides the unhealthy link
sensors, small measurement noises may be present at the
other sensors. Under the same recoverability condition, our
method guarantees to give an estimated traffic flow fairly
close to the ground-truth data and leads to a bound for
the correction error. Both synthetic and real-world exam-
ples are provided to demonstrate the effectiveness of the
proposed method.
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MS21

Uncertainty Quantification in High-dimensional
Dynamical Systems Using a Data-driven Low-rank
Approximation

We present a non-intrusive and data-driven method for
constructing a low-rank approximation of high-dimensional
stochastic dynamical systems. This method requires a
snapshot sequence of samples of the stochastic field in the
form of A ∈ R

n×s×m where n is the number of observ-
able data points, s is the number of samples and m is the
number time steps. These samples may be generated using
deterministic solvers or measurements. In this methodol-
ogy, the time-dependent data is approximated by an r-

dimensional reduction in the form of: Ar(t) = U(t)Y(t)T

whereU(t) ∈ R
n×r is a set of deterministic time-dependent

orthonormal basis and Y(t) ∈ R
s×r are the stochastic

coefficients. We derive explicit evolution equations for
U(t) and Y(t) and use the data to solve these equa-
tions. We demonstrate that this reduction technique cap-
tures the strongly transient stochastic responses with high-
dimensional random dimensions. We demonstrate the ca-
pability of this method for time-dependent fluid mechanics
problems.
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MS21

Warpings, Embeddings, and Latent Variables: The
Quest of Learning from Multi-fidelity Data

The success of machine learning approaches to multi-
fidelity modeling relies on their ability to distill use-
ful cross-correlations between low- and high-fidelity data.
Models based on linear auto-regressive schemes have
yielded significant computational expediency gains on
cases where such cross-correlations are predominately lin-
ear, however they fail to handle cases for which cross-
correlations are complex. By identifying the capabilities
and limitations of linear auto-regressive models, we pro-
pose a general framework for multi-fidelity modeling using
deep neural networks. Motivated by the general embed-
ding theorems of Nash, Takens, and Whitney, we demon-
strate how nonlinear warpings, high-dimensional embed-
dings, and latent variables can help us disentangle factors
of variation in the cross-correlation structure between low-
and high-fidelity data. Finally, we put forth a collection
of benchmark problems that and can help us analyze the
advantages and limitations of existing algorithms, as well
as highlight the effectiveness of the proposed approach.
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MS21

Hidden Physics Models: Machine Learning of Par-
tial Differential Equations

While there is currently a lot of enthusiasm about ”big
data”, useful data is usually ”small” and expensive to ac-
quire. In this paper, we present a new paradigm of learning
partial differential equations from small data. In particu-
lar, we introduce hidden physics models, which are essen-
tially data-efficient learning machines capable of leverag-
ing the underlying laws of physics, expressed by time de-
pendent and nonlinear partial differential equations, to ex-
tract patterns from high-dimensional data generated from
experiments. The proposed methodology may be applied
to the problem of learning, system identification, or data-
driven discovery of partial differential equations. Our
framework relies on Gaussian processes, a powerful tool
for probabilistic inference over functions, that enables us
to strike a balance between model complexity and data fit-
ting. The effectiveness of the proposed approach is demon-
strated through a variety of canonical problems, spanning a
number of scientific domains, including the Navier-Stokes,
Schrödinger, Kuramoto-Sivashinsky, and time dependent
linear fractional equations. The methodology provides a
promising new direction for harnessing the long-standing
developments of classical methods in applied mathemat-
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ics and mathematical physics to design learning machines
with the ability to operate in complex domains without
requiring large quantities of data.

Maziar Raissi, George Em Karniadakis
Brown University
maziar raissi@brown.edu, george karniadakis@brown.edu

MS21

Physics-based Machine Learning via Adaptive Re-
duced Models and Multi-fidelity Modeling

New technologies are changing the way we think about de-
signing and operating future engineering systems. In par-
ticular, the combination of sensing technologies and com-
putational power brings new opportunities for data-driven
modeling and data-driven decision-making. Yet data alone
cannot deliver the levels of predictive confidence and mod-
eling reliability demanded for safety-critical systems. For
that, we must build on the decades of progress in rigorous
physics-based modeling and associated uncertainty quan-
tification. This talk discusses our work at the intersection
of physics-based and data-driven modeling, with a focus
on the design of next-generation aircraft. We show how
adaptive reduced models combined with machine learn-
ing enable dynamic decision-making onboard a structural-
condition-aware UAV. We show how multifidelity formula-
tions exploit a rich set of information sources to achieve
multidisciplinary design under uncertainty for future air-
craft concepts.
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Control of Weakly Observed Nonlinear Dynamical
Systems using Reinforcement Learning

Abstract not available at time of publication.
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An Information-theoretic Approach to Selecting
Data-driven, Dynamical Systems via Sparse Re-
gression

Abstract not available at time of publication.
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MS23

Bayesian Inference for Estimating Discrepancy
Functions in Rans Turbulence Model Closures

Due to their computational tractability, closure mod-
els within the Reynold-Averaged Navier-Stokes (RANS)
framework remain a vital tool for modeling turbulent
flows of engineering interest. However, it is well known
that RANS predictions are locally corrupted by epistemic
model-form uncertainty. A prime example of a modeling
assumption with only a limited range of applicability is
the Boussinesq hypothesis. We therefore aim to locally
perturb the Boussinesq Reynolds stress tensor at locations
in the flow domain where the modeling assumptions are
likely to be invalid. However, inferring such perturbations
at every location in the computational mesh leads to a
high-dimensional inverse problem. To make the problem
tractable, we propose two additional transport equations
which perturb the shape of the modeled Reynolds stress
tensor, such that the spatial structure is of the perturbation
is pde-constrained. Exploring the posterior distribution of
the Reynolds stresses (or other quantities of interest), can
now be achieved through a low-dimensional Bayesian in-
ference procedure on the coefficients of the perturbation
model. We will demonstrate our framework on a range of
flow problems where RANS models are prone to failure.
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MS23

Inference of Model Parameters in a Debris Flow
Model Using Experimental Data

Calibration of complex fluid flow models from experimental
data is not a straightforward problem, particularly when
the data are difficult to interpret, incomplete or scarce,
with the risk of reaching incorrect conclusions. This work
tackles the problem of inferring in a Bayesian setting the
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parameters of a complex non-linear debris-flow model from
experimental data (see [D. L. George et al., Proceedings of
the Royal Society of London A, 2014]). The data consist
in time series of the debris flow thickness in a dam-break
experiment. However, limited information is available re-
garding the processing and the precision of the data. Our
Bayesian methodology constructs a surrogate model of the
time series of debris flow elevation, using preconditioned
polynomial chaos expansions, in order to reduce the com-
putational effort to compute the MAP value of the pa-
rameters and sampling from the distribution. We contrast
the results of the inference using the raw time series with
the inference based on few selected features extracted from
the original data. The comparison reveals that the idea of
working on some important features is a relevant approach
for this problem involving large modelling errors. Several
reasons support this claim: the easier prescription of suit-
able and simpler likelihood definition; the computational
complexity reduction; and the possibility of obtaining a
better assessment of the posterior uncertainty by prevent-
ing over fitting of the parameters.
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Science
olm@limsi.fr

Ibrahim Hoteit
King Abdullah University of Science and Technology
(KAUST)
ibrahim.hoteit@kaust.edu.sa

David George
U.S. Geological Survey
Cascades Volcano Observatory
dave.jorge@gmail.com

Kyle T. Mandli
Columbia University
Applied Physics and Applied Mathematics
kyle.mandli@columbia.edu

Omar Knio
King Abdullah University of Science and Technology
(KAUST)
omar.knio@kaust.edu.sa

MS23

Uncertainty Quantification Strategies in Systems
of Solvers

The simulation of complex multi-physics phenomena of-
ten requires the use of coupled solvers, modelling differ-
ent physics (fluids, structures, chemistry, etc) with largely
differing computational complexities. We call Systems of
Solvers (SoS) a set of interdependent solvers where the out-
put of an upstream solver can be the input of a down-
stream solvers. A system of solvers typically encapsulate
a large number of uncertain input parameters, challenging
classical Uncertainty Quantification (UQ) methods such as
spectral expansions and Gaussian process models which
are affected by the curse of dimensionality. In this work,
we develop an original mathematical framework, based on
Gaussian Processes (GP) to construct a global metamodel
of the uncertain SoS that can be used to solve forward and

backward UQ problems. The key idea of the proposed ap-
proach is to determine a local GP model for each solver
of the SoS. Several training strategies are possible from a
priori training set generation and active learning methods
that identify the most unreliable GP and proposes addi-
tional training points to improve the overall system pre-
diction. The targeted systems of solvers are typically used
to simulate complex multi physics flows. In particular, in
this work, the methodology is applied to Space object reen-
try predictions.
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MS23

Comparison of Different Approximation Tech-
niques for Uncertain Time Series Arising in Ocean
Simulations

The analysis of time series is a fundamental task in many
flow simulations such as oceanic and atmospheric flows. A
major challenge is the construction of a faithful and accu-
rate time-dependent surrogate with a manageable number
of samples. Several techniques have been tested to handle
the time-dependent aspects of the surrogate including a
direct approach, low-rank decomposition, auto-regressive
model and global Bayesian emulator. These techniques
rely on two popular methods for uncertainty quantifica-
tion, namely Polynomial chaos expansion and Gaussian
processes regression. The different techniques were tested
and compared on the uncertain evolution of the sea surface
height forecast at two locations exhibiting different levels
of variance. Two ensembles sizes were considered as well
as two versions of polynomial chaos (ordinary least squares
or ridge regression) and Gaussian processes (exponential or
Matern covariance function) to assess their impact on the
results. Our conclusions focus on the advantages and the
drawbacks, in terms of accuracy, flexibility and computa-
tional costs of the different techniques.
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MS24

Risk-averse Optimal Power Flow via Surrogate
Models

We present various numerical approaches for risk-adverse
optimal power flow calculations based on stochastic surro-
gate modeling of power systems driven by renewable power
sources. In our approaches, we minimize an averse risk
measure of surrogate models of the generation cost. Such
surrogates approximate the map between cost and random
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and decision spaces. We propose two approaches for con-
structing cost surrogates: In the first approach we con-
struct a basis expansion for the cost, with the coefficients
estimated via sparse sampling from a limited set of random
realizations of the system. In the second approach, we de-
rive a quasi-Fokker-Planck equation, or probability density
function (PDF) equation, for the state of the system. The
stationary solution of the PDF equation is employed to ap-
proximate the PDF of the system’s state, which is in turn
used to estimate risk cost measures.
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MS24

Assimilating Data in Stochastic Dynamics

In this talk we introduce a statistical treatment of inverse
problems with stochastic terms. Here the solution of the
forward problem is given by a distribution represented nu-
merically by an ensemble of simulations. We develop a
strategy to solve such inverse problems by expressing the
objective as finding the closest forward distribution that
best explains the distribution of the observations in a cer-
tain metric. We propose to use metrics typically employed
in forecast verification.
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MS24

Optimization and Design of Complex Engineering
Systems using High-performance Computing

The optimization of many engineering systems reaches ex-
treme size and unprecedented computational complexity
due to the need to consider high fidelity physics and ac-
count for uncertainties. We will present scalable optimiza-
tion algorithms and solvers for solving two such optimiza-
tion problems: i. material optimization for the design of
stiff structures using additive manufacturing; and, ii. eco-
nomic optimization and control of large scale power grid
systems under stochastic loads and generation. Our com-
putational approach is based on scalable nonlinear pro-
gramming algorithms, namely interior-point methods, and
is specifically aimed at matching and surpassing the par-
allelism of existing physics solvers (e.g., finite element
solvers for the elasticity problem governing material opti-

mization) on massively parallel computing platforms. For
this we developed specialized decomposition within the
optimization, namely Schur complement-based decompo-
sition for stochastic optimization and domain decomposi-
tion equipped with low-rank representations of the Hessian
for material optimization. Finally, we present large scale
simulations of the two motivating applications on the U.S.
Department of Energy’s supercomputers and provide a de-
tailed discussion of the effectiveness and possible further
improvement of the proposed techniques.
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PDF Estimation for Power Grid Systems via Sparse
Regression

We present a numerical approach for approximating the
probability density function (PDF) of quantities of inter-
est (QoIs) of dynamical systems subject to uncertainty,
with application to power grid systems driven by uncer-
tain load and power generation. We employ Hermite poly-
nomial expansions to construct a surrogate model for the
map from random parameters to QoIs, which is then used
to estimate the PDF of the QoIs via sampling. The co-
efficients of this expansion are estimated via compressed
sensing from a small set of random realizations. The in-
trinsic low-dimensional structure of the map is exploited
to identify a linear transformation of random space via it-
erative rotations that enhances the sparsity of the Hermite
representation. The proposed sparse sampling approach
requires significantly less realizations of the full dynamics
of the system than the standard least squares method to
construct the surrogate model. The PDF estimates pro-
vided by our approach are more accurate in terms of the
Kullback-Leibler divergence than Monte Carlo estimates
while using fewer realizations.
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MS25

Stochastic Modeling of Uncertainties in Fast Essen-
tial Antarctic Ice Sheet Model

Quantifying the uncertainty in projections of sea-level rise
induced by ice-sheet dynamics is a pivotal problem in as-
sessing climate-change consequences. Sources of uncer-
tainty in ice-sheet models include uncertain climate forcing,
basal friction, sub-shelf melting, initialization, and other
model features. Accounting for uncertainty in ice-sheet
models (ISMs) is challenging: (i) the stochastic modeling
of sources of uncertainty can be challenged by data scarcity
and imperfect representations of physical processes, and
(ii) the computational cost of ISMs can hinder their in-
tegration in Earth system models and limit the number
of simulations available for uncertainty propagation. In
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this talk, we address the uncertainty quantification of sea-
level rise projections by using the new fast essential ISM
f.ETISh that affords computational tractability by limiting
its complexity to the essential interactions and feedback
mechanisms of ice-sheet flow. After highlighting how sim-
ulations require an initialization procedure that precedes
their use in predicting climate-change effects, we will dis-
cuss the sources of uncertainty in this ISM and the in-
formation available for their stochastic modeling. We will
show the stochastic modeling of a subset of these sources
of uncertainty, followed by a propagation of uncertainty
through the ISM and a sensitivity analysis to help iden-
tify the dominant sources of uncertainty in sea-level rise
projections.
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MS25

On the Robustness of Variational Multiscale Error
Estimators for the Forward Propagation of Uncer-
tainty

In this talk, we focus on the definition of a family of de-
terministic error estimators to characterize the discretiza-
tion error for uncertainty quantification purposes. We first
address the construction of a posteriori error estimators
based on the Variational Multiscale (VMS) method with
orthogonal subscales for the convection-diffusion-reaction
(CDR) problem. Here, the global error estimator (rather
than the distribution of the local error over the domain)
is selected as the quantity of interest. The behavior of
the error estimator is subsequently characterized introduc-
ing system-parameter uncertainties in the coefficients of
the CDR problem. The propagation of these uncertainties
is conducted using a polynomial chaos expansion and a
projection method, and convergence with respect to mesh
refinement is finally investigated.
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MS25

Coarse Approximation of Highly Oscillatory Ran-
dom Elliptic Problems

We consider an elliptic problem with highly oscillatory,
possibly random coefficients. We show how to approximate
it using a problem of the same type, but with constant and
deterministic coefficients, that are defined by an optimiza-
tion procedure. The approach is robust to the fact that the
information on the oscillatory coefficients in the equation
can be incomplete. In the limit of infinitely small oscilla-
tions of the coefficients, we illustrate the links between this

approach and the classical theory of homogenization, based
on solving corrector problems. Comprehensive numerical
tests and comparisons will be discussed, that show the po-
tential practical interest of the approach. This is joint work
with Claude Le Bris (Ecole des Ponts and Inria) and Simon
Lemaire. Reference: https://arxiv.org/abs/1612.05807
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MS25

Surrogate-based Bayesian Inversion for the Model
Calibration of Fire Insulation Panels

We outline an approach for the calibration of a finite ele-
ment model (FEM), describing the heat transfer in insula-
tion when exposed to fire, by using a full Bayesian inference
approach. The considered FEM uses so-called temperature
dependent effective material parameters. These parameters
are required for applying the improved component additive
method to determine the fire resistance of e.g. timber frame
assemblies. We herein propose a full Bayesian procedure,
that allows the sought model parameters to be calibrated in
an efficient way. We distinguish two approaches, namely
(1) a standard Bayesian parameter estimation approach
and (2) a more involved hierarchical Bayesian modeling
approach. The standard Bayesian approach is applicable
to the case of single measurements, where a best fit con-
sidering measurement and modeling errors is sought. The
hierarchical approach can be applied to cases where multi-
ple measurements under differing experimental conditions
are available, so as to capture the variability of effective
material parameters across experiments. Bayesian infer-
ence is typically carried out using computationally expen-
sive Markov Chain Monte Carlo (MCMC) simulations. To
circumvent these limitations, we use a surrogate modeling
technique (polynomial chaos expansion). This surrogate
model can be used in MCMC simulations instead of the ac-
tual forward model and helps reducing the computational
burden to a feasible level.

Paul-Remo Wagner
ETH Zürich
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MS26

Inherent Limitations to Parameter Estimation in
Cancer Incidence Data

Multistage clonal expansion models are used to tie cancer
incidence data to the modeled underlying biological pro-
cesses of carcinogenesis. Characterizing the amount and
form of the information available in cancer incidence data
for this class of models is vitally important for understand-
ing the implications of parameter estimates for the under-
lying biology and for predictions of future cancer incidence
rates. We use profile likelihood methods from practical
identifiability analysis to show that the usual cancer inci-
dence data has inherently less information than theoretical
structural identifiability analysis suggests, allowing us to
systematically reduce the dimension of the estimated pa-
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rameter space.
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Structural Identifiability Analysis of Matrix Mod-
els for Structured Populations

Matrix models are commonly used in ecology and natural
resource management, where they provide suitable model-
ing frameworks for age and stage structured populations.
In this talk, we will examine how the model parameteriza-
tion affects behavior and parameter estimation using iden-
tifiability and sensitivity analysis methods. We use both
structural and practical identifiability analysis to examine
which parameters can be estimated uniquely from data.
We then use a combination of local and global sensitivity
analysis to evaluate which parameters are strong potential
intervention targets. The methods developed for examin-
ing the matrix models considered here can also be general-
ized to a range of matrix and difference equation models.
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MS26

Parameter Identifiability and Effective Theories in
Physics, Biology, and Beyond

The success of science is due in large part to the hierarchical
nature of physical theories. These effective theories model
natural phenomena as if the physics at macroscopic length
scales were almost independent of the underlying, shorter-
length-scale details. The efficacy of these simplified mod-
els can be understood in terms of parameter identifiability.
Parameters associated with microscopic degrees of freedom
are usually unidentifiable as quantified by the Fisher Infor-
mation Matrix. I apply an information geometric approach
in which a microscopic, mechanistic model is interpreted as
a manifold of predictions in data space. Model manifolds
are often characterized by a hierarchy of boundaries–faces,
edges, corners, hyper-corners, etc. These boundaries cor-
respond to reduced-order models, leading to a model re-
duction technique known as the Manifold Boundary Ap-
proximation Method. In this way, effective models can be
systematically derived from microscopic first principles for
a variety of complex systems in physics, biology, and other
fields.
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MS27

Adaptive Meshfree Backward SDE Filter

An adaptive meshfree approach is proposed to solve the
nonlinear filtering problem based on forward backward
stochastic differential equations. The algorithm relies on
the fact that the solution of the forward backward stochas-
tic differential equations is the unnormalized filtering den-
sity as required in the nonlinear filtering problem. Adap-
tive space points are constructed in a stochastic manner to
improve the efficiency of the algorithm. We also introduce
a Markov chain Monte Carlo resampling method to address
the degeneracy problem of the adaptive space points. Nu-
merical experiments are carried out against the auxiliary
particle filter method in the rugged double well potential
problem as well as the multi-target tracking problem to
demonstrate the superior performance of our algorithm.
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MS27

Multilevel Picard Approximations for High-
dimensional Nonlinear Parabolic Partial Differ-
ential Equations and High-dimensional Nonlinear
Backward Stochastic Differential Equations

We introduce, for the first time, a family of algorithms for
solving general high-dimensional nonlinear parabolic par-
tial differential equations with a polynomial complexity in
both the dimensionality and the reciprocal of the accu-
racy requirement. The algorithm is obtained through a
delicate combination of the Feynman-Kac and the Bismut-
Elworthy-Li formulas, and an approximate decomposition
of the Picard fixed- point iteration with multi-level accu-
racy. The algorithm has been tested on a variety of non-
linear partial differential equations that arise in physics
and finance, with very satisfactory results. Analytical
tools needed for the analysis of such algorithms, includ-
ing a nonlinear Feynman-Kac formula, a new class of semi-
norms and their recursive inequalities, are also introduced.
They allow us to prove that for semi-linear heat equations,
the computational complexity of the proposed algorithm is
bounded by O(d ∗ ε−4) for any d > 0, where d is the di-
mensionality of the problem and ε ∈ (0, 1) is the prescribed
accuracy.
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Deep Optimal Stopping: Solving High-dimensional
Optimal Stopping Problems with Deep Learning

Optimal stopping problems suffer from the curse of dimen-
sionality. This talk concerns a new deep learning method
for solving high-dimensional optimal stopping problems. In
particular, the introduced algorithm can be employed for
solving optimal equipment replacement problems and for
the pricing of American options with a large number of
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underlyings. The presented algorithm is in fact applica-
ble to a very broad class of financial derivatives (such as
path-dependent American, Bermudan, and Asian options)
as well as multifactor underlying models (such as Heston-
type stochastic volatility models, local volatility models,
and jump-diffusion models). Moreover, the algorithm al-
lows to approximatively compute both the price as well
as an optimal exercise strategy for the American option
claim. Numerical results on benchmark problems are pre-
sented which suggest that the proposed algorithm is highly
effective in the case of many underlyings, in terms of both
accuracy and speed.
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MS27

Bayesian Inference via Filtering Equations for Fi-
nancial Ultra-high Frequency Data

We propose a general partially-observed framework of
Markov processes with marked point process observations
for ultra-high frequency (UHF) transaction price data, al-
lowing other observable economic or market factors. We
develop the corresponding Bayesian inference via filter-
ing equations to quantify parameter and model uncer-
tainty. Specifically, we derive filtering equations to char-
acterize the evolution of the statistical foundation such as
likelihoods, posteriors, Bayes factors and posterior model
probabilities. Given the computational challenge, we pro-
vide a convergence theorem, enabling us to employ the
Markov chain approximation method to construct consis-
tent, easily-parallelizable, recursive algorithms. The algo-
rithms calculate the fundamental statistical characteristics
and are capable of implementing the Bayesian inference in
real-time for streaming UHF data, via parallel computing
for sophisticated models. The general theory is illustrated
by specific models built for U.S. Treasury Notes transac-
tions data from GovPX and by Heston stochastic volatility
model for stock transactions data.
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MS28

Sobol’ Indices for Sensitivity Analysis with Depen-
dent Inputs

When performing global sensitivity analysis (GSA), it is
often assumed, for the sake of simplicity, for lack of infor-
mation or for sheer expediency, that uncertain variables
in the model are independent. It is intuitively clear-and
easily confirmed through simple examples-that applying a
GSA method designed for independent variables to a set of
correlated variables generally leads to results that hard to
interpret, at best. We generalize the probabilistic frame-
work for GSA pioneered by Sobol’ to problems with corre-
lated variables; this is done by reformulating his indices in
terms of approximation errors rather than variance analy-
sis. The implementation of the approach and its computa-
tional complexity are discussed and illustrated on synthetic
examples.
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Global Sensitivity Analysis of Models with Depen-
dent and Independent Inputs

Global sensitivity analysis (GSA) is used to identify key pa-
rameters whose uncertainty most affects the model output.
This information can be used to rank variables, fix or elim-
inate unessential variables and thus decrease problem di-
mensionality. Variance-based Sobol sensitivity indices (SI)
are most frequently used in practice owing to their effi-
ciency and ease of interpretation. Most existing techniques
for GSA were designed for models with independent inputs.
In many cases, there are dependencies among inputs, which
may have a significant impact on the results. Such depen-
dences in a form of correlations have been considered in our
previous works. There is a wide class of models involving
inequality constraints which impose structural dependen-
cies between model variables. In this case, the parameter
space may assume any shape depending on the number and
nature of constraints. This class of problems encompasses
a wide range of situations encountered in the natural sci-
ences, engineering, economics, etc, where model variables
are subject to certain limitations imposed e.g. by conser-
vation laws, geometry, costs etc. In this talk, we consider
two approaches for estimating Sobol SI for constraint GSA.
The classical one is based on using direct integral formu-
las. In the second approach, a metamodel of the original
full model is constructed first and then this metamodel is
used for estimating Sobol SI. This approach significantly
reduces the cost of evaluation Sobol SI.
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MS28

Goal-oriented Sensitivity Analysis Using
Perturbed-law Based Indices

One of the most critical hypothesis in uncertainty propaga-
tion studies is the choice of the distributions of uncertain
input variables which are propagated through a compu-
tational model. In general, such probability distributions
come from various sources : statistical inference, design
or operation rules, expert judgment, etc. In all cases, the
probabilistic models for these variables are established with
a certain level of accuracy or confidence. Hence, bring-
ing stringent justifications to the overall approach requires
quantifying the impact of the assumptions made on the
input laws on the output criterion. Perturbed Law based
Indices (PLI) perform such a robustness analysis, differ-
ent from the standard sensitivity analysis methods. The
principle is to assess the influence of a perturbation on a
parameter or a moment of the input distribution, on some
output quantity of interest. Any quantity of interest can
be considered, as the mean of the model output, its vari-
ance, a probability that the output exceeds a threshold or
a quantile of the output.
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Shapley Effects for Sensitivity Analysis with De-
pendent Inputs

Global sensitivity analysis of a numerical model consists
in quantifying, by the way of sensitivity indices, the con-
tributions of each of its input variables in the variability
of its output. Based on the functional variance analysis,
the popular Sobol indices present a difficult interpretation
in the presence of statistical dependence between inputs.
Recently introduced, the Shapley effects, which consist of
allocating a part of the variance of the output at each in-
put, are promising to solve this problem. In this talk, from
several analytical results, we study the effects of linear cor-
relation between some Gaussian input variables on Shapley
effects, comparing them to classical first-order and total
Sobol indices. This illustrates the interest, in terms of in-
terpretation, of the Shapley effects in the case of dependent
inputs. We also empirically study the numerical conver-
gence of estimating the Shapley effects. For the engineer-
ing practical issue of computationally expensive models, we
show that the substitution of the model by a metamodel
makes it possible to estimate these indices with precision.
The results presented during that talk include joint work
with Art Owen (Stanford University, USA) and Bertrand
Iooss (EDF, Paris, France).
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MS29

High-dimensional Stochastic Inversion via Adjoint
Models and Machine Learning

Performing stochastic inversion on a computationally ex-
pensive forward simulation model with a high-dimensional
uncertain parameter space (e.g. a spatial random field)
is computationally prohibitive even with gradient informa-
tion provided. Moreover, the ‘nonlinear’ mapping from
parameters to observables generally gives rise to non-
Gaussian posteriors even with Gaussian priors, thus ham-
pering the use of efficient inversion algorithms designed for
models with Gaussian assumptions. In this paper, we pro-
pose a novel Bayesian stochastic inversion methodology,
characterized by a tight coupling between a gradient-based
Langevin Markov Chain Monte Carlo (LMCMC) method
and a kernel principal component analysis (KPCA). This
approach addresses the ’curse-of-dimensionality’ via KPCA
to identify a low-dimensional feature space within the
highdimensional and nonlinearly correlated spatial random
field. Moreover, non-Gaussian full posterior probability
distribution functions are estimated via an efficient LM-
CMC method on both the projected lowdimensional fea-
ture space and the recovered high-dimensional parameter
space. We demonstrate this computational framework by
integrating and adapting recent developments such as data-
driven statistics-on-manifolds constructions and reduction-
through-projection techniques to solve inverse problems in
linear elasticity.
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An Iterative Local Updating Ensemble Smoother
for High-dimensional Inverse Modeling with Mul-
timodal Distributions

Ensemble smoother (ES) has been widely used in high-
dimensional inverse modeling. However, its application is
limited to problems where uncertain parameters approxi-
mately follow Gaussian distributions. For problems with
multimodal distributions, using ES directly would be prob-
lematic. One solution is to use a clustering algorithm to
identify each mode, which is not very efficient when the
dimension is high or the number of modes is large. Al-
ternatively, we propose in this paper a very simple and
efficient algorithm, i.e., the iterative local updating ensem-
ble smoother (ILUES), to explore multimodal distributions
in high-dimensional problems. This algorithm is based on
updating local ensembles of each sample in ES to explore
possible multimodal distributions. To achieve satisfactory
data matches in nonlinear problems, we adopt an itera-
tive form of ES to assimilate the measurement multiple
times. Five numerical case studies are tested to show the
performance of the proposed method. To show its applica-
bility in practical problems, we test the ILUES algorithm
with three inverse problems in hydrological modeling that
have multimodal prior distribution, multimodal posterior
distribution and a large number of unknown parameters,
respectively.
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MS29

Using Surrogate Models to Accelerate Bayesian In-
verse UQ

The laser flash experiment is a wellknown technique used
to determine the unknown thermal diffusivity of a material.
The temperature of a material specimen is measured using
an infrared sensor at discrete times over a time interval
containing a heating laser flash. The temperature of the
specimen is modelled as the solution of a timedependent
partial differential equation (PDE). As their actual values
are unknown, some parameters of the PDE are modelled
as random variables. Such parameters include the coef-
ficients (including the thermal diffusivity) and boundary
conditions. We pose the problem of estimating the ther-
mal diffusivity as a Bayesian inverse problem, aiming to
approximate the posterior distribution, given experimen-
tal data obtained from a laser flash experiment. Markov
chain Monte Carlo (MCMC) sampling algorithms require
calculation of the posterior density at each iteration. Here,
each evaluation of the posterior requires the timedependent
PDE to be solved numerically. This results in an incredibly
computationally expensive routine, taking days to produce
enough samples to approximate the posterior sufficiently
well. We use a surrogate model within an MCMC rou-
tine to reduce this cost. Specifically, we use a stochastic
Galerkin FEM solution to the PDE as a surrogate for re-
peatedly computing deterministic FE solutions. Investiga-
tions into how both the speed and accuracy of the approx-
imation of the posterior are affected by this replacement
are presented.
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University of Manchester
james.rynn@manchester.ac.uk
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Louise Wright
National Physical Laboratory
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MS29

Learning Physical Laws from Noisy Data

We present a new data-driven approach to learn ordinary
and partial differential equations, particularly, shallow wa-
ter equations and Navier-Stokes equations. The key idea
is to identify the terms in the underlying fluid equations
and to approximate the weights of terms with error bars
using Bayesian machine learning algorithms. In particular,
Bayesian sparse feature selection and parameter estimation
are performed. Numerical experiments show the robust-
ness of the learning algorithms with respect to noisy data
and its ability to learn various candidate equations with er-
ror bars to represent the quantified uncertainty. Also, com-
parisons with sequential threshold least squares and lasso
are studied from noisy measurements. Prediction with er-
ror bars using our algorithm is illustrated at the end.

Sheng Zhang, Guang Lin, jiahao Zhang
Purdue University
zhan2694@purdue.edu, guanglin@purdue.edu, ji-
ahzhang2@outlook.com

MS30

Bridging High Performance Computing for Exper-
imental Neutron Sciences

This talk will focus on mathematics developed to help
bridge the computational and experimental facilities at
Oak Ridge National Laboratory (ORNL). This talk will
demonstrate that sparse sampling methods for large scale
experimental data can utilize HPC to analyze data for ex-
perimental neutron sciences. Sparse sampling has the abil-
ity to provide accurate reconstructions of data and images
when only partial information is available for measurement.
Sparse sampling methods have demonstrated to be robust
to measurement error. These methods have the potential
to scale to large computational machines and analysis large
volumes of data.

Rich Archibald
Oak Ridge National Laboratory
archibaldrk@ornl.gov

MS30

Efficient Numerical Methods for Stochastic
Schrodinger Equations

We study SIMPLEC algorithm for stochastic Schrodinger
equations.

Jialin Hong
Chinese Academy of Sciences
hjl@lsec.cc.ac.cn

MS30

Accounting for Model Error from Unresolved
Scales in Ensemble Kalman Filters by Stochastic
Parameterization

In this talk, the use of discrete-time stochastic parameter-
ization will be investigated by numerical experiments to
account for model error due to unresolved scales in en-
semble Kalman filters. The parameterization produces an
improved non-Markovian forecast model, which generates
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high quality forecast ensembles and improves filter perfor-
mance. Results are compared with the methods of dealing
with model error through covariance inflation and local-
ization (IL), using as an example the two-layer Lorenz-96
system.

Xuemin Tu
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MS30

A Probabilistic Analysis and Rare Event Study of a
Dynamical Queue for Modeling Human Operators

We study a model for task management for human opera-
tors. A novel approach to modeling the system is by con-
sidering a dynamical queue, in which a dynamical quantity
called the utilization ratio tracks the approximate stress
level an operator experiences while working. The case when
the service time of a task entering service is a deterministic
function of the utilization ratio has been well studied. The
function was found, via experimental studies, to follow a
Yerkes-Dodson law, a principle from psychology where hu-
man operators work more efficiently with more stress up
to a point, where further increases in stress will decrease
the effective work rate. We introduce a probabilistic ver-
sion of the queue, where the service time is conditionally
distributed on the value of the Yerkes-Dodson law and the
utilization ratio. We analyze the behavior of the probabilis-
tic dynamical queue when the service time distribution is
conditionally exponential via the method of supplementary
variables. We find its Chapman-Kolmogorov equations and
study its stationary distribution. We also study general
service time distributions via simulation. Rare events, such
as the probability of buffer overflow, are also considered.
Methodology adapted to this problem include perfect sim-
ulation via coupling from the past. Importance sampling
and splitting methods based on large deviations are used to
study rare events. Improvements to rare event simulation
is considered with use with transport maps.

Benjamin J. Zhang
Massachusetts Institute of Technology
bjz@mit.edu
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United Technologies Research Center
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MS31

A Scalable Design of Experiments Framework for

Optimal Sensor Placement

We present the design of experiments framework for sen-
sor placement in the context of state estimation of natural
gas networks. We aim to compute optimal sensor locations
where observational data are collected, by minimizing the
uncertainty in parameters estimated from Bayesian inverse
problems, which are governed by partial differential equa-
tions. The resulting problem is a mixed-integer nonlin-
ear program. We approach it with two recent heuristics
that have the potential to be scalable for such problems:
a sparsity-inducing approach and a sum-up rounding ap-
proach. We investigate two objectives: the total flow vari-
ance and the A-optimal design criterion. We conclude that
the sum-up rounding approach produces shrinking gaps
with increased meshes. We also observe that convergence
for white noise measurement error is slower than for the
colored noise case. For the A-optimal design, the solution
is close to the uniform distribution, but for the total flow
variance the pattern is noticeably different.

Jing Yu
university of Chicago
jingyu@galton.uchicago.edu

Mihai Anitescu
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MS31

Accelerated MCMC using Bayesian Optimization

Markov Chain Monte Carlo (MCMC) has become the main
computational workhorse in scientific computing for solv-
ing statistical inverse problems. It is difficult however to
use MCMC algorithms when the likelihood function is com-
putationally expensive to evaluate. The status quo tackles
this problem by emulating the computationally models up-
front based on a number of forward simulations, and then
the emulator is used in the MCMC simulation instead of
the actual model. However, this strategy has an obvious
drawback: how should one choose the initial number of for-
ward simulations to capture the complexity of the model
response? A novel Metropolis-Hastings algorithm is pro-
posed to sample from posterior distributions corresponding
to computationally expensive simulations. The main inno-
vation is emulating the likelihood function using Gaussian
processes. The proposed emulator is constructed on the
fly as the MCMC simulation evolves and adapted based
on the uncertainty in the acceptance rate. The algorithm
is tested on a number of benchmark problems where it is
shown that it significantly reduces the number of forward
simulations.

Asif Chowdhury, Gabriel Terejanu
University of South Carolina
asifc@email.sc.edu, terejanu@cse.sc.edu

MS31

Leader Selection in Stochastically Forced Consen-
sus Network

We are interested in assigning a pre-specified number of
nodes as leaders in order to minimize the mean-square de-
viation from consensus in stochastically forced networks.
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This problem arises in several applications including con-
trol of vehicular formations and localization in sensor net-
works. For networks with leaders subject to noise, we show
that the Boolean constraints (a node is either a leader or
it is not) are the only source of nonconvexity. By relax-
ing these constraints to their convex hull we obtain a lower
bound on the global optimal value. We also use a sim-
ple but efficient greedy algorithm to identify leaders and
to compute an upper bound. For networks with leaders
that perfectly follow their desired trajectories, we identify
an additional source of nonconvexity in the form of a rank
constraint. Removal of the rank constraint and relaxation
of the Boolean constraints yields a semidefinite program
for which we develop a customized algorithm well-suited
for large networks. Several examples ranging from regu-
lar lattices to random graphs are provided to illustrate the
effectiveness of the developed algorithms.

Fu Lin
United Technologies Research Center
linf@utrc.utc.com

MS31

Optimal Experimental Design for Metallic Fatigue
Data

The optimal planning of follow-up experiments requires
the specification of a model of interest and the applica-
tion of efficient computational methods for the exploration
of the design space. In this talk, we introduce a design
problem that arises from the information gathered from
fatigue tests performed at the Battelle Memorial Institute
upon unnotched sheet specimens of 75S-T6 aluminum al-
loys. For a comprehensive statistical analysis of the origi-
nal fatigue dataset, the calibration of some proposed mod-
els to deal with right-censored data and the treatment of
model comparison, see Babuška, I. et al., Bayesian infer-
ence and model comparison for metallic fatigue data, Com-
put. Methods Appl. Mech. Engrg. 304 (2016) 171-196.
Under a Bayesian framework, given some selected models,
we apply different computational techniques for the estima-
tion of the expected information gain to determine optimal
follow-up experiments.

Marco Scavino
Universidad de la Republica
Montevideo, Uruguay
mscavino@iesta.edu.uy

MS32

Bayesian Quadrature for Multiple Related Inte-
grals

Bayesian probabilistic numerical methods are a set of tools
providing posterior distributions on the output of numer-
ical methods. The use of these methods is usually moti-
vated by the fact that they can represent our uncertainty
due to incomplete/finite information about the continuous
mathematical problem being approximated. In this talk,
we demonstrate that this paradigm can provide additional
advantages, such as the possibility of transferring infor-
mation between several numerical methods. This allows
users to represent uncertainty in a more faithfully man-
ner and, as a by-product, provide increased numerical ef-
ficiency. We propose the first such numerical method by
extending the well-known Bayesian quadrature algorithm
to the case where we are interested in computing the inte-
gral of several related functions. We then demonstrate its
efficiency in the context of multi-fidelity models for com-

plex engineering systems, as well as a problem of global
illumination in computer graphics.

Francois-Xavier Briol
University of Warwick
f-x.briol@warwick.ac.uk

MS32

Adaptive Bayesian Quadrature for Approximate
Inference

Bayesian Quadrature (BQ) is a is a rigorous framework
for constructing posterior measures over integrals F =∫
f(x) dx and allows for the incorporation of explicit pri-

ors, active selection of evaluation nodes, as well as a sound
treatment of uncertainty. Despite its algebraic beauty, BQ
has found little practical use in machine learning. Com-
putational cost cubic in the number of evaluation nodes
countervails their spatial coverage and prevents GP-based
BQ from scaling to high-dimensional tasks. To achieve
competitiveness with state-of-the-art MCMC, the BQ prior
has to be tailored to the specific integration task. We fo-
cus on approximate inference as field of application, which
involves the computation of a potentially high-dimensional
integral, the evidence. In this setting, speed-up compared
to vanilla BQ can be achieved by specifically modeling a
positive integrand and by evaluating the integrand in an
adaptive manner in order to discover high-mass regions.
I will report on strategies as well as challenges in mak-
ing BQ practicable even for high-dimensional integration
problems.

Alexandra Gessner
Max-Planck Institute for Intelligent Systems
alexandra.gessner@tuebingen.mpg.de

MS32

Adaptive Bayesian Cubature using Quasi-Monte
Carlo Sequences

Multidimensional integrals are often evaluated by sim-
ple Monte Carlo methods. Quasi-Monte Carlo methods
employ correlated sequences whose empirical distribution
function better mimics the distribution defining the inte-
gral. The author and his collaborators have recently de-
veloped methods for adaptively determining the sample
size, n, of (quasi-)Monte Carlo methods needed to sat-
isfy the user’s error requirements. This talk describes an
approach where the integrand is assumed to arise from a
Gaussian process. Because quasi-Monte Carlo sequences
and their matching kernels are used, the computational
cost is O(n log n), rather than the typical O(n3) required
to determine the cubature weights and estimate the the
parameters in the covariance kernel. The credible interval
is used to determine the number of data sites required to
meet the predetermined error tolerance. We provide nu-
merical examples.

Fred J. Hickernell
Illinois Institute of Technology
Department of Applied Mathematics
hickernell@iit.edu

MS32

Fully Symmetric Sets for Efficient Large-Scale
Probabilistic Integration

Kernel-based approximation methods typically suffer from
the characteristic cubic computational and quadratic space
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complexity in the number of data points, hindering their
use in many applications where a lot of data is required.
We show that kernel (or Bayesian) quadrature rules, that
carry a probabilistic interpretation allowing for meaningful
quantification of uncertainty inherent to integral approxi-
mations, can be constructed efficiently for up to millions
of points and in high dimensions if the node set is a union
of fully symmetric sets, each such set consisting of all co-
ordinate permutations and sign changes of a given vector.
The central observation permitting (under some rather lax
assumptions on symmetricity of the kernel and the integra-
tion measure) fast and exact computation of kernel quadra-
ture weights is that all nodes in one fully symmetric set
share the same weight. Consequently, the number of dis-
tinct weights that need to be computed is greatly dimin-
ished. For selecting the fully symmetric sets we propose a
few different schemes, the most promising of these being
sparse grids. The main drawback of the method is that we
are not able to extend it beyond computing the quadrature
weights. In particular, principled fitting of kernel hyper-
parameters, especially in high dimensions, remains a chal-
lenge.

Toni Karvonen, Simo Särkkä
Aalto University
toni.karvonen@aalto.fi, simo.sarkka@aalto.fi

MS33

A Spatially-correlated Bayesian Gaussian Process
Latent Variable Model for Dimensionality Reduc-
tion

An increasingly critical ingredient for uncertainty quantifi-
cation tasks with high-dimensional stochastic spaces is the
construction of latent variable models that can discover and
represent underlying low-dimensional structure present in
the data. Furthermore, one often has knowledge about the
stochastic inputs in the form of an implicit model that can
be sampled to generate realizations, but does not provide
an explicit probability measure over the stochastic space.
Such models often provide a picture that is much more
realistic than random field models such as Gaussian pro-
cesses whose appeal lies in ones ability to easily perform
dimensionality reduction analytically (e.g. via KLE). In
this work, we extend the Bayesian Gaussian process la-
tent variable model [M. Titsias and N. D. Lawrence, AIS-
TATS10] by incorporating explicit prior spatial informa-
tion into the model reflecting the characteristics commonly
found in heterogeneous physical systems while exploiting
the spatial structure on which observations are taken to
make the method computationally efficient. Our method-
ology allows us to perform dimensionality reduction with
limited data and provides uncertainty estimates about the
discovered latent variables thanks to its Bayesian formula-
tion. We demonstrate the utility of the developed model
by doing inference on a variety of example data sets and
compare its performance to other approaches.

Steven Atkinson, Nicholas Zabaras
University of Notre Dame
satkinso@nd.edu, nzabaras@gmail.com

MS33

Scalable Inference with Transport Maps

Bayesian inference models often result in high-dimensional
non-standard distributions, against which there is seldom
an efficient and accurate way of computing integrals. We
first review the framework of transport maps, where we

construct an homeomorphism able to approximate the in-
tractable distribution by a tractable one. Its construction
is based on the solution of a variational problem defined
over the infinite-dimensional space of monotone transports.
We then show how these transports can be used to solve
high-dimensional Bayesian inference problems by exploit-
ing their intrinsic low-dimensional structure. Applications
in engineering, physics and finance will be used to showcase
the methodology.

Daniele Bigoni, Alessio Spantini, Youssef M. Marzouk
Massachusetts Institute of Technology
dabi@mit.edu, spantini@mit.edu, ymarz@mit.edu

MS33

An Approximate Empirical Bayesian Method for
Large-scale Linear-gaussian Inverse Problems

Abstract not available at time of publication.
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MS33

A Discrete Sequential Optimal Transport method
for Bayesian Inverse Problems

We present the Sequential Ensemble Transform (SET)
method for generating approximate samples from a high-
dimensional posterior distribution as a solution to Bayesian
inverse problems. Solving large-scale inverse problems is
critical for some of the most relevant and impactful scien-
tific endeavors of our time. Therefore, constructing novel
methods for solving Bayesian inverse problems in more
computationally efficient ways can have a profound impact
on the science community. This research derives the novel
SET method for exploring a posterior by solving a sequence
of discrete optimal transport problems, resulting in a series
of transport maps which map prior samples to posterior
samples, allowing for the computation of moments of the
posterior. We show both theoretical and numerical results,
indicating this method can offer superior computational ef-
ficiency when compared to other Sequential Monte Carlo
(SMC) methods. The SET method is shown to be superior
to SMC in cases where partical degenercy is more likely to
occur.
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MS34

Provably Convergent Multi-fidelity Bayesian Infer-
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ence using Adaptive Delayed Acceptance

Abstract not available at time of publication.
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MS34

Incorporating Epistemic Uncertainty from Lower-
fidelity Models in Bayesian Inverse Problems

This paper is concerned with the solution of model-based,
Bayesian inverse problems. As many other UQ tasks, this
is hindered by the significant cost associated with each for-
ward model evaluation and the large number of unknowns.
A popular strategy to alleviate these difficulties has been
the use of surrogate, lower-fidelity models which are much
cheaper to evaluate. Independently of the particulars, the
use of such surrogates introduces an additional source of
(epistemic) uncertainty. That is, regardless of the amount
of training data, the lower-fidelity model is incapable of
predicting exactly the output(s) of interest of the reference,
high-fidelity model. We adopt an augmented Bayesian
strategy that can account for this additional source of un-
certainty and reflect it in the posterior of the unknown
model parameters. The flexibility in terms of the number
and type of lower-fidelity model(s) employed, allows the use
of advanced inference strategies making use of derivatives
which further alleviate the computational burden. Fur-
thermore, the framework lends itself naturally to adaptive
refinements by identifying regions in the unknown param-
eter space where additional, high-fidelity runs are needed
in order to most efficiently refine the estimates obtained.
We demonstrate the performance of various Bayesian cou-
pling strategies between low and high-fidelity models in the
context of continuum thermodynamics.
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MS34

A Bayesian Interpretation of Kernel-based Meth-
ods for Multifidelity Approximation

A recently developed technique for forward uncertainty
quantification (UQ) uses the induced reproducing kernel
Hilbert space from a low-fidelity parametric model as a
tool to understand the parametric variability of a more
expensive high-fidelity model. This has been the corner-
stone of a multifidelity simulation technique that seeks to
attain accuracy comparable to an expensive high-fidelity
model with the cost of an inexpensive low-fidelity model.
We show that this methodology, explicitly developed for
forward UQ problems, has an interesting Bayesian inter-
pretation by introducing suitable notions of prior and pos-
terior distributions.

Akil Narayan
University of Utah
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MS34

Multifidelity Transport Maps for Bayesian Infer-
ence

Computational expense often prevents the use of Bayesian
techniques on large time-critical applications. Transport
maps, which are nonlinear random variable transforma-
tions, can be constructed offline (before collecting data)
and thus have the potential to significantly reduce the on-
line (after collecting data) cost of Bayesian inference. The
offline construction phase however, can also be computa-
tionally intractable. In this work, we outline a new multi-
fidelity approach to sample-based transport map construc-
tion. Computational costs and performance are discussed
in the context of sea-ice modeling.
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MS35

Mathematical and Statistical Model Misspecifi-
cations in Modeling Immune Response in Renal
Transplant Recipients

We examine uncertainty in clinical data from a kidney
transplant recipient infected with BK virus and investi-
gate mathematical model and statistical model misspeci-
fications in the context of least squares methodology. A
difference-based method is directly applied to data to de-
termine the correct statistical model that represents the
uncertainty in data. We then carry out an inverse prob-
lem with the corresponding iterative weighted least squares
technique and use the resulting modified residual plots to
detect mathematical model discrepancy. This process is
implemented using both clinical and simulated data. Our
results demonstrate mathematical model misspecification
when both simpler and more complex models are assumed
compared to data dynamics.

Neha Murad
Center for Research in Scientific Computation
North Carolina State University, Raleigh, NC, USA
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MS35

Estimating the Distribution of Random Parame-
ters in, and Deconvolving the Input Signal to, a
Diffusion Equation Forward Model for a Transder-
mal Alcohol Biosensor

The distribution of random parameters in a distributed pa-
rameter model with unbounded input and output for the
transdermal transport of ethanol is estimated. The model
takes the form of a diffusion equation with the input be-
ing the blood alcohol concentration (BAC) and the out-
put being the transdermal alcohol concentration (TAC).
Our approach is based on the reformulation of the under-
lying dynamical system in such a way that the random
parameters are now treated as additional space variables.
When the distribution to be estimated is assumed to be
defined in terms of a joint density, estimating the distribu-
tion is equivalent to estimating the diffusivity in a multi-
dimensional diffusion equation and thus well-established
finite dimensional approximation schemes, functional an-
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alytic based convergence arguments, optimization tech-
niques, and computational methods may all be employed.
Once the forward population model has been identified or
trained based on a sample from the population, the re-
sulting distribution can then be used to deconvolve the
BAC input signal from the biosensor observed TAC out-
put signal. In addition, our approach allows for the direct
computation of corresponding credible bands without sim-
ulation. We use our technique to estimate bivariate nor-
mal distributions and deconvolve BAC from TAC based on
data from a population that consists of multiple drinking
episodes from a single subject and a population consisting
of a single episode from multiple subjects.

Melike Sirlanci, I. Gary Rosen
Department of Mathematics
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MS35

Individual Level Modeling of Uncertainty in Infec-
tious Diseases

Appropriately modeling the uncertainty that underlies in-
dividual responses is crucial to building a useful predictive
model. Using sparse individual data to scale up and cal-
ibrate a population-level model has long been recognized
as a challenging and important problem in clinical trials of
preventive and therapeutic medicine. Recent efforts have
suggested that representing individual data as such, and
not as a response from an ‘average’ individual, provides
an improved informative framework, with which to more
accurately anticipate successes or failures to proposed in-
tervention strategies.

Karyn Sutton
Senior Research Scientist, Institute for Disease Modeling
ksutton@idmod.org

MS35

A Review of Algorithmic Tools for Causal Effect
Quantification

Researchers in applied statistics have developed a number
of methods for the quantification of treatment effect size
and variability from observational (i.e., non-experimental)
data. However, the these methods suffer two major limi-
tations. First, the proposed models may suffer from mis-
specifications as a result of marginalizing (unobserved la-
tent confounders) and conditioning (non-random selection
effects) relative to the data-generating model. Second, the
data collected is often censored or incomplete. As a result
of these uncertainties, inference methods associated with
such models are inefficient at best and totally incorrect at
worst. In this talk, several recent theoretical developments
are reviewed with a particular focus on algorithmic consid-
erations for the design of estimators that are both efficient
and robust. A few examples will be selected from fields of
public health, epidemiology, biology, etc.

Clay Thompson
Research Statistician Developer, SAS Institute
clay.thompson@sas.com

MS36

Gromovs Method for Stochastic Particle Flow Non-
linear Filters

We present a new exact stochastic particle flow filter, us-

ing a theorem of Gromov. Our filter is many orders of
magnitude faster than standard particle filters for high
dimensional problems, and our filter beats the extended
Kalman filter accuracy by orders of magnitude for difficult
nonlinear problems. Our theory uses particle flow to com-
pute Bayes rule, rather than a pointwise multiply. We do
not use resampling of particles or proposal densities or any
MCMC method. But rather, we design the particle flow
with the solution of a linear first order highly underdeter-
mined PDE. We solve this PDE as an exact formula which
is valid for arbitrary smooth nowhere vanishing densities.
Gromov proves that there exists a nice solution to a linear
constant coefficient PDE for smooth functions if and only
if the number of unknowns is sufficiently large (at least
the number of linearly independent equations plus the di-
mension of the state vector). A nice solution of the PDE
means that we do not need any integration, and hence it
is very fast. To dispel the mystery of Gromovs theorem
we show the simplest non-trivial example. We also show
several generalizations of Gromovs theorem. Particle flow
is similar to optimal transport, but it is much simpler and
faster because we avoid solving a variational problem. Op-
timal transport is deterministic whereas our particle flow
is stochastic, like all such algorithms that actually work
robustly.

Fred Daum
Raytheon
frederick e daum@raytheon.com

MS36

A Critical Overview of Controlled Interacting Par-
ticle Systems for Nonlinear Filtering

As the first talk in the Minisymposium, I will introduce
the control-based feedback particle filter algorithm and de-
scribe its relationship to the ensemble Kalman filter (e.g.,
Reich) as well as other types of particle flow algorithms
(e.g., Daum). I will review results from studies that have
shown favorable numerical comparisons for the control-
based algorithms when compared to the importance sam-
pling based algorithms (e.g., Berntorp, Stano, Surace). I
will describe the common aspects of the control-based algo-
rithms, in particular, the partial differential equation (pde)
that needs to be solved to obtain the control law. I will
carefully describe the associated numerical problem in the
interacting particle settings and review the state-of-the-art
algorithms for obtaining the solution. I will close with a
discussion of open theoretical and numerical problems in
this area. Advances on some of these problems (e.g., solu-
tion of the pde) will also be discussed as part of the other
talks (Meyn, Daum) in the Minisymposium.

Prashant G. Mehta
Department of Mechanical and Industrial Engineering
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mehtapg@illinois.edu

MS36

Feedback Particle Filter and the Poisson Equation

The particle filter is now a standard approximation of the
nonlinear filter for discrete time hidden Markov models.
The feedback particle filter is a more recent innovation that
is also based on particles. The major difference is that the
re-sampling step in the standard algorithm is replaced by
an innovation gain. This talk will begin with the basic
feedback particle filter algorithm, and focus on methods
to approximation the gain function K. A fascinating and
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valuable representation of the gain is as the gradient of a
solution to Poisson’s equation. Specifically, under general
conditions, K = ∇h, where h solves

Dh = −c̃ ,

D is the differential generator associated with a Langevin
diffusion, and c̃ is the observation function (centered to
have zero mean). Poisson’s equation arises in many other
areas of control and statistics, and there are many ap-
proaches available for approximations. Among these is
a variant of the celebrated TD-learning algorithm. It is
shown that the Langevin generator admits special struc-
ture that leads to more efficient approximation techniques
based on either a finite dimensional basis or kernel meth-
ods.

Sean Meyn
University of Florida
meyn@ece.ufl.edu

MS36

The Neural Particle Filter: Scalability and Biolog-
ical Implementation

The robust estimation of dynamical hidden features, such
as the position of prey, based on sensory inputs is one
of the hallmarks of perception. This dynamical estima-
tion can be rigorously formulated by nonlinear Bayesian
filtering theory. Recent experimental and behavioral stud-
ies have shown that animals performance in many tasks is
consistent with such a Bayesian statistical interpretation.
However, it is presently unclear how a nonlinear Bayesian
filter can be efficiently implemented in a network of neurons
that satisfies some minimum constraints of biological plau-
sibility. We argue that the Neural Particle Filter, which
is very similar to the Feedback Particle Filter, can serve
as a model of filtering by circuits in the brain, and discuss
some of the specific problems of interpreting such a particle
system as a network of neurons. Special attention is given
to the problems of scalability in the number of dimensions
and biological plausibility.

Simone Carlo Surace
Institute of Neuroinformatics, University of Zurich and
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MS37

Optimal Experimental Design using Laplace Based
Importance Sampling

In this talk, the focus is on optimizing strategies for the effi-
cient computation of the inner loop of the classical double-
loop Monte Carlo for Bayesian optimal experimental de-
sign. We propose the use of the Laplace approximation
as an effective means of importance sampling, leading to
a substantial reduction in computational work. This ap-
proach also efficiently mitigates the risk of numerical un-
derflow. Optimal values for the method parameters are de-
rived, where the average computational cost is minimized
subject to a desired error tolerance. We demonstrate the
computational efficiency of our method, as well as for a
more recent approach that approximates using the Laplace
method the return value of the inner loop. Finally, we

present a set of numerical examples showing the efficiency
of our method. The first example is a scalar problem that
is linear in the uncertain parameter. The second example
is a nonlinear scalar problem. The last example deals with
sensor placements in electrical impedance tomography to
recover the fiber orientation in laminate composites.

Joakim Beck
KAUST
joakim.beck@kaust.edu.sa

MS37

Optimal Design of Experiments in the Chemical
Industry

Validated dependable mathematical models are of ever
growing importance in science and engineering, and to-
day also driven by a serious demand of the industry. In
this context the new paradigmatic concept of digital twins
may be worth mentioning, which is becoming more and
more attractive among researchers from different industrial
companies. Its idea is that every new system, product or a
physical or economical process should be accompanied by
a digital twin, which comprises an ensemble of mathemat-
ical models and algorithms. It would ideally accompany
the process and be used among others to analyze data, pre-
dict malfunctioning and perform optimal operation. How-
ever, the application of mathematical models for the sim-
ulation, and even more for the optimization and control of
complex engineering processes requires their thorough val-
idation and calibration by parameter and state estimation
based on process data, which should preferably be obtained
by optimized experiments, and optimized measurement de-
signs. For the latter, very efficient numerical methods for
the complex non-standard optimal control problem of op-
timal experimental design for dynamic processes were de-
veloped, which have proven to be a powerful mathematical
instrument of high economic impact in industrial practice
- often cutting experimental costs by a factor of 5 to 10!
The talk will especially address numerous applications of
model validation methods from chemical engineering.
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MS37

Optimal Experimental Design Problem as Mixed-
integer Optimal Control Problem

The optimization of one or more dynamic experiments in
order to maximize the accuracy of the results of a parame-
ter estimation subject to cost and other technical inequal-
ity constraints leads to very complex non-standard opti-
mal control problems. One of the difficulties is that the
objective function is a function of a covariance matrix and
therefore already depends on a generalized inverse of the
Jacobian of the underlying parameter estimation problem.
Another difficulty is that in case of sampling design, we
deal with an optimal control problems with mixed-integer
controls. We are interested in the application of the Pon-
tryagins maximum principle in order to understand the
structure of the sampling design.

Ekaterina Kostina
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MS37

Generalized Laplace Method for Optimal Experi-
mental Design for Non-Gaussian Posteriors

The Laplace method has been shown to be very efficient in
computing the information criteria in the Bayesian design
of experiments. The assumption is usually that the poste-
rior distribution concentrates at a single point - the MAP
estimate. We extend the Laplace method to two more gen-
eral scenarios. In the first scenario, the posterior distribu-
tion has a compact support thus can be approximated by a
truncated Gaussian. In the second scenario, the unknown
parameters cannot be fully determined by the data from
the proposed experiments, hence the information gain is
computed only in the subspace where data is informative.

Quan Long
United Technologies Research Center
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MS38

Bayesian Filtering for Periodic, Time-varying Pa-
rameter Estimation

Many systems arising in biological applications are subject
to periodic forcing. In these systems, the forcing parameter
is not only time-varying but also known to have a periodic
structure. We show how nonlinear Bayesian filtering tech-
niques can be employed to estimate periodic, time-varying
parameters, while naturally providing a measure of uncer-
tainty in the estimation. Results are demonstrated using
data from several biological applications.
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MS38

Uncertainty in Estimation using the Prohorov Met-
ric Framework

Glioblastoma Multiforme (GBM) is a malignant brain can-
cer with a tendency to both migrate and proliferate. We
have modeled GBM using a random differential equation
version of the reaction-diffusion equation, where the diffu-
sion parameters D and growth rates are random variables.
We investigate the ability to perform the inverse problem to
recover the probability distributions of D and the growth
rates along with measures of their uncertainty using the
Prohorov metric. We give a brief overview of use of the
Prohorov metric which is equivalent to the weak* topol-
ogy on the space of probability measures when imbedded
in the topological dual of the space of bounded continuous
functions. This represents joint efforts with Erica Rutter
and Kevin Flores at NCSU.
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MS38

A Bayesian Framework for Strain Identification

from Mixed Diagnostic Samples

We present a statistical framework and computational
methods for disambiguation of pathogen strains in mixed
DNA samples. Our method is relevant for applications in
public health and can be used, for example, to identify
pathogens and monitor disease outbreak. Mathematically,
strain identification aims at simultaneously estimating a bi-
nary matrix and a real-valued vector such that their prod-
uct is approximately equal to the measured data vector.
The problem has a similar structure to blind deconvolu-
tion, but binary constraints are present in the formulation
and enforced in our approach. Following a Bayesian ap-
proach, we derive a posterior density and present two MAP
estimation methods that exploit the structure of the prob-
lem. The first one decouples the problem into smaller in-
dependent subproblems, whereas the second one converts
the problem to a task of convex mixed-integer quadratic
programming. The decoupling approach also provides an
efficient way to integrate over the posterior.
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MS38

Physical-model-based, Data-driven Approach To-
ward Noninvasive Prediction of Intracranial Pres-
sure

Intracranial pressure (ICP) monitoring is clinically signif-
icant to patients suffering cerebral decreases. However,
clinically accepted ICP measurement data can only be ob-
tained by invasive techniques, which have high risks for
patients. Although recent developments in mathematical
modeling on the cerebral hemodynamics have enabled us to
better understand the mechanisms that drive ICP dynam-
ics, the accuracy of the model predictions is far from being
clinically accepted. On the other hand, noninvasive mea-
surement techniques are widely used in clinical practice,
and thus more and more ICP-related measurement data
become available. In this work, the objective is to leverage
the use of both the physical model and ICP-related data
to better estimate intracranial dynamics noninvasively. To
this end, a simulation-based, data-driven framework is de-
veloped based on a multiscale model of cerebral hemody-
namics and iterative ensemble Kalman method. Measure-
ment data of cerebral blood flow velocities (CBFV) from
noninvasive techniques, e.g., Transcranial Doppler Ultra-
sound, are assimilated. Numerical results demonstrate the
merits of the proposed framework.
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MS39

Data-driven and Reduced Order Modeling : An
Attempt at a Taxonomy of Approaches

With the growing interest in data-driven and reduced or-
der approaches, there is a pressing need to classify different
problem formulations and approaches using a consistent
language. Since this field is inherently multi-disciplinary,
even the use of basic terms such as ”prediction” or ”esti-
mation” tend to be confusing and often misused. In this
talk, an attempt is made at establishing a taxonomy of ap-
proaches in data-driven and reduced order modeling. Dif-
ferent classes of problems that are addressed by these ap-
proaches will be categorized and examples from literature
will be provided. The intent of this talk is to set the stage
for the use of a common terminology such that the com-
munity can - in the future - efficiently navigate literature
and more easily exchange ideas.

Karthik Duraisamy
University of Michigan Ann Arbor
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MS39

Offline-enhanced Reduced Basis Method through
Adaptive Construction of the Surrogate Training
Set

The Reduced Basis Method (RBM) is a popular certified
model reduction approach for solving parametrized par-
tial differential equations. One critical stage of the offline
portion of the algorithm is a greedy algorithm, requiring
maximization of an error estimate over parameter space.
In practice this maximization is usually performed by re-
placing the parameter domain continuum with a discrete
”training” set. When the dimension of parameter space
is large, it is necessary to significantly increase the size
of this training set in order to effectively search parame-
ter space. Large training sets diminish the attractiveness
of RBM algorithms since this proportionally increases the
cost of the offline phase. In this work we propose novel
strategies for offline RBM algorithms that mitigate the
computational difficulty of maximizing error estimates over
a training set. The main idea is to identify a subset of the
training set, a ”Surrogate Training Set” (STS), on which
to perform greedy algorithms. The STS’s we construct
are much smaller in size than the full training set, yet our
examples suggest that they are accurate enough to induce
the solution manifold of interest at the current offline RBM
iteration. We demonstrate the algorithm through numer-
ical experiments, showing that it is capable of accelerat-
ing offline RBM procedures without degrading accuracy,
assuming that the solution manifold has rapidly decaying
Kolmogorov width.
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MS39

Inverse Regression-based Uncertainty Quantifica-
tion for High Dimensional Models

Many uncertainty quantification (UQ) approaches suffer
from the curse of dimensionality, that is, their compu-
tational costs become intractable for problems involving
many uncertainty parameters. In these situations, the
classic Monte Carlo (MC) often remains the preferred

method of choice because its convergence rate O(n1/2),
where n is the required number of model simulations, does
not depend on the dimension of the problem. However,
many high-dimensional UQ problems are intrinsically low-
dimensional, because the variation of the quantity of in-
terest (QoI) is often caused by only a few latent param-
eters varying within a low-dimensional subspace, known
as the sufficient dimension reduction (SDR) subspace in
the statistics literature. Motivated by this observation,
we propose two inverse regression-based UQ algorithms
(IRUQ) for high-dimensional problems. Both algorithms
use an inverse regression method, e.g., the sliced inverse
regression (SIR) method, to convert the original high-
dimensional problem to a low-dimensional one, which is
then efficiently solved by building a response surface for
the reduced model, e.g., via the polynomial chaos expan-
sion. While the first algorithm relies on the existence of an
exact dimension reduction subspace, the second algorithm
applies to a broader set of problems where the dimension
reduction is approximate.
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MS39

Dimension Reduction-Accelerated Parameter Esti-
mation

A grand challenge in uncertainty quantification is the so-
lution of inverse problem governing by partial differential
equations (PDEs). The forward problem is usually charac-
terized by a large dimensional parameter field. As a result,
direct solving this hundred to thousand-parameter prob-
lem is computational infeasible. Instead we rely on the
Bayesian solution to seek the most probable combination of
the parameters. The Markov chain Monte Carlo (MCMC)
method provides a powerful tool to generate the posterior
distributions of the parameters as well as the most prob-
able point in the parameter space. In this work, we also
utilize the gPC surrogates and combine the state to the art
dimensional reduction technique to accelerate the MCMC
evaluation. The data driven dimensional reduction based
on the conditional random field provides a tractable ap-
proach to estimate the spatial dependent coefficient with
only a few measurements.

Jing Li
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MS40

Efficient Bathymetry Estimation in the Presence of
Model and Observation Uncertainties

The high cost and complex logistics of using ship-based
surveys for bathymetry estimation have encouraged the
use of remote sensing techniques. Data assimilation meth-
ods combine the remote sensing data and hydrodynamic
models to estimate the unknown bathymetry and the cor-
responding uncertainties. In particular, several recent ef-
forts have combined Kalman Filter-based techniques such
as ensemble-based Kalman filters with indirect video-based
observations to address the bathymetry inversion problem.
However, these methods often suffer from ensemble collapse
and uncertainty underestimation. We present scalable and
robust methods for bathymetry estimation problem with
the presence of model and observation uncertainty and
show the robustness and accuracy of the proposed meth-
ods with nearshore bathymetry estimation and river depth
imaging examples.
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MS40

Approximate Bayesian Inference under Reduced
Model in Inverse Problem and Uncertainty Quan-
tification

Abstract not available at time of publication.
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MS40

Bayesian Inference and Multiscale Model Reduc-
tion for Inverse Problems

In the talk, we present a strategy for accelerating poste-

rior inference for statistical inverse problems. In many in-
ference problems, the posterior may be concentrated in a
small portion of the entire prior support. It will be much
more efficient if we build and simulate a surrogate only
over the significant region of the posterior. To this end,
we construct a reduced order model, and an intermedi-
ate distribution is built using the approximate sampling
distribution based on the reduced order model. Then we
reconstruct another reduced order based on the interme-
diate distribution to explore a surrogate posterior. For
Bayesian inference, Markov chain Monte Carlo is used to
explore the surrogate posterior density, which is based on
the surrogate likelihood and the intermediate distribution.
The idea is extended to Bayesian data assimilation, where
the priors are dynamically updated as more observation
date is available. The reduced order model is also dynam-
ically updated in the data assimilation. Compared with
the surrogate model directly based on the original prior,
the proposed method improves the efficiency of the pos-
terior exploration and reduces uncertainty for parameter
estimation and model prediction. The proposed approach
is studied in context of multiscale model reduction and ap-
plied to the inverse problems for time fractional diffusion
models in porous media.
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MS40

An Adaptive Reduced Basis Anova Method for
High-dimensional Bayesian Inverse Problems

Abstract not available at time of publication.
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MS41

Ordered Line Integral Methods for Computing the
Quasi-potential

The quasi-potential is a key function in the Large Devia-
tion Theory. It characterizes the difficulty of the escape
from the neighborhood of an attractor of a stochastic non-
gradient dynamical system due to the influence of small
white noise. It gives an estimate of the invariant proba-
bility distribution in the neighborhood of the attractor up
to the exponential order and allows one to readily com-
pute the maximum likelihood escape path. I will present a
new family of methods for computing the quasi-potential
on a regular mesh in 2D and 3D named the Ordered Line
Integral Methods (OLIMs). Similar to Vladimirsky’s and
Sethian’s Ordered Upwind methods, OLIMs employ the
dynamical programming principle. Contrary to it, they (i)
feature a new hierarchical approach for the use of com-
putationally expensive triangle updates, and (ii) directly
solve local minimization problems using quadrature rules
instead of solving the corresponding Hamilton-Jacobi-type
equation by the first order finite difference upwind scheme.
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These differences enable a notable speed-up and a dramatic
reduction of error constants (up to 1000 times).
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MS41

Computing the Quasi-Potential in Systems with
Anisotropic Diffusion

It is natural to model a number of biological phenomena us-
ing SDEs with varying and anisotropic diffusion term. An
example is the model for gene regulation in Lambda Phage
(Aurell and Sneppel, 2002). The question of interest there
is the transition from the phase where the phage repro-
duces within the cell without killing it to the one where
it kills it. I will introduce a modification of an Ordered
Line Integral Method for the case of variable anisotropic
diffusion for computing the quasi-potential, the key func-
tion determining transition rates and Maximum Likelihood
Paths (MLPs) in the small noise case. A collection of accu-
racy tests will be presented. The effects of the anisotropy
on the quasi-potential and MLPs will be demonstrated on
the Maier-Stein model. Finally, an application of the pro-
posed solver to the analysis of the Lambda Phage gene
regulation model will be discussed.

Daisy Dahiya
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MS41

Optimal and Robust Control for Piecewise-
deterministic Processes.

Piecewise-deterministic (PD) processes provide a conve-
nient framework for modeling non-diffusive stochastic per-
turbations in a planning environment. (E.g., changes in
the wind direction when planning a path for a sailboat.)
These stochastic switches are typically modeled through a
continuous-time Markov chain on a set of ”deterministic
modes”, with transition probabilities estimated using his-
torical data. This mathematical formalism leads to a sys-
tem of weakly-coupled PDEs (one for each mode) and addi-
tional computational challenges. In this talk we will discuss
several notions of optimality and robustness for controlling
PD processes, focusing on numerical techniques needed to
make them practical. [Joint work with Zhengdi Shen.]
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MS41

Rare Event Study on the Checkpoint Activation in
the Budding Yeast Cell Cycle

Abstract not available at time of publication.
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MS42

Compressive Sensing with Cross-validation and

Stop-sampling for Sparse Polynomial Chaos Ex-
pansions

Compressive sensing is a powerful technique for recover-
ing sparse solutions of underdetermined linear systems,
which is often encountered in UQ of expensive and high-
dimensional physical models. We perform numerical stud-
ies employing several compressive sensing solvers that tar-
get the unconstrained LASSO formulation, with a fo-
cus on linear systems that arise in the construction of
polynomial chaos expansions. With core solvers of l1 ls,
SpaRSA, CGIST, FPC AS, and ADMM, we develop tech-
niques to mitigate overfitting through an automated selec-
tion of regularization constant based on cross-validation,
and a heuristic strategy to guide the stop-sampling deci-
sion. Practical recommendations on parameter settings for
these techniques are provided and discussed. The over-
all method is applied to large eddy simulations of super-
sonic turbulent jet-in-crossflow involving a 24-dimensional
input. Through empirical phase-transition diagrams and
convergence plots, we illustrate sparse recovery perfor-
mance with polynomial chaos bases, accuracy and com-
putational expense tradeoffs between bases of different de-
grees, and practicability of conducting compressive sensing
for a realistic, high-dimensional physical application. We
find ADMM to have demonstrated empirical advantages
through consistent lower errors and faster computational
times.
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MS42

Enhanced Sparse Recovery of Polynomial Chaos
Expansions Using Dimension Adaptation and
Near-optimal Sampling

Compressive sampling has become a widely used approach
to construct polynomial chaos surrogates when the number
of available simulation samples is limited. Originally, these
expensive simulation samples would be obtained at random
locations in the parameter space. In this presentation, we
discuss algorithms that can be used to (1) reduce the di-
mensionality of the polynomial representation and (2) iden-
tify the sample locations in a proper way. The proposed
dimension reduction approach incrementally explores sub-
dimensional expansions for a sparser/more accurate recov-
ery. The near-optimal algorithm builds upon coherence-
optimal sampling, and identifies near-optimal sample loca-
tions that lead to enhancement of cross-correlation prop-
erties of the measurement matrix. We provide several nu-
merical examples to demonstrate the proposed strategies
produce substantially more accurate results, compared to
other strategies in the literature.

Negin Alemazkoor, Hadi Meidani
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MS42

Time and Frequency Domain Methods for Sparse
Basis Selections in Random Linear Dynamical Sys-
tems

We consider linear dynamical systems consisting of ordi-
nary differential equations with random variables. A quan-
tity of interest is defined as an output of the system. We
represent the quantity of interest in a polynomial chaos
expansion, which includes orthogonal basis polynomials.
Now the aim is to determine a low-dimensional approxi-
mation (or sparse approximation), where just a few basis
polynomials are required for a sufficiently accurate rep-
resentation of the quantity of interest. We investigate a
time domain method and a frequency domain method for
the identification of a low-dimensional approximation. On
the one hand, the stochastic Galerkin method is applied
to the random linear dynamical system. A frequency do-
main analysis of the Galerkin system yields a measure for
the importance of basis polynomials and thus a strategy
for the selection of basis functions. On the other hand, a
sparse minimization chooses the basis polynomials by infor-
mation from the time domain only. Therein, an orthogonal
matching pursuit produces an approximate solution of the
minimization problem. The two approaches are compared
using a test example from a mechanical application. Nu-
merical results are presented. In particular, we illustrate
the choice of the basis polynomials in the two methods.
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MS42

High-dimensional Function Approximation Via
Weighted L1 Minimization with Gradient-
augmented Samples

Many physical problems involve approximating high-
dimensional functions with a limited number of sampling
points. It is seen that the high-dimensional function in-
terpolation problem has various applications such as un-
certainty quantification. For example, in order to com-
pute a quantity of interest for the parametric PDE, high-
dimensional function approximation is often required. In
this talk, we present the work of interpolating a high-
dimensional function using the weighted �1 minimization
technique when both points for the original function and
its derivatives are sampled. With additional derivative in-
formation, we see a numerical improvement over the case
only samples points from the original function. Theoreti-
cally, we show that with exactly the same complexity as in
the case of function samples only, the gradient enhanced
method gives a better error bound in the Sobolev-type
norm as opposed to the L2 norm.
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MS43

Multi-reduction MCMC Methods for Bayesian In-
verse Problem

We propose a Monte-Carlo methods for Bayesian inverse
problem with nested reduced-order models. Details as-
sumptions and rigorous proofs on the efficiency of the pro-
posed multi-reduction MCMC will be provided. Numeri-
cal results will be presented to validate the theoretical ap-
proaches.
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MS43

Multilevel DILI

In this paper we combine two state-of-the-art MCMC al-
gorithms: Multilevel MCMC (MLMCMC) and Dimension-
Independent Likelihood-Informed (DILI) MCMC. Both
these algorithms have been shown to significantly improve
on existing MCMC algorithms in the context of high-
dimensional PDE-constrained Bayesian inverse problems.
We will show that the gains of the two approaches are
complementary and that the combination of the two out-
performs each of the individual algorithms. While MLM-
CMC reduces the computational cost by shifting most of
the work from high-fidelity approximations of the underly-
ing PDE to coarser and cheaper ones, DILI uses low-rank
approximations of the Hessian of the posterior to obtain
good proposals within the core MCMC step. In particular,
in DILI MCMC the high-dimensional parameter space is
split into a low-dimensional Likelihood-Informed Subspace
and its complement, resulting in low rejection rates and fast
mixing. We show that a hierarchy of likelihood-informed
subspaces across the different levels of the MLMCMC al-
gorithm can be defined consistently and updated cheaply,
even when the number of parameters increases as the level
increases. We introduce a proposal scheme that asymptot-
ically converges to the correct posterior distribution of the
parameters on each level, given the distribution of the pa-
rameters on the coarser levels, even when the input random
field is not parametrised via a Karhunen-Loève expansion.
Numerical experiments confirm the gains.

Gianluca Detommaso
University of Bath
detommaso.gianluca@gmail.com

Tiangang Cui
Monash University
tiangang.cui@monash.edu

Robert Scheichl
University of Bath
r.scheichl@bath.ac.uk

MS43

Multilevel Ensemble Transform Methods for
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Bayesian Inference

Ensemble transform methods are useful frameworks for a
Bayesian approach to data-assimilation. For example, an
Ensemble Transform Particle Filter (ETPF) uses a deter-
ministic transform from forecast to analysis ensembles at
each assimilation step, instead of a traditional random re-
sampling step. With the use of localisation, one can also ex-
tend the scheme to high-dimensional cases. This provides
a framework to implement data-assimilation on PDEs con-
taining random coefficients or that have trajectories mod-
elled by a Brownian Motion. However the computational
cost of propagating ensembles of realisations of these PDEs
can be very large. This talk details algorithms to apply
the efficient multilevel Monte Carlo (MLMC) approach to
ensemble transform methods, in particular the ETPF; dis-
cussing its effectiveness. The challenge here is being able
to couple the analysis ensembles of the coarse and fine dis-
cretizations in the MLMC framework; this is an active area
of research. Through proof of concepts, the algorithms con-
sidered are shown to speed-up the propagation of ensembles
within filtering estimators, with a fixed order of accuracy,
from their standard counterparts.
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MS43

Multilevel Sequential2 Monte Carlo for Bayesian
Inverse Problems

The identification of parameters in mathematical models
using noisy observations is a common task in uncertainty
quantification. We employ the framework of Bayesian in-
version: we combine monitoring and observational data
with prior information to estimate the posterior measure
of a parameter. Specifically, we are interested in the proba-
bility measure of a diffusion coefficient of an elliptic partial
differential equation. In this setting, the sample space is
high-dimensional, and each sample of the solution of the
partial differential equation is expensive. To address these
issues we propose a novel Sequential Monte Carlo sampler
for the approximation of the posterior measure. Classical,
single-level Sequential Monte Carlo constructs a sequence
of probability measures, starting with the prior measure,
and finishing with the posterior measure. The intermediate
probability measures arise from a tempering of the likeli-
hood, or, equivalently, a rescaling of the noise. The resolu-
tion of the discretisation of the partial differential equation
is fixed. In contrast, our estimator employs a hierarchy of
discretisations to decrease the computational cost. Impor-
tantly, we construct a sequence of intermediate probability
measures by decreasing the temperature and increasing the
discretisation level at the same time. We present numeri-
cal experiments in 2D space and compare our estimator to
single-level Sequential Monte Carlo and other alternatives.
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MS44

Improving Sub-grid-scale Approximations in
Global Atmospheric Models using Data-driven
Techniques

Direct numerical simulation of the atmosphere and ocean
on any spatial or temporal scale of interest is not feasi-
ble given the inherently turbulent nature of the dynam-
ics. Because a typical climate model has a horizontal grid
size of 160km, which is far larger than the turbulent dis-
sipation scale, it uses approximate closures to represent
unresolved dynamics. In particular, moist atmospheric
convection is amongst the most important unresolved pro-
cesses, but its multiscale behavior severely challenges tra-
ditional approaches based on simplified physical modeling.
To circumvent these issues, we have developed a regression
based approach to convective closure using a near-global
atmospheric simulation with a cloud-permitting resolution
(4km) as a training dataset. The large size of the do-
main allows a two-way coupling between convection and
the large-scale circulation. First, we coarse-grain the model
variables into 160 km grid boxes. Then, we diagnose a sim-
ple linear model which regresses the coarse-grained source
terms onto the average vertical profiles of humidity, tem-
perature, and velocity in each horizontal grid cell. This
model is able to explain about 40% of the observed variance
of the source terms, and we further test its performance
by using it as the closure in a prognostic coarse-resolution
simulation.
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MS44

Data-driven Determination of Koopman Eigen-
functions using Delay Coordinates

The Koopman operator induced by a dynamical system
provides an alternate method of studying the system as
an infinite dimensional linear system, and has applica-
tions to attractor reconstruction and forecasting. Koop-
man eigenfunctions represent the non-mixing component
of the dynamics. They factor the dynamics, which can
be chaotic, into quasiperiodic rotation on tori. Here, we
describe a method in which these eigenfunctions can be
obtained from a kernel integral operator, which also anni-
hilates the continuous spectrum. We show that incorpo-
rating a large number of delay coordinates in constructing
the kernel of that operator results, in the limit of infinitely
many delays, in the creation of a map into the discrete
spectrum subspace of the Koopman operator. This en-
ables efficient approximation of Koopman eigenfunctions
from high-dimensional data in systems with point or mixed
spectra.

Suddhasattwa Das, Dimitrios Giannakis
Courant Institute of Mathematical Sciences
New York University
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MS44

Parsimonious Model Selection using Genomic Data
for Outbreak Intervention

We discuss novel computational methods for tracking dis-
ease in human populations using pathogen genomes. Pop-
ulation models of disease are often studied as complex
dynamical systems with many nonlinear interactions. A
full mechanistic modeling perspective would incorporate
all scales of the system from intra-host pathogen behav-
ior to inter-host social network structure. We have in-
stead concentrated on parsimonious models complemented
by fast algorithms that can potentially enable meaningful
intervention decisions. We built a likelihood-based nested
model selection framework for virus mobility informed by
linked pathogen genome sequences. Then we demonstrated
our methodology on Ebola virus genomes collected from
Sierra Leone during the 2013-2016 outbreak in West Africa.
We discovered that the outbreak showed a temporal change
in model preference coincident with a documented inter-
vention, the Western Area Surge.

Kyle B. Gustafson, Joshua L. Proctor
Institute for Disease Modeling
gustafsonkyle@gmail.com, JoshLProctor@gmail.com

MS44

Improving Accuracy and Robustness of Artificial
Neural Networks to Discover Dynamical Systems
from Data

Despite the successful application of machine learning
(ML) in fields such as image processing and speech recogni-
tion, only a few attempts has been made toward employing
ML to discover/represent the dynamics of complex physical
systems. In this work, we study the use of artificial neural
networks to a) discover dynamical systems from data, and
b) to discover sub-scale dynamics in reduced order models
of dynamical systems and point out several critical issues
with existing ML techniques. We propose novel approaches
to improve predictive capabilities and robustness of neural
networks for applications in non-linear dynamical systems.
The use of cascading cost functions and global regulariza-
tion will be discussed in detail.

Shaowu Pan
University of Michigan
shawnpan@umich.edu

Karthik Duraisamy
University of Michigan Ann Arbor
kdur@umich.edu

MS45

Sensitivity Analysis for Flocking and Synchroniza-
tion Models

In this talk, we first introduce two random flocking and
synchronization models, namely random Cucker-Smale
model and random Kuramoto model and then present local
sensitivity analysis for those models based on the uniform
stability analysis and propagation of Sobolev regularity in
random parameter space. This is a joint work with Shi Jin
(UW-Madison) and Jinwook Jung (SNU).

Seung Yeal Ha

Seoul National University
South Korea
syha@math.snu.ac.kr

MS45

Hypocoercivity Based Sensitivity Analysis and
Spectral Convergence of the Stochastic Galerkin
Approximation to Collisional Kinetic Equations
with Multiple Scales and Random Inputs

In this talk, the speaker will present a general framework
to study a general class of linear and nonlinear kinetic
equations with random uncertainties from the initial data
or collision kernels, and their stochastic Galerkin approx-
imations, in both incompressible Navier-Stokes and Euler
(acoustic) regimes. First, we show that the general frame-
work put forth in [C. Mouhot and L. Neumann, Nonlin-
earity, 19, 969-998, 2006; M. Briant, J. Diff. Eqn., 259,
6072-6141, 2005] based on hypocoercivity for the deter-
ministic kinetic equations can be adopted for sensitivity
analysis for random kinetic equations, which gives rise to
exponential convergence of the random solution toward the
(deterministic) global equilibrium. Then we use such the-
ory to study the stochastic Galerkin (SG) methods for the
equations, establish hypocoercivity of the SG system and
regularity of its solution, and spectral accuracy and expo-
nential decay of the numerical error of the method in a
weighted Sobolev norm. This is a joint work with Shi Jin.

Liu Liu
ICES
University of Texas Austin
lliu@ices.utexas.edu

MS45

Bayesian Estimation for Transport Equations for
Nanocapacitors

We use and evaluate different Bayesian estimation methods
to quantify uncertainties in model parameters in nanoca-
pacitors. Here, randomness arises due to process varia-
tions; also, parameters that cannot be measured directly
are to be determined.
The methods include the direct approach, the Markov-
chain Monte-Carlo (MCMC) method, and an iterative ver-
sion of the latter that we have developed, where we use the
calculated posterior distribution as the prior distribution
for a new MCMC analysis. We investigate the influence
of the number of samples in each Markov chain and the
number of iterations on the total computational work and
the error achieved. In addition, we discuss the methods
for estimating the posterior distribution based on samples
provided by the MCMC analysis.
We apply our algorithms to the Poisson-Boltzmann and
Poisson-Nernst-Planck equations which arise from mod-
eling nanoelectrode biosensors, which have recently been
used to detect minute concentrations of target parti-
cles. This technology has many applications in precision
medicine. Numerical examples show the estimation of pa-
rameters such as ionic concentration, size of Stern layer,
and the sizes of multiple electrodes (multilevel Bayesian es-
timation) of sensors for which experimental data are avail-
able.

Benjamin Stadlbauer, Leila Taghizadeh, Jose A. Morales
Escalante, Clemens Heitzinger
Vienna University of Technology
benjamin.stadlbauer@tuwien.ac.at,
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MS46

Weighted Reduced Order Methods for
Parametrized PDEs with Random Inputs

In this talk we discuss a weighted approach for the reduc-
tion of parametrized partial differential equations with ran-
dom input, focusing in particular on weighted approaches
based on reduced basis (wRB) [Chen et al., SIAM Journal
on Numerical Analysis (2013); D. Torlo et al., submitted
(2017)] and proper orthogonal decomposition (wPOD) [L.
Venturi et al., submitted (2017)]. We will first present
the wPOD approach. A first topic of discussion is related
to the choice of samples and respective weights according
to a quadrature formula. Moreover, to reduce the com-
putational effort in the offline stage of wPOD, we will em-
ploy Smolyak quadrature rules. We will then introduce the
wRB method for advection diffusion problems with domi-
nant convection with random input parameters. The issue
of the stabilization of the resulting reduced order model
will be discussed in detail.

Francesco Ballarin
SISSA, International School for Advanced Studies
francesco.ballarin@sissa.it

Davide Torlo
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Luca Venturi
Courant Institute of Mathematical Sciences
New York, United States
lv800@nyu.edu

Gianluigi Rozza
SISSA, International School for Advanced Studies
Trieste, Italy
gianluigi.rozza@sissa.it

MS46

Optimal Approximation of Spectral Risk Measures
with Application to PDE-constrained Optimization

Many science and engineering applications require the con-
trol or design of a physical system governed by partial dif-
ferential equations (PDEs). More often then not, PDE in-
puts such as coefficients, boundary and initial conditions,
and modeling assumptions are unknown, unverifiable or
estimated from data. Such problems can be formulated
as risk-averse optimization problems in Banach space. In
this talk, I concentrate on spectral risk measures for PDE-
constrained optimization. In particular, I develop an op-
timal quadrature approximation of spectral risk measures.
This approximation is provably convergent and results in a
consistent approximation of the original optimization prob-

lem. In addition, I show that a large class of spectral risk
measures can be generated through the risk quadrangle. I
conclude with numerical examples confirming these results.

Drew P. Kouri
Optimization and Uncertainty Quantification
Sandia National Laboratories
dpkouri@sandia.gov

MS46

Two Basic Hierarchical Structures Making
Stochastic Programming What It Is

Two fundamentally different lines of recurring structures
in stochastic programming are reported. Behind the first
there is the idea of recourse, from its simplest occurrence,
consequently called the same way, to settings considered
advanced structures either due to the decision pattern
(two-stage, multi-stage) or the complexity of the decision
spaces. The second line comes from discrete mathematics
and occurs when recourse involves combinatorial decisions.
In different levels of abstraction, it is the fact that below
any positive integer there are at most finitely many oth-
ers. Under the names of Dickson and Gordan the princi-
ple/lemma is forming a cornerstone of symbolic computa-
tion.

Ruediger Schultz
University of Duisburg-Essen
ruediger.schultz@uni-due.de

MS46

Estimation of Tail Distributions Using Quantile
and Superquantile (CVaR) Values

We minimized superquntile (CVaR) of a system described
by PDEs with uncertain parameters. Quantile and su-
perquantile (CVaR) were estimated with a small number of
samples (e.g. 20 samples). The paper discusses approaches
for estimating and minimizing low probability characteris-
tics, such as quantile and superquantile (CVaR) with high
confidence levels (e.g., 0.999).

Stan Uryasev
University of Florida
uryasev@ufl.edu

MS47

Reduced-order Stochastic Modeling and Non-
Gaussian Data Assimilation for Marine Ecosystems

Characterizing and predicting ocean phenomena that are
high-dimensional and have significant uncertainties, such
as marine ecosystems, requires computationally efficient
models. We utilize an efficient method for simultane-
ous estimation of state variables, parameters, and model
equations for a regional ocean model coupled with a bio-
geochemical model. The method uses a generalization of
the Polynomial Chaos and Proper Orthogonal Decompo-
sition equations, the dynamically orthogonal (DO) evolu-
tion equations, for probabilistic predictions, and a Gaus-
sian mixture model DO (GMM-DO) filtering algorithm for
Bayesian data assimilation and inference. We showcase
results for Southern New England and the Mid-Atlantic
Bight using a regional modeling system that predicts ma-
rine ecosystem dynamics using primitive equations coupled
to a biogeochemical model. We then discuss the results
of the joint estimation of the system’s state variables and
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parameter values, with learning of the form of the biogeo-
chemical equations. Advisor: Pierre Lermusiaux and Ab-
hinav Gupta, Massachusetts Institute of Technology, USA

Christiane Adcock
Massachusetts Institute of Technology
cmadcock@mit.edu

MS47

Statistical Modelling of Breast Cancer Risk for
Greater Predictive Accuracy

With 1 in 8 women in the United States at risk of be-
ing diagnosed with breast cancer at some point in her
lifetime, the development and accuracy of breast cancer
prediction models is pertinent to reducing the morbidity
and mortality rates associated with the disease. Three
such prediction models are the Gail, BCSC (Breast Cancer
Surveillance Consortium), and Tyrer-Cuzick models, each
of which determine a woman’s risk of breast cancer from
risk factors including family history of cancer and mammo-
graphic density. However, these models have been shown
to vary in accuracy among women with different ethnic
backgrounds, which is why the Athena Breast Health Net-
work, an extensive program at UCI that integrates clinical
care and research to drive innovation in the prevention of
breast cancer, is building and testing new breast cancer risk
assessment models using machine learning. Experiment-
ing with algorithms such as k-nearest neighbors (KNN),
support vector machines (SVM), and decision trees (DT),
Athena hopes to evaluate new breast cancer risk models
and their predictive accuracies. Advisor: Argyrios Ziogas
and Hanna Lui Park, University of California, Irvine, USA

Alyssa Columbus
University of California, Irvine
acolumbu@uci.edu

MS47

Subsurface Impedance Characterization with
Bayesian Inference

Methods for directly observing the evolution of a snowpack
and the movement of water through snow are required for
validating remote sensing and modeling estimates. The
density and water content of snow are closely related to
its electrical properties, thus Electrical Impedance Tomog-
raphy (EIT) can be used to characterize the subsurface
properties. In this work, a computational feasibility study
was conducted to determine if a sensing instrument utiliz-
ing EIT can be used to learn about the electrical properties
of its surroundings. We apply statistical methods, such as
Bayesian inference, to this inverse problem by character-
izing the uncertainty that remains in the electrical prop-
erties after taking into account voltage observations from
the instrument. Advisor: Matthew Parno, US Army Cold
Regions Research and Engineering Laboratory (CRREL)

Cassie Lumbrazo
Clarkson University
.

MS47

Dynamic Sequential Filtering in Association with
Joint State-parameter Estimation

We are proposing a surrogate based strategy for joint state-
parameter estimation via sequential filtering. Our ap-

proach starts with an ensemble Kalman filter estimate of
the prior density. Typically one then applies the Kalman
update incorporating the next observation to obtain a pos-
terior estimate. Instead we will incorporate a surrogate
model at this stage which will enable a through sampling
of the prior and allow for a particle filter type update of
the posterior. We will apply this strategy to Lorenz-96
model as proof-of-concept. Mentor: Dr. Elaine Spiller,
Marquette University, USA

Louis Nass
Marquette University
.

MS47

Eulerian vs Lagrangian Data Assimilation

Data assimilation is a process by which a physical model
and observational data are combined to produce a more
accurate estimate of the state of a system. It is often used
when uncertainty (e.g., noise) is present in the systems
evolution or in the observational data. For these types
of systems, numerical methods must quantify this uncer-
tainty in addition to estimating the mean behavior of the
system. Examples of the successful application of data as-
similation include predicting weather patterns and ocean
currents. We apply a specific data assimilation technique,
the Discrete Kalman Filter, to estimate a velocity field.
We demonstrate how blending a model with data allows us
to infer the state of the system with better accuracy than
either the model or the data alone would provide. We sim-
ulate the estimation of flow fields with different types of
observers (floating versus fixed in space) and observational
data (position versus velocity measurements) to analyze
the effects this has on estimation skill. Advisor: Richard
Moore

MS48

Goal Oriented Sensitivity Indices and Sensitivity
Indices Based on Wasserstein Costs

Abstract not available at time of publication.

Thierry Klein
Institut de Mathématiques de Toulouse
UMR CNRS 5219 Université de Toulouse
thierry.klein@math.univ-toulouse.fr

MS48

Sensitivity Analysis Based on Cramr Von Mises
Distance

In this talk, following an idea of Borgonovo and co-authors
in 2007, we define and study a new sensitivity index based
on the Cramr von Mises distance. This index appears to be
more general than the Sobol one as it takes into account the
whole distribution of the random variable and not only the
variance. Furthermore, we study the statistical properties
of its Pick and Freeze estimator.

Agnès Lagnoux
Institut de Mathématiques de Toulouse
Université Toulouse 2
lagnoux@univ-tlse2.fr

Fabrice Gamboa
Institut de Mathématiques de Toulouse. AOC Project
University of Toulouse
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MS48

Statistical Methodology for Second Level Sensitiv-
ity Analysis with Dependence Measures for Nu-
merical Simulators

Many physical phenomena are modeled by numerical sim-
ulators, which take several uncertain parameters as inputs
and can be time expensive. Global sensitivity analyses are
then performed to evaluate how the input uncertainties
contribute to the variation of the code output. For this,
we focus here on dependence measures based on reproduc-
ing kernel Hilbert spaces (HSIC). In some cases, the dis-
tributions of the inputs may be themselves uncertain and
it is important to quantify the impact of this uncertainty
on global sensitivity analysis results. We call it the second-
level sensitivity analysis. To achieve this, we propose a sta-
tistical methodology based on a single Monte Carlo loop:
First, we draw a unique sample S built from a unique (suit-
ably chosen as a reference) probability distribution of the
inputs and the computation of corresponding code outputs.
Then, for various probability distributions of the input pa-
rameters, we perform a global sensitivity analysis: HSIC
are computed from sample S and using modified estima-
tors. Finally, we realize the 2nd-level sensitivity analysis
by estimating 2nd-level HSIC between the probability dis-
tributions of the inputs and the results of global sensitivity
analysis. For this, specific kernels are chosen. We apply
this methodology on an analytical example to evaluate the
performances of our procedures and illustrate how it allows
for an efficient 2nd-level sensitivity analysis with very few
computer experiments.

Anouar Meynaoui
CEA, DEN, DER
F-13108, Saint-Paul-lez-Durance, France
anouar.meynaoui@cea.fr
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MS48

Sensitivity Indices for Outputs on a Riemannian
Manifold

Abstract not available at time of publication.
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MS49

Ensemble Filtering with One-step-ahead Smooth-
ing

Ensemble Kalman filters (EnKFs)sequentially assimilate

data into a dynamical model to determine estimates of its
state and parameters. At each EnKF assimilation cycle, an
ensemble of statesis first integrated forward with the model
for forecasting. The forecasted ensemble is thenupdated
with incoming observations based on a Kalman correction
step. The forecast-update cycle is however not the on-
lypathway to compute the state analysis. Here we reverse
the order of these steps followingthe one-step-ahead (OSA)
smoothing formulation of the Bayesian filtering problem
to propose a new class of EnKFs that constrain the state-
parameters ensembles with futureobservation. Exploiting
future observations should bring in more information that
help mitigating for the suboptimal character of the EnKFs;
being formulated for linear and Gaussian systems, and im-
plemented with limitedensembles and crude approximate
noise statistics. We further extend the OSA-EnKF frame-
work to biasestimation and for efficient assimilation into
one-way coupled models. Numerical results of various ap-
plicationswill be presented to demonstrate the efficiency of
theof the proposed approach.

Naila Raboudi
KAUST
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MS49

Non-Gaussian Data Assimilation through Kernel
Density Estimation

Non-Gaussian features are typical in many application ar-
eas of data assimilation such as geophysical fluid systems
and thus it is essential to effectively capture the Non-
Gaussian features for accurate and stable state estimates.
We compare particle filters and ensemble-based methods
and propose a new class of data assimilation using Kernel
density estimation that can captures non-Gaussian features
effectively using relatively a small number of samples and
is robust and stable for high-dimensional problems.

Yoonsang Lee
Courant Institute of Mathematical Sciences
New York Univers
ylee263@lbl.gov

MS49

Localization for MCMC Sampling High-
dimensional Posterior Distributions with Banded
Structure

We investigate how ideas from covariance localization in
numerical weather prediction can be used to efficiently
sample high-dimensional distributions with banded covari-
ance and precision matrices. The main idea is to exploit
banded structure during problem formulation and Markov
chain Monte Carlo (MCMC) sampling. In particular, we
propose to solve high-dimensional Bayesian inverse prob-
lems with nearly banded structure (i.e., small off-diagonal
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elements) by first replacing the problem with a banded ver-
sion, setting small off-diagonal elements to zero, and then
solving the modified problem using a Metropolis-within-
Gibbs sampler that exploits this banded structure. We
discuss conditions under which posterior moments of the
modified problem are close to those of the original prob-
lem. Under the same conditions, the convergence rate of
an associated sampler is independent of dimension. We
present our ideas in the context of Gaussian problems,
where mathematical formulations are precise and for which
convergence analysis can be made rigorous.

Matthias Morzfeld
University of Arizona
Department of Mathematics
mmo@math.arizona.edu

MS49

Model Parameter Estimation using Nonlinear En-
semble Algorithms

It is now generally acknowledged that introducing variabil-
ity in parameters in an ensemble data assimilation and pre-
diction context can increase the realism of the prediction
system. However, parameter perturbation is complicated.
Many parameters are nonlinearly related to the model out-
put, transfer functions that map from state to observa-
tion space may also be nonlinear, and prior parameter dis-
tributions may be poorly known and are often bounded
at zero. Our approach to parameter estimation uses a
Markov chain Monte Carlo (MCMC) algorithm to sample
the Bayesian posterior distribution of model parameters.
We then test approximate data assimilation methodologies
that are less computationally expensive using the MCMC
posterior distribution as a reference. In this presentation,
we show results from parameter estimation experiments us-
ing a MCMC algorithm. We demonstrate the various types
of nonlinearity present in cloud microphysical parameteri-
zations, in particular. We then show results from various
ensemble filter algorithms, including the Ensemble Trans-
form Kalman Filter (ETKF), and a newly developed filter
based on Gamma and Inverse Gamma distributions (the
Gamma - Inverse Gamma (GIG) filter). The ETKF ex-
hibits well known problems associated with nonlinearity in
the parameter - model state relationship. In contrast, the
GIG produces a posterior estimate that is more accurate in
both state and observation space, and closely approximates
the Bayesian solution generated by MCMC.

Derek J. Posselt
Univ. of Michgan, Ann Arbor
Derek.Posselt@jpl.nasa.gov
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MS50

Hierarchical Bayesian Sparsity: �2 Magic.

Hierarchical Bayesian models with suitable choices of hy-
perpriors, combined with Krylov subspace iterative solvers
can be very effective at promoting sparsity in the solution
of inverse problems while retaining the �2 computational
efficiency. In this talk we will present some results about
the convergence of these methods for different families of
hyperpriors and show related computed examples.

Daniela Calvetti

Case Western Reserve Univ
Department of Mathematics, Applied Mathematics and
Statistic
dxc57@case.edu

MS50

Large Scale Spatial Statistics with SPDEs, GM-
RFs, and Multi-scale Component Models

Combining multiple and large data sources of historical
temperatures into unified spatio-temporal analyses is chal-
lenging from both modelling and computational points of
view. This is not only due to the size of the problem,
but also due to the highly heterogeneous data coverage
and the latent heterogeneous physical processes. The EU-
STACE project will give publicly available daily estimates
of surface air temperature since 1850 across the globe for
the first time by combining surface and satellite data using
novel statistical techniques. Of particular importance is to
obtain realistic uncertainty estimates, due to both obser-
vation uncertainty and lack of spatio-temporal coverage.
To this end, a spatio-temporal multiscale statistical Gaus-
sian random field model is constructed, with a hierarchy of
spatially non-stationary spatio-temporal dependence struc-
tures, ranging from weather on a daily timescale to climate
on a multidecadal timescale. Connections between SPDEs
and Markov random fields are used to obtain sparse matri-
ces for the practical computations. The extreme size of the
problem necessitates the use of iterative solvers, which re-
quires using the multiscale structure of the model to design
an effective preconditioner. We will also discuss some new
computational developments towards full Bayesian estima-
tion of the dependence parameters, and fast computation
of posterior predictive variances.

Finn Lindgren
University of Edinburgh
finn.lindgren@ed.ac.uk

MS50

Hierarchical Stochastic Partial Differential Equa-
tions for Bayesian Inverse Problems

We construct hierarchical models based on stochastic pa-
rameters and Gaussian Markov random fields (GMRF).
By stacking two GMRFs via their stochastic partial dif-
ferential equation presentation, we can make the hierachi-
cal model suitable for large-scale problems. We choose the
prior field to be Matrn, and we study hyperprior field mod-
els for the Matrn prior length-scale field. One choice, for a
one-dimensional problem, is exponentially distributed hy-
perprior process, and we give it as autoregressive AR(1)
process to keep the computational complexity to minimal.
We treat measurement noise variance and hyperprior pa-
rameters as unknowns in the posterior distribution. Hyper-
parameters and hyperpriors tend to be strongly coupled a
posteriori, which leaves vanilla MCMC algorithms ineffi-
cient. Hence, we propose two MCMC algorithms for the
different hierarchical models, which are both free of param-
eter tuning. One, corresponds to an adaptive Metropolis-
within-Gibbs scheme, and the other one employs Ellipti-
cal Slice Sampling combined with a reparametrisation to
decouple hyperparameters. The developed methodology
permits computationally efficient inference and uncertainty
quantification about all the estimates in the model. We
apply methodology developed to interpolation and X-ray
tomography.

Lassi Roininen
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MS50

Hierarchical Gaussian Processes in Bayesian In-
verse Problem

A major challenge in the application of sampling methods
in Bayesian inverse problems is the typically large compu-
tational cost associated with solving the forward problem.
To overcome this issue, we consider using a Gaussian pro-
cess emulator to approximate the forward map. This re-
sults in an approximation to the solution of the Bayesian
inverse problem, and more precisely in an approximate pos-
terior distribution. In this talk, we analyse the error in the
approximate posterior distribution, in the case where the
hyper-parameters specifying the Gaussian process emula-
tor are unknown and learnt on the fly from evaluations of
the forward model.

Aretha L. Teckentrup
University of Warwick
a.teckentrup@ed.ac.uk
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MS51

Goal-oriented Optimal Design of Experiments for
Bayesian Inverse Problems

Computer models play an essential role in forecasting com-
plicated phenomena such as the atmosphere, ocean dy-
namics, volcanic eruptions among others. These models
however are usually imperfect due to various sources of
uncertainty. Measurements are snapshots of reality that
are collected as an additional source of information. Pa-
rameter inversion and data assimilation are means to fus-
ing information obtained from measurement, model, prior
knowledge, and other available sources to produce reliable
and accurate description (the analysis) of the underlying
physical system. The accuracy of the analysis is greatly
influenced by the quality of the observational grid design
used to collect measurements. Sensor placement can be
viewed as optimal experimental design (OED) problem,
where the locations of the sensors define an experimental
design. There are many criteria for choosing an optimal
experimental design, such as minimization of the uncer-
tainty in the output (e.g., minimization of the trace of the
posterior covariance). Including the end-goal (predictions)
in the experimental design leads to a goal-oriented OED
approach that can be used in several applications. In this
talk, we outline the idea of goal-oriented optimal design of
experiments for PDE-based Bayesian linear inverse prob-
lems. We also present numerical results from a standard
advection-diffusion problem.
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MS51

Bayesian Experimental Design for Stochastic Bio-
chemical Systems

Getting deep and meaningful insights into the function
of biological systems requires careful experimental setups.
While technological advances have frequently led to fishing
expeditions the complexity of e.g. a cell or tissue mean
that such data often lacks the power to elucidate underly-
ing mechanisms. In this context simulation-based experi-
mental design is increasingly being recognized as a promis-
ing route for detailed analyses of cellular behaviour. In
silico simulations are then used, for example, to design
experiments that allow us to estimate the parameters of
mathematical models describing biophysical and biochem-
ical systems. So far, however, most of these approaches
have focused on deterministic modelling approaches. Here
we discuss a generalization that addresses the particular
problems faced when dealing with stochastic dynamical
systems. An information theoretical framework is used to
identify experimental conditions that maximise the mutual
information between experimental data, and the parame-
ters describing the stochastic dynamical system. We illus-
trate our approach on a set of exemplar models of stochas-
tic molecular systems.
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MS51

Optimal Experimental Design for RKHS Based
Correction of Mis-specified Dynamic Models

All models are wrong, yet, our goal in this study is to infer
a functional correction for a mis-specified dynamic model,
where the systems dynamics is only known approximately.
Here two questions can be considered: what would be an
effective functional form to represent the correction term?
And given such, how the corrected model can be learnt ef-
ficiently, given a limited experimental budget? Assuming
the availability of observations of the system for various
initial conditions, we propose a formulation for estimating
correction terms in a Reproducing Kernel Hilbert Space
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(RKHS) of candidate correction functions. Further, we
analyze the problem of performing efficient experimental
design to find an optimal correction term under a limited
experimental budget and experimental constraints. The
problem is computationally intractable when formulated in
the D-Bayes optimality framework. However, by introduc-
ing a suitable approximate proxy, the problem can be cast
as a sub-modular optimization problem, for which there
are computationally efficient and approximately optimal
solvers. Numerical experiments exemplify the efficiency of
these techniques.

Lior Horesh
IBM Research
lhoresh@us.ibm.com

Gal Shulkind
Massachusetts Institute of Technology
shulkind@mit.edu

Haim Avron
Tel Aviv University
haimav@post.tau.ac.il

MS51

Subspace-driven Observation Selection Strategies
for Linear Bayesian Inverse Problems

Many inverse problems may involve a large number of ob-
servations. Yet these observations are seldom equally in-
formative; moreover, practical constraints on storage, com-
munication, and computational costs may limit the num-
ber of observations that one wishes to employ. We in-
troduce strategies for selecting subsets of the data that
yield accurate approximations of the inverse solution. This
goal can also be understood in terms of optimal experi-
mental design. Our strategies exploit the structure of in-
verse problems in the Bayesian statistical setting, and are
based on optimal low-rank approximations to the posterior
distribution—extended to the observation space.
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MS52

Filtering Without a Model and Without an Obser-
vation Function: Data-driven Filtering

Modern methods of data assimilation rely on two key as-
sumptions: that a mathematical model of the physical sys-
tem and an observation function (which maps the model
state to the measurements) are both known. In absence
of either, outright implementation of standard techniques
such as ensemble Kalman filtering is impossible or subject
to large error. In this talk, we will present recent advances
in data-driven filtering which attempt to solve these ex-
treme problems in data assimilation.

Franz Hamilton
Department of Mathematics
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MS52

Sensitivity of Network Dynamics Reconstruction

Consider a dynamical network that is observed at a subset
of network nodes. If the network is strongly connected,
the dynamics at all unobserved nodes can generically be
reconstructed, in theory. However, the conditioning of
the reconstruction will vary depending on the relation of
the observed to unobserved nodes, and reconstruction at
some nodes may be difficult in practice. A variational data
assimilation method is used to quantify this conditioning
based on the observation subset, and the effect of network
geometry is discussed.

Timothy Sauer
Department of Mathematical Sciences
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MS52

Nonlinear Kalman Filtering for Parameter Estima-
tion with Censored Observations

The use of Kalman filtering, as well as its nonlinear ex-
tensions, for the estimation of state variables and model
parameters has played a pivotal role in many fields of scien-
tific inquiry where observations of the system are restricted
to a subset of variables. However in the case of censored
observations, where measurements of the system beyond a
certain detection point are impossible, the estimation prob-
lem is complicated. Without appropriate consideration,
censored observations can lead to inaccurate estimates. In
this talk, we present a modified version of the extended
Kalman filter to handle the case of censored observations
in nonlinear systems. We validate this methodology in a
simple oscillator system first, showing its ability to accu-
rately reconstruct state variables and track system param-
eters when observations are censored. Finally, we utilize
the nonlinear censored filter to analyze censored datasets
from patients with hepatitis C and human immunodefi-
ciency virus.

Hien Tran
Center for Research in Scientific Computation
North Carolina State University
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MS52

Parameter Estimation using Linear Response
Statistics - Theory and Numerical Scheme

We propose a new parameter estimation method for Itô
diffusions using linear response statistics. In this talk, the
theory will be briefly reviewed, and a corresponding practi-
cal numerical scheme based on the idea of surrogate model
will be introduced together with some sensitivity analy-
sis. As an important example, the Langevin system will be
discussed in depth.
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MS53

A Data Driven Approach for Uncertainty Quantifi-
cation with High Dimensional Arbitrary Random
Data

One of the grand challenges in uncertainty quantification
roots in the implicit knowledge of underlying distribution
function of the complex system. Traditional approaches
show limitations to quantify the uncertainty propagation
associated with such systems. We develop a data-driven
approach to accurately construct the surrogate model for
the quantify of interest, which is irrespective of the de-
pendency and the analytical form of the underlying dis-
tribution. Our method is demonstrated in challenging
problem such high-dimensional PDE systems and realis-
tic biomolecule system, and can be generalized to other
systems with high dimensional arbitrary random space.
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MS53

Multi-fidelity Uncertainty Propagation of Physics-
based Nondestructive Measurement Simulations
using Co-kriging

Probability of detection (POD) is a widely established
method for measuring the reliability of nondestructive eval-
uation (NDE) systems. Typically, POD is determined ex-
perimentally. However, POD methods can be enhanced
by utilizing information from physics-based computational
measurement simulations. These are called model-assisted
POD (MAPOD) methods. The main elements of MAPOD
methods are (1) identify a set of uncertainty input param-
eters and their probability distributions, (2) propagate the
uncertain parameters through the computational models,
and (3) build POD curves. One of the key challenges of
performing MAPOD with accurate physics-based measure-
ment simulations is the computational expense. In particu-
lar, the computational models are time-consuming to eval-
uate and the process of propagating the uncertain input
parameters, Step 2 in the MAPOD process, needs a large
number of evaluations using conventional approaches. This
talk presents the use of multi-fidelity modeling to accelerate
the uncertainty propagation process of the MAPOD analy-
sis. In particular, co-kriging is utilized to fuse information
from models of varying degree of fidelity to construct a fast
surrogate model, which is utilized for the uncertainty prop-
agation with Monte Carlo sampling (MCS). The approach
is demonstrated on MAPOD analysis problems using ul-
trasonic testing simulations and eddy current simulations.
The proposed approach is compared with direct MCS, and
MCS with Kriging surrogate models.
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MS53

Bi-directional Coupling between a PDE-domain
and an Adjacent Data-domain Equipped with
Multi-fidelity Sensors

The increasing collection of data in essentially all facets
of our lives has heralded concomitant growth in statisti-
cal and machine learning (ML) techniques to analyze the
data. Researchers are looking for data-driven algorithms
that will solve a partial differential equation (PDE) as an
inverse problem. However, few focuses on combining the
information provided by the traditional PDE solver and
the big data. In this work we are devoted to propagating
information between those two paradigms, and specifically,
we address on coupling the solution of a PDE governed do-
main with the big data domain. Our method builds upon
the Schwarz alternating method and the recent work on
numerical Gaussian process regression (GPR). We further
extend our method to deal with data with variate fidelities,
using an auto-regressive multi-fidelity model. The effec-
tiveness of our domain decomposition algorithm is demon-
strated using examples of Helmholtz equations in both 1D
and 2D domains.
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MS54

Exploiting Ridge Approximations for Bayesian In-
ference

Inexpensive surrogates are key for reducing the cost of
parameter studies involving large-scale, complex compu-
tational models with many input parameters. A ridge ap-
proximation is one class of surrogate that models a quantity
of interest as a nonlinear function of a few linear combina-
tions of the input parameters. In parameter studies ridge
approximations allow the low-dimensional structure to be
exploited, reducing the effective dimension. We introduce a
new, fast algorithm for constructing a ridge approximation
when the nonlinear function is a polynomial by minimiz-
ing the least squares mismatch between the surrogate and
the quantity of interest on a given set of inputs. Then, for
functions that exhibit this ridge structure, we show how
to build quadrature rules that exploit this structure and
reduce the cost of high dimensional integration.

Jeffrey M. Hokanson
University of Colorado Boulder
jeffrey.hokanson@colorado.edu

Paul Constantine
University of Colorado
Boulder



UQ18 Abstracts 77

paul.g.constantine@gmail.com

MS54

Dimension Reduction for Remote Sensing and
Data Fusion

Remote sensing of vertical profiles of green house gases
from satellites and ground based instruments typically re-
sults in ill-posed inverse problems where the degrees of free-
dom of the signal is low and prior information has a signif-
icant role. To be able to efficiently extract the information
content of the observations, likelihood informed dimension
reduction is applied. Further, when observations from dif-
ferent sources are assimilated together, the procedure can
be seen as high dimensional time series analysis. If the
underlying fields to be modeled are smooth, we can utilize
similar dimension reduction techniques. This will result
as an efficient Kalman smoother algorithm. The talk will
explain the theory behind the algorithms and give appli-
cation examples in the field of environmental monitoring.
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MS54

Adaptive Dimension Reduction to Accelerate
Infinite-dimensional Geometric MCMC

Bayesian inverse problems highly rely on efficient and ef-
fective inference methods for uncertainty quantification.
Infinite-dimensional MCMC algorithms, directly defined
on function spaces, are robust under refinement (through
discretization, spectral approximation) of physical models.
Recently, a class of algorithms also starts to take advan-
tage of geometric information provided by, for example,
quadratic approximation of the parameter-to-observation
map so that they are capable of exploring complex prob-
ability structures, as frequently arise in UQ for PDE con-
strained inverse problems. However, the required geomet-
ric information is very expensive to obtain in high dimen-
sions. The issue can be mitigated by dimension reduction
techniques. By carefully splitting the unknown parameter
space into a low-dimensional geometry-concentrated sub-
space, and an infinite-dimensional geometry-flat subspace,
one may then apply geometry-informed MCMC algorithms
to the low-dimensional subspace and simpler methods to
the infinite-dimensional complement. In this work, we ex-
plore randomized linear algebraic algorithms as efficient
dimension reducing tools to adaptively obtain low dimen-
sional subspaces. This is applied to speed up particular ge-
ometric infinite-dimensional MCMC methods. The speed-
up of dimension-reduced algorithms is tested on both a sim-
ulation example and a real application in turbulent com-
bustion.
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MS54

Certified Dimension Reduction for Nonlinear
Bayesian Inverse Problems

A large-scale Bayesian inverse problem has a low effective
dimension when the data are informative only on a low-
dimensional subspace of the input parameter space. De-

tecting this subspace is essential for reducing the com-
plexity of the inverse problem. For example, this sub-
space can be used to improve the performance of MCMC
algorithms and to facilitate the construction of surro-
gates for expensive likelihood functions. Several different
methods have recently been proposed to construct such
a subspace—in particular, gradient-based approaches like
the likelihood-informed subspace method and the active
subspace method, or non-gradient-based methods like the
truncated Karhunen-Loeve decomposition. In the context
of nonlinear inverse problems, however, these methods are
essentially heuristics whose approximation properties are
poorly understood. We develop a new method which al-
lows bounding the Kullback-Leibler divergence between the
posterior distribution and the approximation induced by
certain decompositions. We then identify the subspace
that minimizes this bound, and compute it using gradi-
ents of the likelihood function. This approach allows the
approximation error to be rigorously controlled. A numer-
ical comparison with existing methods favorably illustrates
the performance of our new method.
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MS55

Point Cloud Discretization of Fokker-Planck Oper-
ators for Committor Functions

The committor functions provide useful information to the
understanding of transitions of a stochastic system between
disjoint regions in phase space. In this work, we develop
a point cloud discretization for Fokker-Planck operators
to numerically calculate the committor function, with the
assumption that the transition occurs on an intrinsically
low-dimensional manifold in the ambient potentially high
dimensional configurational space of the stochastic system.
Numerical examples on model systems validate the effec-
tiveness of the proposed method.
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MS55

Rare Event Analysis on Random Elliptic PDEs
with Small Noise

Partial differential equations with random inputs have be-
come popular models to characterize physical systems with
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uncertainty. In this talk, I will present asymptotic rare
event analysis for such elliptic PDEs with random inputs.
In particular, we consider the asymptotic regime that the
noise level converges to zero suggesting that the system un-
certainty is low, but does exists. We develop sharp approx-
imations of the probability of a large class of rare events.
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MS55

A Multilevel Approach Towards Unbiased Sam-
pling of Random Elliptic Partial Differential Equa-
tions

Partial differential equation is a powerful tool to charac-
terize various physics systems. In practice, measurement
errors are often present and probability models are em-
ployed to account for such uncertainties. In this paper, we
present a Monte Carlo scheme that yields unbiased esti-
mators for expectations of random elliptic partial differen-
tial equations. This algorithm combines multilevel Monte
Carlo and a randomization scheme proposed by Rhee and
Glynn (2012, 2013). Furthermore, to obtain an estimator
with both finite variance and finite expected computational
cost, we employ higher order approximations.
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MS55

Model Reduction for Diffusion-like Processes near
Low-dimensional Manifolds in High Dimensions

We assume we have access to a (large number of expen-
sive) simulators that can return short simulations of high-
dimensional stochastic system, and introduce a novel sta-
tistical learning framework for learning automatically a
family of local approximations to the system, that can
be (automatically) pieced together to form a fast global
reduced model for the system, called ATLAS. ATLAS

is guaranteed to be accurate (in the sense of producing
stochastic paths whose distribution is close to that of paths
generated by the original system) not only at small time
scales, but also at large time scales, under suitable as-
sumptions on the dynamics. We discuss applications to
homogenization of rough diffusions in low and high dimen-
sions, as well as relatively simple systems with separations
of time scales, and deterministic chaotic systems in high-
dimensions, that are well-approximated by stochastic dif-
ferential equations.
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Polynomial Approximation of High-dimensional
Functions on Irregular Domains

Smooth, high-dimensional functions defined on tensor do-
mains can be approximated using simple orthonormal bases
formed as tensor products of one-dimensional orthogo-
nal polynomials. On the other hand, constructing or-
thogonal polynomials on irregular domains is a difficult
and computationally-intensive task. Yet irregular domains
arise in many practical problems, including uncertainty
quantification, model-order reduction, optimal control and
numerical PDEs. In this talk I will discuss the approxi-
mation of smooth, high-dimensional functions on irregular
domains using a method known as polynomial frame ap-
proximation. Importantly, this method corresponds to ap-
proximation in a frame, rather than a basis; a fact which
leads to several key differences, both theoretical and nu-
merical in nature. However, this method requires no or-
thogonalization or parametrization of the domain bound-
ary, thus making it suitable for very general domains. I
will discuss theoretical results for the approximation er-
ror, stability and sample complexity of this algorithm, and
show the methods suitability for high-dimensional approxi-
mation through independence (or weak dependence) of the
guarantees on the ambient dimension d. I will also present
several numerical results, and highlight some open prob-
lems and challenges.
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Convergence of Sparse Polynomial Collocation in
Infinite Dimensions

Abstract not available at time of publication.
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Optimal Weighted Least-squares Methods for Ap-
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proximation in High Dimension

In arbitrary dimension d, we consider the problem of re-
constructing an unknown bounded function u defined on
a domain X ⊆ Rd from noiseless or noisy samples of u
at n points. We measure the reconstruction error in the
L2(X, dρ) norm for some probability measure dρ. Given a
linear space Vm with dim(Vm) ≤ n, we study the weighted
least-squares approximation of u from Vm based on inde-
pendent random samples. We establish results in expec-
tation and in probability for the convergence of weighted
least-squares estimators. These results show that for an op-
timal choice of the sampling measure dμ and weight func-
tion, which depends on Vm and dρ, stability and optimal
accuracy of the estimators are achieved under the mild con-
dition that n scales linearly with m, up to an additional
logarithmic factor. Afterwards we discuss sampling meth-
ods for the efficient generation of independent random sam-
ples from the optimal measure dμ, and finally show some
numerical results when dρ is a product measure and Vm

are multivariate polynomial spaces.
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MS56

A Domain-decomposition-based Approximation
Technique for Convection-dominated PDEs with
Random Velocity Fields

We developed a new model-order reduction technique for
PDEs with random field input. In our approach, domain
decomposition is used to reduce the parametric dimension
in local physical domains; proper orthogonal decomposi-
tion is used to reduce the degree of freedom along the in-
terfaces and within subdomains, and sparse approximation
is used to construct surrogate to the local stiffness matri-
ces obtained from Schur complement. The main advan-
tages of our method are: (i) the complexity of the surrogate
model is independent the FEM mesh size (online-offline de-
composition); (ii) being able to handle both colored noise
and discrete white noise (i.e., piecewise constant random
fields); and (iii) promising accuracy in solving convection-
dominated transport with random velocity fields.

Guannan Zhang, Lin Mu
Oak Ridge National Laboratory
zhangg@ornl.gov, mul1@ornl.gov

MS57

Inferring on the Parameters of a Microscopic
Model from the Estimated Parameters of a Macro-
scopic One

Estimating the unknown parameters of a microscopic,
stochastic model from large scale observations poses a
number of challenges, and requires the development of
new methodological approaches. In the Bayesian statis-
tical framework, stochastic forward models often lead to
intractable likelihood densities, making standard statisti-
cal computations a challenge. Such models are addressed
by Approximate Bayesian Computing (ABC). We propose
an alternative approach combining Bayesian statistics and
particle techniques for inference beyond the limits of model

scales. The viability of the approach is demonstrated on
three computed examples describing diffusion, chemical ki-
netics, and cell culture assay, and a connection with exist-
ing ABC methods is discussed.
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MS57

Numerical Posterior Distribution Error Control
and Bayes Factors in the Bayesian Uncertainty
Quantification of Inverse Problems

In the Bayesian analysis of Inverse Problems most relevant
cases the forward maps are defined in terms of a system of
(O, P)DE’s that involve numerical solvers. These solvers
then lead to a numerical (approximated) posterior distri-
bution. Recently several results have been published on
the regularity conditions required on such numerical meth-
ods to ensure converge of the numerical to the theoretical
posterior. However, more practical guidelines are needed.
I present some recent results that, by using Bayes Factors,
one can see that the numerical posterior tends to the theo-
retical posterior in the same order as the numerical solver
used in the forward map. Moreover, when error estimates
are available for the solver we can use a bound on this er-
rors, proven to lead to basically error free posteriors. That
is,given that we are observing noisy data, we may tolerate
an amount (relative to the data noise) of numerical error in
the solver, and end up with a basically error free posterior.
In this talkI will show these results, present some examples
in ODEs and PDEs and comment on the generalizations to
the infinite dimensional setting.
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MS57

Multilevel Sparse Leja Approximations in Bayesian
Inversion

The Bayesian inversion of complex, high-dimensional ap-
plications is challenging, both mathematically and compu-
tationally. In addition, the prior distribution – the known
or assumed knowledge about the solution before any mea-
surement data is accounted for – has a large influence on
the solution of the inversion, i.e. the posterior distribution.
In this talk, we propose an approach to tackle the afore-
mentioned challenges, as follows. We employ multilevel
adaptive sparse grid collocation to construct a surrogate
of the underlying forward model such that, as we perform
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the multilevel decomposition, we sequentially update the
prior knowledge. To this end, to discretize the problem’s
domain, we use a hierarchy of finite elements with a res-
olution increasing by a constant factor. To discretize the
stochastic domain, we use adaptive sparse approximations
constructed on weighted Leja sequences. While on the first
level we construct the surrogate via discretizing the prior
space, starting with the second level we take advantage of
the multilevel decomposition and we construct weighted
Leja points using the posterior from the previous level as
weight function; since sparse grids are defined on tensor-
product spaces, we first need to transform these posteriors
into separable distributions via e.g., variational Bayes ap-
proaches or copula transforms. To obtain a comprehensive
overview of our approach, we test it in several problems.
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MS57

Iterative Update of Modeling Error in Computa-
tional Inverse Problems

Inverse problems are characterized by their sensitivity to
noise in the data. In addition to the exogenous observation
noise, errors due to discretization, model uncertainties such
as ill-determined model parameters should be taken into
account, in particular when the quality of the data is good
and the modeling errors dominate. In the Bayesian frame-
work, the mode errors allow a description as random vari-
able with a distribution that can be approximated based on
the current information about the unknown interest, such
as the prior distribution. In this talk, some recent results
concerning iterative updating of the modeling error are dis-
cussed. The work is based on collaboration with Daniela
Calvetti, Matt Dunlop and Andrew Stuart.
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Model Error in Co2 Retrievals for the Oco-2 Satel-
lite

The Orbiting Carbon Observatory 2 (OCO-2) collects
space based measurements of atmospheric CO2. The CO2
measurements are indirect, the instrument observes radi-

ances (reflected sunlight) over a range of wavelengths and
a physical model is inverted to estimate the atmospheric
CO2. This inference is in fact an estimation of physical
parameters, which can be both biased and overconfident
when model error is present but not accounted for. The
OCO-2 operational data processing addresses this problem
in a few different ways, e.g. with a post-inference bias cor-
rection procedure based on ground measurements. This
talk will discuss methods to account for informative model
error directly in the inversion procedure to lessen bias and
provide more reliable uncertainty estimates.
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Embedded Model Error and Bayesian Model Selec-
tion for Material Variability

The advent of fabrication techniques like additive manufac-
turing has focused attention on the considerable variabil-
ity of material response due to defects and other micro-
structural aspects. This variability motivates the develop-
ment of an enhanced design methodology that incorporates
inherent material variability to provide robust predictions
of performance. In this work, we develop plasticity mod-
els, with calibrated model errors, capable of capturing the
range of experimental observations due to material vari-
ability using Bayesian inference. The model error is in-
troduced by embedding the modeled stochasticity through
calibrated distributions on the physical parameters of the
model itself [Sargsyan et al., 2015]. The choice of physical
parameters used in such embedding is made using Bayesian
model selection method [Verdinelli et al., 1996]. We quan-
tify the aleatory uncertainty present in the experimental
observations consisting of high-throughput micro-stress-
strain curves of additively manufactured stainless steel. We
demonstrate that predicted confidence intervals effectively
captures the scatter in the experimentally-observed quan-
tities of interest.
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MS58

A Stochastic Operator Approach to Representing
Model Inadequacy

Models are imperfect representations of complex physical
processes. Representing the uncertainties caused by using
inadequate models is crucial to making reliable predictions.
We present a model inadequacy representation in the form
of a stochastic operator acting on the state variable and
discuss methods of incorporating prior knowledge of model
shortcomings and relevant physics. This formulation is de-
veloped in the context of an inadequate model for contam-
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inant transport through heterogeneous porous media.
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Physics-constrained Data-driven Modeling of Com-
putational Physics

With the proliferation of high quality datasets, there is a
tendency to assume that physical modeling can be replaced
by data-driven modeling. In this talk, we show some ex-
amples of the limitations of relying solely on data to con-
struct models of physical problems. A pragmatic solution
is to combine physics-based models with data-based meth-
ods and pursue a hybrid approach. The rationale is as
follows: by blending data with existing physical knowl-
edge and enforcing known physical constraints, one can
improve model robustness and consistency with physical
laws and address gaps in data. This would constitute a
data-augmented physics-based modeling paradigm. An ap-
proach that introduces physics constraints with statistical
inference, machine learning and uncertainty propagation
will be introduced. Examples will be presented in applica-
tions involving the modeling of fluid flows and molecular
dynamics.
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MS59

Calibration, Compensation, Parameter Estima-
tion, and Uncertainty Quantification for Nanoelec-
trode Array Biosensors

This paper presents the use of a statistical approach to es-
timate physical/electrochemical parameters of impedance
spectroscopy experiments performed with a realistic na-
noelectrodes array biosensor platform. The Bayesian es-
timation methodology is based on the combination of
nanobiosensor simulations, performed with the ENBIOS
tool, with Markov-Chain Monte Carlo (MCMC) analy-
ses. A simple 1D electrode-electrolyte geometry is first
considered as a validation test case, allowing the accu-
rate estimation of Stern layer permittivity and salt con-
centration, as set by a reference analytical model. Then,
full 3D analyses of the nanoelectrodes array system are
performed in order to estimate a number of relevant pa-

rameters for measurements in electrolyte. Furthermore,
moving to more challenging test cases, size/permittivity
of microparticles suspended in electrolyte will also be dis-
cussed. This methodology allows for the determination of
impedance spectroscopy data parameters, and quantifica-
tion of parameter uncertainties in these multi-variable de-
tection problems. It is thus a very promising approach in
order to improve the precision of biosensor measurement
predictions, which are intrinsically affected by many pa-
rameters.
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MS59

Optimal Multi-level Monte Carlo and Adaptive
Grid Refinement for the Stochastic Drift-diffusion-
poisson System

In this work, we propose an adaptive multilevel Monte-
Carlo algorithm to solve the stochastic drift-diffusion-
Poisson system. The method is used to quantify noise and
fluctuations in various nanoscale devices, e.g., double-gate
MOSFETs and FinFETs. The fluctuation due to the ran-
dom position and the random number of impurity atoms is
a challenging problem and leads to the uncertainty in the
device. Here, we use the finite-element method to model
the charge transport. In order to analyze the error, we
first prove an a-priori error estimate and show that the
error converges quadratically. Afterwards, we use an a-
posteriori error estimate to define a local error indicator for
each element and determine in which part of the domain
the error is particularly high and, therefore, more mesh el-
ements are necessary. In the developed technique, in the
multilevel Monte-Carlo setting, adaptive mesh refinement
according to the error indicator derived is used instead of
uniform mesh refinement. For a given error tolerance ε, we
refine the mesh as long as the discretization error is larger
than ε2/2. Then, we define an optimization problem to cal-
culate the optimal number of samples. In other words, the
total work is minimized subject to the condition that the
statistical error is equal to ε2/2. Compared with uniform
mesh refinement, better statistical and discretization error
convergence is achieved and lower computational work is
obtained.
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MS59

Maximum-principle-satisfying Second-order Intru-
sive Polynomial Moment Scheme

Using standard intrusive techniques when solving hyper-
bolic conservation laws with uncertainties can lead to os-
cillatory solutions as well as non-hyperbolic moment sys-
tems. The Intrusive Polynomial Moment (IPM) method
ensures hyperbolicity of the moment system while restrict-
ing oscillatory over- and undershoots to specified bounds.
In this talk, we derive a second-order discretization of the
IPM moment system which fulfills the maximum principle.
This task is carried out by investigating violations of the
specified bounds due to the optimization method as well
as the limiter used in the scheme. This investigation gives
weaker conditions on the entropy that is used, allowing
the choice of an entropy which enables choosing the ex-
act minimal and maximal value of the initial condition as
bounds. Solutions calculated with the derived scheme are
non-oscillatory while fulfilling the maximum principle. As
the scheme is second-order accurate, we are able to heavily
reduce the numerical costs.
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MS59

Sensitivity Analysis and High Dimensional Kinetic
Equation with Uncertainty

We study the Vlasov-Poisson-Fokker-Planck system with
uncertainty and multiple scales. Here the uncertainty,
modeled by random variables, enters the solution through
different sources, while the multiple scales lead the system
to its high-field or parabolic regimes. With the help of
proper Lyapunov-type inequalities, under some mild con-
ditions on the uncertainty, the regularity of the solution
in the random space, as well as exponential decay of the
solution to the global Maxwellian, are established under
Sobolev norms, which are uniform in terms of the scaling
parameters. These are the first hypocoercivity results for
a nonlinear kinetic system with random inputs. Based on
the sensitivity analysis in random space, we established the
spectral convergence of the generalized Polynomial Chaos
stochastic Garlerkin method. We also proved a reduced
basis method breaks the curse of dimensionality for several
kinetic equations with high dimensional random inputs.
Numerical examples is given to verify the properties at the
end.
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MS60

An Adaptive Local Reduced Basis Trust-region
Method for Risk-averse PDE-constrained Opti-
mization

The numerical solution of risk-averse PDE-constrained op-
timization problems requires substantial computational ef-
fort resulting from the discretization of the underlying PDE
in both the physical and stochastic dimensions. To prac-
tically solve problems with high-dimensional uncertainties,
one must intelligently manage the individual discretization
fidelities throughout the optimization iteration. In this
work, we combine an inexact trust-region algorithm with
the recently developed local reduced basis approximation
to efficiently solve risk-averse optimization problems with
PDE constraints. The main contribution of this work is a
numerical framework for systematically constructing sur-
rogate models for the trust-region subproblem and the ob-
jective function using local reduced basis approximations.
We demonstrate the effectiveness of our approach through
a numerical example.
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MS60

Risk-averse Topology Optimization

Topology optimization is an iterative design process which
optimally distributes a volume of material by minimizing
an objective and fulfilling a set of constraints. Each it-
eration step requires a solution of a PDE describing the
physics of the problem. The material distribution is repre-
sented by using a density field which takes values one if a
point is occupied with material and zero otherwise. Reg-
ularization techniques ensure the existence of a solution.
The density field is obtained by a set of transformations ap-
plied on intermediate density like fields. Recently these in-
termediate fields have been identified to match transforma-
tions in nano- and micro-scale manufacturing. These sim-
ilarities lead to optimized solutions described directly by
control parameters supplied to the manufacturing equip-
ment. Imperfections in the production are modeled as ad-
ditional random fields and random variables affecting the
system response directly. The introduction of uncertain-
ties leads to full digitalization of the design-manufacturing
chain without any human intervention. However, such a
desired scenario increases further the already high compu-
tational requirements. Thus, the goal of the presentation is
to discuss and to compare different techniques for lowering
of the computational burden. The methods transform the
initial topology optimization problem in computationally
feasible one.

Boyan S. Lazarov
Department of Mechanical Engineering
Technical University of Denmark



UQ18 Abstracts 83

bslazarov@gmail.com

MS60

Scalable Algorithms and Software for PDE-
constrained Optimization under Uncertainty

Optimal control and design of physical systems modeled by
partial differential equations (PDEs) is an important goal
of many science and engineering applications. Typically,
PDE inputs such as model coefficients, boundary condi-
tions and initial conditions are unknown and estimated
from noisy, incomplete data. The numerical solution of
these problems poses a number of theoretical, algorithmic
and software challenges. We begin this talk by introducing
risk measures as a means of controlling uncertainty in the
model parameters. Second, we review several optimiza-
tion formulations that enable scalable solution techniques,
and outline a few numerical algorithms. Third, we discuss
their implementations in the Rapid Optimization Library
(ROL). To conclude, we solve risk-neutral and risk-averse
PDE-constrained optimization problems using ROL in two
application areas: optimal control of thermal fluids and
topology optimization of elastic structures.
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MS60

Sparse Solutions in Optimal Control of PDEs with
Uncertain Coefficients

Sparse solutions of optimal control problems governed by
elliptic PDEs with uncertain coefficients are studied. In ap-
plications, regions with nonzero controls can be interpreted
as optimal locations for control devices. Two formulations
are presented, one where the target is a deterministic opti-
mal control that optimizes the mean control objective, and
a formulation aiming at stochastic controls that all share
the same sparsity structure. I will focus on the stochas-
tic control problem governed by a linear elliptic PDE with
linearly entering infinite-dimensional uncertain parameter
field. I propose and analyze a norm reweighting algorithm
for the solution of this problem. Combined with low-rank
operator approximations, this results in an efficient solu-
tion method that avoids iteration over the uncertain pa-
rameter space. Numerical examples with the Laplace and
Helmholtz PDE operators are presented.
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MS61

An Adaptive Multi-fidelity Metamodel for UQ and
Optimization Based on Polyharmonic Spline

Ship hydrodynamic performance is significantly affected by
operational and environmental uncertainty, stemming from
speed, sea state and wave spectrum parameters, heading.
The quantification of the effects of these uncertain param-
eters on the ship performance (resistance, motions, etc.)

is evaluated by coupling hydrodynamic solvers (possibly
high-fidelity) with UQ methods. Furthermore, in order to
define robust and reliable hull forms, the estimators pro-
vided by UQ are included as merit factors in a simulation-
based design optimization process. The latter can be com-
putationally very expensive and therefore efficient method-
ologies for both UQ and optimization are sought after.
Here, an adaptive multi-fidelity metamodel (AMFM) is
presented to reduce the computational effort while main-
taining highly accurate predictions. The AMFM combines
the interpolation of high- and low-fidelity solutions based
on an ensemble of polyharmonic spline. The metamodel
training sets (low- and high-fidelity) are refined based on
the scatter in the predictions. A method is presented for
selecting adaptively which fidelity needs to increase the
training set size. The use of AMFM with UQ and optimiza-
tion methods is discussed. The proposed AMFM is applied
to the UQ and hull form optimization of a destroyer-type
ship, subject to uncertain cruise speed, where high- and
low-fidelity solutions are provided by RANS and potential-
flow solvers, respectively.
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MS61

B-splines on Sparse Grids for Stochastic Colloca-
tion

The sparse grid combination technique is an established
method to tackle higher-dimensional problems in the con-
text of uncertainty quantification. Classical approaches use
combinations of anisotropic full grids with global polynomi-
als as basis functions to approximate quantities of interest
or to compute coefficients of the polynomial chaos expan-
sion via pseudo spectral projection. We replaced the global
polynomial basis in the sparse grid combination technique
by a local B-Spline basis to reduce negative effects of nu-
merical instabilities in the solution on the surrogate. B-
Splines do not suffer from Gibb’s phenomenon, and their
polynomial degree can be chosen arbitrarily depending on
the problem at hand to increase the order of convergence.
We introduce a not-a-knot B-Spline basis for anisotropic
full grids to cope with inaccuracies at the boundary of the
stochastic domain. Furthermore, we use established adap-
tive refinement criteria that are derived from the sparse
grid approach to reduce the costs, i.e. the number of for-
ward model runs, for the approximation. Numerical studies
demonstrate the effectiveness of this approach compared to
common sparse grid methods with various grids based on
Clenshaw-Curtis points and Leja sequences as well as to
polynomial chaos expansion.
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MS61

Soft Information in Uncertainty Quantifications

We propose a framework for uncertainty quantification
based on nonparametric statistical estimation and soft in-
formation about shape, support, continuity, slope, loca-
tion of modes, values, and other properties of the proba-
bility density function (pdf) of a response quantity of in-
terest. Using maximum likelihood, maximum entropy, and
related criteria, we obtain estimators of such pdfs and es-
tablish their strong consistency under mild assumptions
and robustness in the presence of model misspecification.
We also achieve strong consistency of a rich class of plug-
in estimators for modes of pdfs for response quantities.
Computations are facilitated by approximation of the non-
parametric estimation problems using epi-splines. Specific
examples illustrate the framework including an estimator
simultaneously subject to bounds on pdf values and its
(sub)gradients, restriction to concavity, penalization that
encourages lower modes, and imprecise information about
the expected value of the response quantity of interest.
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MS61

IGA-based Multi-index Stochastic Collocation

Multi-Index Stochastic Collocation (MISC) is a method of
the multi-level family, aimed at reducing costs when re-
peatedly solving a parametric PDE for UQ purposes by
exploiting a hierarchy of discretizations. In this talk, we
show how to combine MISC with Isogeometric Analysis
(IGA) solvers, leveraging on their tensor-structure. IGA
solvers employ splines instead of finite elements to solve
PDEs, which enables simpler meshing process, exact ge-
ometry representation and high-continuity basis functions.
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MS62

Convergence of Consistent Bayesian Inversion us-
ing Surrogates

We summarize a newly developed Bayesian approach to
constructing pullback probability measures regularized by
prior densities solving stochastic inverse problems. To im-
prove computational efficiency, we investigate the use of
surrogate approximations to the parameter-to-observable
map at the heart of the inverse problem. We consider the
practical conditions required of the surrogate approxima-
tions and their refinements such that we can prove the
approximate posterior densities converge. The main the-
oretical result represents a converse to Scheffe’s lemma in
the context of stochastic inverse problems and requires a
generalization of the famous Arzela-Ascoli theorem to cer-
tain spaces of discontinuous functions. Numerical results

are used to motivate the conceptual issues and highlight the
strategy considered in this theoretical approach to proving
convergence.
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MS62

Adaptive Sampling for Efficient UQ using Voronoi
Piecewise Surrogates

Voronoi Piecewise Surrogate (VPS) models have been re-
cently introduced as a local alternative to standard global
surrogate models for Uncertainty Quantification (UQ) in
computational simulations. VPS models were demon-
strated successful in modeling high-dimensional functions
that exhibit discontinuities, without constraining sample
locations. In its basic (non-adaptive) version, a VPS model
is constructed on a user-defined sampleset. From an im-
plementation perspective, a highly desired feature in a sur-
rogate model is its ability to propose future samples for
improving the model accuracy. In this work, we intro-
duce a new adaptive sampling capability of VPS models
that caters to both requirements. Our adaptation mech-
anism relies on information from iteratively-constructed
VPS models to generate new samples. We demonstrate the
efficiency of adaptive VPS models using a collection of test
functions that exhibit different behaviors (e.g. noise, high
gradients, and discontinuities). We compare our adaptive
VPS model to standard surrogates such as Sparse Grids,
and Gaussian Processes.
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MS62

On the Ensemble Propagation for Efficient Uncer-
tainty Quantification of Mechanical Contact Prob-
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lems

A new approach called embedded ensemble propagation
has recently been proposed to improve the efficiency
of sampling-based uncertainty quantification methods on
emerging architectures. It consists of simultaneously eval-
uating a subset of samples of the model, instead of eval-
uating them individually. This method improves memory
access patterns, enables sharing of information from sample
to sample, reduces message passing latency, and improves
opportunities for vectorization. However, the impact of
these improvements on the efficiency of the code depends
on its code divergence, whereby individual samples within
an ensemble must follow different code execution paths. In
this presentation we will show the feasibility of propagating
an ensemble through mechanical contact problems, discuss
some of the code divergence issues arising in mechanical
contact problems where each sample within an ensemble
can give rise to a different contact configuration, discuss
strategies to manage them, and illustrate them with nu-
merical examples. At the end we will extend these notions
to more general non-linear problems.

Kim Liegeois, Romain Boman
University of Liege
kim.liegeois@ulg.ac.be, r.boman@ulg.ac.be

Eric Phipps
Sandia National Laboratories
Optimization and Uncertainty Quantification Department
etphipp@sandia.gov

Tobias A. Wiesner
Sandia National Laboratories
tawiesn@sandia.gov

Maarten Arnst
Universite de Liege
maarten.arnst@ulg.ac.be

MS62

An Ensemble Generation Method for Efficient UQ
Based on Local Surrogate Models

Several Uncertainty Quantification (UQ) methods require
ensemble propagation of samples for efficient processing
on parallel architectures. In this work, we introduce a
new ensemble generation capability based on adaptive ran-
dom sampling. While many methods focus on finding the
best way for grouping selected samples into efficient ensem-
ble(s), our approach generates an ensemble of samples from
scratch, adding degrees of design freedom. We use adaptive
random sampling to iteratively choose samples with best
efficiency, while respecting a user-desired accuracy loss tol-
erance. In each iteration, we construct two Voronoi Piece-
wise Surrogate (VPS) models to quantify accuracy and
cost. VPS models were recently demonstrated successful
in modeling high-dimensional functions that exhibit dis-
continuities, without constraining sample locations. We
compare our algorithm to standard grouping techniques
built on sparse grids.
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MS63

A Conditional Gaussian Framework for Filtering
and Predicting Complex Nonlinear Dynamical Sys-
tems

We introduce a conditional Gaussian framework for data
assimilation and prediction. Despite the conditional Gaus-
sianity, the dynamics remain highly nonlinear and capture
strongly non-Gaussian features such as intermittency and
extreme events. The conditional Gaussian structure al-
lows efficient and analytically solvable conditional statistics
that facilitates the real-time data assimilation and predic-
tion. The talk will include three applications of such con-
ditional Gaussian framework. In the first part, a physics-
constrained nonlinear stochastic model is developed, and
is applied to data assimilation and the prediction of the
Madden-Julian oscillation with strongly intermittent fea-
tures. The second part regards the state estimation of mul-
tiscale and turbulent ocean flows using noisy Lagrangian
tracers. A suite of reduced filters are designed and com-
pared in filtering different features. In the last part of the
talk, a brief discussion of applying conditional Gaussian fil-
ters to solve high-dimensional Fokker-Planck equation will
be included. This method is able to beat the curse of di-
mensions in traditional particle methods.
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MS63

More Data is not Always Better: Why and How
Feature-based Data Assimilation can be Useful

Suppose you are interested in a system that exhibits tran-
sitions from one steady state to another. You have a model
for this situation and you are also given data. Your goal is
to use the data to estimate parameters of your model. You
may ask: are data collected during steady state redundant?
If so, one may neglect some, or most, of the steady state
data and focus on those data collected during the transi-
tion periods. We show by numerical examples that this
is indeed the case. The solution of a parameter estimation
problem that uses only data collected during transition pe-
riods is almost identical to the solution of the problem that
uses all of the data, but the problem with fewer data is nu-
merically easier to solve. We present these finding using a
mass-spring-damper system as a prototypical example, and
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also present progress towards a more rigorous framework
for such ideas. More generally, we discuss a feature-based
approach to parameter estimation. The idea is to identify
low-dimensional features within the data and to estimate
model parameters based on these features rather than the
raw data. This approach can reduce the intrinsic dimension
of a parameter estimation problem which makes obtaining
its solution numerically feasible.
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A Class of Nonlinear Filters Induced by Local Cou-
plings

We introduce a class of structure-exploiting nonlinear
filters for high-dimensional state-space models with in-
tractable transition kernels. The idea is to transform the
forecast ensemble into samples from the current filtering
distribution by means of a sequence of local (in state-space)
nonlinear couplings computed mostly via low-dimensional
convex optimization. This sequence of low-dimensional
transformations implicitly approximates the projection of
the filtering distribution onto a manifold of sparse Markov
random fields (not necessarily Gaussian) and can be car-
ried out with limited ensemble sizes. Many square-root
ensemble Kalman filters can be interpreted as special in-
stances of the proposed framework when we restrict our
attention exclusively to linear transformations, and when
we neglect approximately sparse Markov structure in the
filtering distribution. We consider applications to chaotic
dynamical systems.
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MS63

Particle Filters for Spatially Extended Systems

Data assimilation is the process of combining mathemat-
ical models with collected observations in order to make
forecasts and quantify the associated uncertainty. In this
talk, we will focus on the sequential nature of many DA
problems; this context naturally leads to the repeated ap-
plication of Bayes formula. The particle filter algorithm
is a Monte-Carlo based approach that allows a straightfor-
ward numerical implementation of these recursive updates.
Particle filters rely on importance sampling combined with
a re-sampling step in order to propagate a set of parti-
cles forward in time; contrarily to other methods such as
the Ensemble Kalman Filter (EnKF), particle filters do
not rely on Gaussian assumptions and are asymptotically
exact.Although consistent, in order to give reliable results
(i.e. avoid collapse), particle filters typically require a num-
ber of particles that scale exponentially quickly with the
(effective) dimension of the state-space; traditional parti-
cle filters are consequently unusable for many large scale
applications. To make progress, the spatial decorrelation
that is inherent to many applied scenarios has to be ex-
ploited through localization procedures. In this talk, we
review some of the techniques that have recently been de-
veloped for this purpose and propose some new extensions.
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MS64

Bayesian Optimization using Stacked Gaussian
Processes

A Bayesian optimization strategy is presented in the con-
text of Stacked Gaussian Processes. StackedGP is a net-
work of independently trained Gaussian processes used to
integrate different datasets through model composition.
By using analytical first and second-order moments of a
Gaussian process with uncertain inputs, approximated ex-
pectations of quantities of interests that require an ar-
bitrary composition of functions can be obtained. A
StackedGP-based Bayesian optimization is presented in the
context of heterogeneous catalysis to propose new materials
by accounting for the uncertainty in adsorbed and activa-
tion energies.
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MS64

Scalable Methods for Bayesian Optimal Experi-
mental Design, with Applications to Inverse Scat-
tering

Abstract not available at time of publication.
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MS64

Extending the use of Statistical Emulators in
Bayesian Experimental Design

The location of high-dimensional Bayesian designs is a
computationally challenging task due to the requirement
of optimising an expensive and noisy utility function. We
tackle this problem through proposing the k-dimensional
approximate coordinate exchange algorithm which extends
the use of emulators in the search for the optimal design.
The chosen emulator is the Gaussian Process where the
utility of a given design is interpolated as a function of dis-
tance from a training set of designs. We propose an algo-
rithm for training and adaptively augmenting the emulator
for the location of efficient Bayesian designs. We compare
our algorithm against current best practice, and show that
our approach locates highly efficient designs particularly in
high dimensional design problems.
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MS64

Towards Exascale Computing: Optimal Paralleliza-
tion of Experimental Design

Plasma-Wall-Interaction(PWI) related simulations may
take days to weeks of simulation-time. It is thus mandatory
to utilize the available computational budget efficiently.
However, many of the input parameters are uncertain and
a proper comparison of the simulation results with experi-
mental data requires the quantification of the uncertainty
of the code results as well. Unfortunately the curse of
dimension often prohibits a straightforward Monte Carlo
sampling of the uncertain parameters. Bayesian Experi-
mental Design together with the use of surrogate models
(Gaussian processes) suggests a more efficient approach.
Employing the Kullback-Leibler-divergence as utility func-
tion we propose an optimized and automated parameter
selection procedure for the simulations. The proposed
method is applied to PWI-simulations with several uncer-
tain and Gaussian distributed input parameters. New ap-
proaches to reduce the wall-clock-time for the optimization
as well as the performance of other utility functions are also
discussed.
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MS65

Spatiotemporal Pattern Extraction with Operator-
valued Kernels

We present a data-driven framework for extracting spa-
tiotemporal patterns generated by ergodic dynamical sys-
tems. Our approach is based on an eigendecomposition
of a kernel integral operator acting on a Hilbert space of
vector-valued observables of the system, taking values in a
space of functions (scalar fields) on a spatial domain. This
operator is constructed by combining aspects of the theory
of operator-valued kernels for machine learning with delay-
coordinate maps of dynamical systems. Specifically, delay-
coordinate maps performed pointwise in the spatial domain
induce an operator acting on functions on that domain for
each pair of dynamical states. We show that in the limit
of infinitely many delays the resulting kernel integral op-
erator commutes with a Koopman operator governing the
evolution of vector-valued observables under the dynamics;
as a result, in that limit the recovered patterns lie in simul-
taneous eigenspaces of these operators associated with the
point spectrum of the dynamical system. We present ap-
plications of our framework to the Kuramoto-Sivashinsky
model, which demonstrate considerable performance gains
in efficient and meaningful decomposition over eigendecom-
position techniques utlizing scalar-valued kernels.
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MS65

Data-driven Discovery of Dynamical Systems and
Uncertainty in Model Selection

Data-driven sparse identification algorithms allow one to
select candidate models for governing nonlinear dynami-
cal systems by a Pareto front analysis. Cross validating
the model selection process can be performed using AIC
or BIC scores for the remaining candidate models. Un-
certainty in model parameters can also be cross validated
for parametrized systems using group sparsity penalization
techniques, thus allowing one to compute UQ metrics for
data-driven discovery of nonlinear systems. Our method is
demonstrated on a number of physically motivated exam-
ples.
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MS65

A Bayesian Topological Framework for the Identi-
fication and Reconstruction of Subcellular Motion

Microscopy imaging allows detailed observations of intra-
cellular movements and the acquisition of large data sets
that can be fully analyzed only by automated algorithms.
This talk will expose a new computational method for the
automatic identification and reconstruction of trajectories
followed by subcellular particles captured in microscopy
image data. The method operates on stacks of raw image
data and computes the complete set of contained trajec-
tories. The method engages Bayesian considerations with
topological data analysis and makes no assumptions about
the underlying dynamics. We test the developed method
successfully against artificial and experimental datasets.
Application of the method on the experimental data reveals
good agreement with manual tracking and benchmarking
yields performance scores competitive to the existing state
of the art tracking methods.
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MS65

On the Construction of Probabilistic Newton-type
Algorithms

It has recently been shown that many of the existing quasi-
Newton algorithms can be formulated as learning algo-
rithms, capable of learning local models of the cost func-
tions. Importantly, this understanding allows us to safely
start assembling probabilistic Newton-type algorithms, ap-
plicable in situations where we only have access to noisy
observations of the cost function and its derivatives. This
is where our interest lies. We make contributions to the
use of the nonparametric and probabilistic Gaussian pro-
cess models in solving these stochastic optimisation prob-
lems. Specifically, we present a new algorithm that unites
these approximations together with recent probabilistic
line search routines to deliver a probabilistic quasi-Newton
approach. We also show that the probabilistic optimisation
algorithms deliver promising results on challenging nonlin-
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ear system identification problems where the very nature of
the problem is such that we can only access the cost func-
tion and its derivative via noisy observations, since there
are no closed-form expressions available.

Thomas Schön
Department of Information Technology
Uppsala University
thomas.schon@it.uu.se

Adrian G. Wills
University of Newcastle NSW Australia
Dept. of Electrical and Computer Engineering
onyx@ecemail.newcastle.edu.au

MS66

A Deep Learning Approach in Traffic Prediction
for Autonomous Driving

With the development of AI technology, people paid more
and more attention to the AI technology which brings real
changes to human, especially combined with the traditional
industry. Autonomous driving is one of the hottest research
areas in the last two years, and it will bring great changes
to people’s lives. As one of the core issues in the field of
automatic driving, prediction of the surrounding vehicles
and pedestrians is a very hard problem. We have tried
CNN, RNN and other algorithms, and carried out in-depth
study. It was applied in the field of automatic driving and
achieved good results. In the follow-up study, let us explore
together and apply it to real life.

Qi Kong
Baidu, USA
kongqi02@baidu.com

MS66

Hybrid Data Assimilation for Aerosol Parameter
Estimation

Estimation of the parameters which define aerosol distribu-
tions, such as the space-time location of the source and the
strength and duration of release, is an important problem
for applications such as the enforcement of environmental
regulations and treaties. The mathematical and computa-
tional challenges stem from the sparsity of observations in
space and time; the complexity and uncertainty in the non-
linear advection-diffusion-reaction models; and confound-
ing levels of background noise. These factors contribute to
an ill-posed and poorly regularized inverse problem. In this
talk, we will consider several techniques for parameter esti-
mation in this domain, and focus on a hybrid technique—
motivated by the multi-scale structure of the dynamics and
sparsity in the data—which aims to reduce the dimension-
ality of the parameter space and accelerate convergence
toward more accurate parameter estimates.

William Rosenthal
Pacific Northwest National labs
william.rosenthal@pnnl.gov

MS66

Sequential Data Assimilation with Multiple Non-
linear Models and Applications to Subsurface Flow

Complex systems are often described with competing mod-
els. Such divergence of interpretation on the system may
stem from model fidelity, mathematical simplicity, and

more generally, our limited knowledge of the underlying
processes. Meanwhile, available but limited observations
of system state could further complicate ones prediction
choices.Over the years, data assimilation techniques, such
as the Kalman filter, have become essential tools for im-
proved system estimation by incorporating both models
forecast and measurement; but its potential to mitigate the
impacts of aforementioned model-form uncertainty has yet
to be developed. Based on an earlier study of Multi-model
Kalman filter, we propose a novel framework to assimi-
late multiple models with observation data for nonlinear
systems, using extended Kalman filter, ensemble Kalman
filter and particle filter, respectively. Through numerical
examples of subsurface flow, we demonstrate that the new
assimilation framework provides an effective and improved
forecast of system behavior.
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MS66

Probabilistic Machine Learning for Fluid Flows

Previous works have used machine learning to construct
data-driven models for predicting various quantities such
as turbulent stresses, sub-grid-scale scalar fluxes, and wall-
shear stresses in turbulent flows. However, it is desirable
to have quantified uncertainties built in such predictions,
which are unfortunately lacking in most existing machine
learning techniques. We used Bayesian neural networks
(BNN) and direct numerical simulation datasets to con-
struct data-driven turbulent constitutive models to predict
turbulent stresses from mean flow field variables with quan-
tified uncertainties. The promising results demonstrate
that BNN has great potential in science and engineering
applications.

yang zeng
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MS67

Graph-based Bayesian Learning: Continuum Lim-
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its and Algorithms

The principled learning of functions from data is at the
core of statistics, machine learning and artificial intelli-
gence. The aim of this talk is to present some new the-
oretical and methodological developments concerning the
graph-based, Bayesian approach to semi-supervised learn-
ing. I will show suitable scalings of graph parameters that
provably lead to robust Bayesian solutions in the limit of
large number of unlabeled data. The analysis relies on a
careful choice of topology and in the study of the the spec-
trum of graph Laplacians. Besides guaranteeing the con-
sistency of graph-based methods, our theory explains the
robustness of discretized function space MCMC methods
in semi-supervised learning settings.

Daniel Sanz-Alonso, Nicolas Garcia Trillos, Zachary
Kaplan, Thabo Samakhoana
Brown University
daniel sanz-alonso1@brown.edu, nico-
las garcia trillos@brown.edu, zachary kaplan@brown.edu,
thabo samakhoana@brown.edu

MS67

Conditional Density Estimation, Filtering and
Clustering using Optimal Transport

A new non-parametric procedure for the estimation and
simulation of conditional probability density p(x|z) is pre-
sented. The procedure originates from a data based for-
mulation of the Wasserstein barycenter problem and has
the byproduct of removing the effect of undesired covari-
ates from the dataset under consideration. This approach
is computationally efficient by means of a low rank tensor
factorization and it naturally embeds a Bayesian cluster-
ing procedure to be used when only few to no points of x
are available for a given z. The methodology is illustrated
through examples that include the explanation of variabil-
ity of ground temperature across the continental United
States and the prediction of book preference among poten-
tial readers.

Giulio Trigila
Courant Institute
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MS67

Dimension Reduction in Optimization-based Sam-
pling

Markov chain Monte Carlo (MCMC) relies on efficient pro-
posals to sample from a target distribution of interest. Re-
cent optimization-based MCMC algorithms for Bayesian
inference, e.g. randomize-then-optimize (RTO), repeatedly
solve optimization problems to obtain proposal samples.
We interpret RTO as an invertible map between two ran-
dom variables and find that this mapping preserves the
value of the random variables along many directions. This
is an alternative usage of dimension reduction that corre-
sponds to weaker requirements on the selected subspaces.

Zheng Wang
Massachusetts Institute of Technology
USA
zheng w@mit.edu
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MS68

Modeling Rare Events in Complex Systems

I will discuss numerical methods for the study of barrier-
crossing events, particularly the string method, and present
some applications including transitions in Kuroshio, the
wetting transition on patterned solid surface, the isotropic-
nematic transition of liquid crystal.

Weiqing Ren
National University of Singapore and IHPC, A-Star
matrw@nus.edu.sg

MS68

A Laguerre Spectral Minimum Action Method for
Finding the Most Probable Path

Minimum action method (MAM) is a powerful mathemati-
cal tool for computing phase transition phenomena in many
noise-driven dynamical systems. Theoretically, the transi-
tion time is infinity when noise amplitude takes limit to
zero. There exist several approaches to handle the infinite
long transition time, e.g. taking a finite but large transi-
tion time, using geometric MAM, determining an optimal
finite transition time based numerical resolution. In this
talk, we introduce another approach, a Laguerre spectral
MAM, to handle this problem. This method has several
special properties which will be demonstrated by applying
it to several nonlinear ODE systems and PDE systems.

Haijun Yu
LSEC, Institute of Computational Mathematics
Academy of Mathematics and Systems Science, China
hyu@lsec.cc.ac.cn

MS68

Minimum Action Method for Systems with Delays

In this work, we develop an hp-adaptivity strategy for the
minimum action method (MAM) using a posteriori error
estimate and generalize it to deal with systems with delays.
MAM plays an important role in minimizing the Freidlin-
Wentzell action functional, which is the central object of
the Freidlin-Wentzell theory of large deviations for noise-
induced transitions in stochastic dynamical systems. We
will demonstrate the effectiveness of our method for sys-
tems with or without delays.

Jiayu Zhai
Luisiana State University
xlwan@math.lsu.edu

Xiaoliang Wan
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Department of Mathematics
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MS68

An Improved Adaptive Minimum Action Method
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for Non-gradient System

In this talk, I introduce two improvements on the mini-
mum action method(MAM). The first one is to handle the
numerical issue of grid points tangling around the saddle
point for a large time interval. The original monitor func-
tion in the adaptive MAM is updated and linked to the
drift vector only so that the numerical derivative on the
path is now unnecessary. The improved aMAM has a bet-
ter robustness. The second one is on the MAM departing
from a stable limit cycle, in which the optimal path has
an infinite length. By constructing a quadratic solution of
the quasi-potential on the limit cycle from the linearized
HJB equation, we run the MAM only from a thin tube
around the cycle so that the optimal path is truncated to
be finitely long. The quadratic solution in need is solved
by an efficient numerical method for the underlying Ricatti
equation. This is joint work with Yiqun Sun and Ling Lin.
The HK GRF 11304715 and 11337216 is acknowledged.
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MS69

Computational Optimal Design of Random Rough
Surfaces in Thin-film Solar Cells

Random rough textures can increase the absorbing effi-
ciency of solar cells by trapping the optical light and in-
creasing the optical path of photons, and in turn increases
the effectiveness of solar panels. In this talk, I will briefly
describe the mechanism and the mathematical modeling
of thin film solar cells to start with. Then I will describe
how to use mathematical shape control methods to op-
timally design of random rough surfaces in thin-film solar
cells. Finally I will use numerical experiments to show that
optimally obtained random textures yield an enormous ab-
sorption enhancement, and thus increase the solar panel’s
energy efficiency.

Junshan Lin
Auburn University
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MS69

Sparse Grid Quadratures from Conformal Map-
pings

In this talk we describe the extension of quadrature ap-
proximations, built from conformal mapping of interpola-
tory rules, to sparse grid quadrature in the multidimen-
sional setting. In one dimension, computation of an inte-
gral involving an analytic function using these transformed
quadrature rules can improve the convergence rate by a fac-
tor approaching π/2 versus classical interpolatory quadra-
ture. For the computation of high-dimensional integrals
with analytic integrands, we implement the transformed
quadrature rules in the sparse grid setting, and we show
that in certain settings, the convergence improvement can
be exponential with growing dimension. Numerical exam-
ples demonstrate the benefits and drawbacks of the ap-

proach, as predicted by the theory.
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MS69

Unified Null Space Conditions for Sparse Approx-
imations via Nonconvex Minimizations

This talk is concerned with sparse polynomial approxima-
tion via compressed sensing approach. Nonconvex mini-
mizations are generally closer to l0 penalty than l1 norm,
thus it is widely accepted that they are able to enhance the
sparsity and accuracy of the approximations. However, the
theory verifying that nonconvex penalties are as good as or
better than l1 minimization in uniform, sparse reconstruc-
tion has not been available beyond a few specific cases. We
aim to fill this gap by establishing new recovery guarantees
through unified null space properties that encompass most
of the currently proposed nonconvex functionals in the lit-
erature. These conditions are less demanding than or iden-
tical to the standard null space property, the necessary and
sufficient condition for l1 minimization.

Hoang A. Tran
Oak Ridge National Laboratory
Computer Science and Mathematics Division
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MS69

A Generalized Sampling and Weighted Approach
for Sparse Approximation of Polynomial Chaos Ex-
pansions

We consider the sampling stretagy of for sparse recovery
of polynomial chaos expansions via compressed sensing.
In particular, we propose a general framework that sam-
pling with respect to the (weighted) pluripotential equi-
librium measure of the domain, and subsequently solves
a weighted least-squares problem. The framework covers
both the bounded and unbounded cases. We also discuss a
potential application of this approach – handling arbitrary
polynomical choas expansions.

Tao Zhou
Institute of Computational Mathematics
Chinese Academy of Sciences
tzhou@lsec.cc.ac.cn

MS70

Multifidelity Robust Optimization

This work presents a multifidelity framework for optimiza-
tion under uncertainty. Designing robust systems can be
computationally prohibitive due to the numerous evalua-
tions of numerical models required to estimate system level
statistics at each optimization iteration. We propose a mul-
tifidelity Monte Carlo approach combined with information
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reuse to estimate the first and second moments of the sys-
tem outputs. The method uses nested control variates to
exploit multiple fidelities and information from previous
optimization iterations in order to reduce the variance in
the moment estimates and the computational cost as com-
pared to standard Monte Carlo simulation.

Anirban Chaudhuri, Karen E. Willcox
Massachusetts Institute of Technology
anirbanc@mit.edu, kwillcox@MIT.EDU

MS70

Uncertainty Quantification via a Bi-fidelity Low-
rank Approximation Technique

The use of model reduction has become widespread as a
means to reduce computational cost for uncertainty quan-
tification of PDE systems. In this work, we presenta model
reduction technique that exploits the low-rank structure of
the solution of interest, when exists, for fast propagation
of high-dimensional uncertainties. To construct this low-
rank approximation, the proposed method utilizes models
with lower fidelities (hence cheaper to simulate) than the
intended high-fidelity model. After obtaining realizations
to the lower fidelity models, a set of reduced basis and
an interpolation rule are identified and applied to a small
set of high-fidelity realizations to obtain this low-rank, bi-
fidelity approximation. In addition to the construction of
this bi-fidelity approximation, we present convergence anal-
ysis and numerical results.
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MS70

Adaptive Refinement Strategies for Multilevel
Polynomial Expansions

In the simulation of complex physics, multiple model forms
of varying fidelity and resolution are commonly avail-
able. In computational fluid dynamics, for example, com-
mon model fidelities include potential flow, inviscid Eu-
ler, Reynolds-averaged Navier Stokes, and large eddy sim-
ulation, each potentially supporting a variety of spatio-
temporal resolution/discretization settings. While we seek
results that are consistent with the highest fidelity, the
computational cost of directly applying UQ in high ran-
dom dimensions quickly becomes prohibitive. In this pre-
sentation, we focus on the development and deployment
of multilevel-multifidelity algorithms that adaptively fuse
information from multiple model fidelities and resolutions
in order to reduce the overall computational burden. In
particular, we focus on forward uncertainty quantification
using multilevel emulator approaches that employ com-

pressed sensing and tensor trains to exploit sparse and low
rank structure. Several approaches for adaptively allocat-
ing samples across levels will be explored and compared,
based on deployments to both standard model problems
and engineered aerodynamic systems.
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MS70

A Multi-fidelity Stochastic Collocation Method for
Time-dependent Problems

In this talk, we shall discuss a collocation method with
multi-fidelity simulation models to efficiently reconstruct
the time trajectory of time-dependent parameterized prob-
lems. By utilizing the time trajectories of low/high-
fidelity solutions to construct the approximation space, this
method is demonstrated to offer two substantial advan-
tages: (1) it is able to produce more accurate results with
a limited number of high-fidelity simulations; (2) it avoids
instability issues of time-dependent problems due to the
nonintrusive nature. We also provide several numerical ex-
amples to illustrate the effectiveness and applicability of
the method.

Xueyu Zhu
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xueyu-zhu@uiowa.edu

Dongbin Xiu
Ohio State University
xiu.16@osu.edu

MS71

Selection, Calibration, and Validation of Models in
the Presence of Uncertainty: Applications to Mod-
eling Tumor Growth

The development of predictive computational models of
tumor growth is faced with many formidable challenges.
Some of the most challenging aspects is to rigorously ac-
count for uncertainties in observational data, model selec-
tion, and model parameters. In this work, we present a
set of mathematical models for tumor growth, including
reaction-diffusion and phase-fields models, with and with-
out mechanical deformation effects, and models for radi-
ation therapy. The observational data is obtained from
quantitative magnetic resonance imaging data of a murine
model of glioma, with X-ray radiation administered in the
middle of the experimental program. The mathematical
models are based on the balance laws of continuum mix-
ture theory, particularly mass balance, and from accepted
biological hypotheses on tumor growth. The Occam Plau-
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sibility Algorithm (OPAL) is implemented to provide a
Bayesian statistical calibration of the model classes, as
well as the determination of the most plausible models in
these classes relative to the observational data, and to as-
sess model inadequacy through statistical validation pro-
cesses. The results of the analyses through suggest that
the general framework developed can provide a useful ap-
proach for predicting tumor growth and radiation effects.
Acknowledgments We thank the Center Prevention Re-
search Institute of Texas (CPRIT) for funding through
RR160005, and the National Cancer Institute for funding
through U01CA174706 and R01CA186193.
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MS71

Dynamic Bayesian Influenza Forecasting in the
United States with Hierarchical Discrepancy

Timely and accurate forecasts of seasonal influenza would
assist public health decision-makers in planning interven-
tion strategies, efficiently allocating resources, and possi-
bly saving lives. For these reasons, influenza forecasts are
consequential. Producing timely and accurate influenza
forecasts, however, have proven challenging due to noisy
and limited data, an incomplete understanding of the un-
derlying disease transmission process, and the mismatch
between the disease transmission process and the data-
generating process. In this talk I will introduce a dynamic
Bayesian (DB) flu forecasting model that exploits model
discrepancy (i.e., the mismatch between the underlying dis-
ease transmission model and the data) through a Bayesian
hierarchical model. The DB model allows forecasts of par-
tially observed flu seasons to borrow discrepancy informa-
tion from previously observed flu seasons. We demonstrate
the DB’s flu forecasting capabilities by comparing the DB
model to leading real-world competitors.

Dave Osthus, James Gattiker, Reid Priedhorsky, Sara Del
Valle
Los Alamos National Laboratory
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MS71

Conditioning Multi-model Ensembles for Disease
Forecasting

The impact of model errors can be reduced by using an

ensemble of models and weighing them differentially, con-
ditional on historical data. This is called model averaging.
Starting from an ensemble of equally weighted models, we
describe a sequential algorithm that updates the weights
conditional on time-series data. The method can accom-
modate black-box models which provide temporal forecasts
as distributions. The method assumes that forecasts are
Gaussians, and is a shortcoming of the algorithm. We il-
lustrate this method with an ensemble of disease models,
using data on influenza outbreaks in the US.
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MS71

Multi-physics Model Error Calibration

Discrepancy between model prediction and physical obser-
vation can be attributed to errors in modelling the system,
as well as measurement errors in the experiments. The
Kennedy-O’Hagan framework has been usually adopted to
estimate model discrepancy in static systems. However,
this approach cannot be directly implemented in the case
of transient multi-physics models, where an error in mod-
elling one of the constituent disciplines would lead to errors
in the outputs of other disciplinary models, and these errors
would accumulate in time. In this study, we treat the errors
in each constituent discipline as external inputs to the cor-
responding governing equation. These errors are treated
as system states, and are estimated along with the other
states corresponding to the original model, using Bayesian
state estimation, leading to the estimation of modelling er-
rors as well as discrepancies in all the system states. We
illustrate this methodology using a flexible panel subjected
to hypersonic air flow and experiencing flow-induced pres-
sure loads and heating. We solve the nonlinear state es-
timation problem using a sampling-based state estimation
method, and address the issues of identifiability, variance
reduction, and discrepancy source identification.

Abhinav Subramanian
Vanderbilt University
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MS72

A Bayesian Approach to Quantifying Uncertainty
Divergence Free Flows

We treat the statistical regularization of the ill-posed in-
verse problem of estimating a divergence free flow field u
from the partial and noisy observation of a passive scalar
?. Our solution is Bayesian posterior distribution, a proba-
bility measure which precisely quantifies uncertainties in u
once one specifies models for measurement error and prior
knowledge for u. We present some of our recent work which
analyzes both analytically and numerically. In particular
we discuss some Markov Chain Monte Carlo (MCMC) al-
gorithms which we have developed and refined to effectively
sample from . This is joint work with Jeff Borggaard and
Justin Krometis

Nathan Glatt-Holtz
Tulane University



UQ18 Abstracts 93

negh@tulane.edu

MS72

Uncertainty Quantification for the Boltzmann -
Poisson System

We study the uncertainty quantification for a Boltzmann-
Poisson system that models electron transport in semi-
conductors and the physical collision mechanisms over the
charges. We use the stochastic Galerkin method in order
to handle the randomness associated to the problem. The
main uncertainty in the Boltzmann equation is knowing
the initial condition for a large number of particles, which
is why the problem is formulated in terms of a probability
density in phase space. The second source of uncertainty
in the Boltzmann-Poisson problem, directly related to its
quantum nature, is the collision operator, as its structure in
this semi-classical model comes from the quantum scatter-
ing matrices operating on the wave function associated to
the electron probability density. Additional sources of un-
certainty are transport, boundary data, etc. In this study
we choose the energy as a random variable, as it is a crucial
variable in the problem that determines both the collision
(given by energy and momentum conservation) and trans-
port (via the wave group velocity), whose balance defines
the Boltzmann equation. The dimensional cost is intended
to be kept minimal, as the energy band is a scalar function
of the momentum.

Jose A. Morales Escalante, Clemens Heitzinger
Vienna University of Technology
jose.morales.escalante@tuwien.ac.at,
clemens.heitzinger@tuwien.ac.at

MS73

Reduced Basis Approach using Sparse Polynomial
Chaos Expansions in Computational Fluid Dynam-
ics Applications

One approach to propagate uncertainties in engineering
systems is using polynomial chaos expansions. A fun-
damental, well-known, limitation of polynomial chaos is
the curse-of-dimensionality; namely the computational cost
grows dramatically with the number of input uncertainties.
In this talk, a two-stage non-intrusive uncertainty quantifi-
cation method is presented in order to address this issue.
First, an optimal stochastic expansion, i.e. made of very
few basis functions, is derived using proper orthogonal de-
composition on a coarse discretization. It is further com-
bined with an adaptive sparse polynomial chaos algorithm
in order to construct the covariance matrix at low cost and
thus significantly speed up the convergence of the method.
Second, the optimal stochastic basis is utilized to expand
the stochastic solution on a fine discretization and derive
the statistical moments. A practical engineering problem
is studied in order to illustrate and quantify the resulting
computational savings over more traditional methods for
uncertainty quantification in computational fluid dynam-
ics. It consists of an airfoil operating at transonic flow
condition, and subject to geometrical and operational un-
certainties. It is shown that the proposed two-stage uncer-
tainty quantification method is able to predict statistical
quantities with little loss of information and at a cheaper
cost than other state-of-the-art techniques.
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MS73

Quantifying Structural Uncertainty in Reynolds-
averaged Navier-stokes Turbulence Models for
Simulations of Heat Exchangers

Reynolds-averaged Navier-Stokes (RANS) simulations are
commonly used for engineering design and analysis of tur-
bulent flow and heat or scalar transport. An important
limitation is that the turbulence and turbulent flux models
can introduce considerable uncertainty in predictions for
complex applications. To enable robust design and opti-
mization based on imperfect RANS results, the objective of
this study is to establish a model-form uncertainty quantifi-
cation method for turbulent scalar flux models. The pro-
posed framework addresses uncertainty in the scalar flux
magnitude and direction. First, the method solves a trans-
port equation for the flux magnitude derived from classic
second-moment closures, which introduces a dependency of
the magnitude on the direction. Second, two different ap-
proaches for varying the scalar flux direction are explored:
(1) the monotonicity of the scalar flux production term
with respect to the flux direction is analyzed, and an al-
gorithm to explore directions that increase or decrease the
production is designed; (2) it is assumed that scalar trans-
port is most effective when the flux vector is normal to
the local shear plane, and a function to rotate the vec-
tor toward that orientation is constructed. Both strategies
are applied to a pin-fin heat exchanger for which large-eddy
simulation data is available for validation. The results show
promising capabilities to bound predictions for the overall
heat transfer rate and some local key flow features.
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MS73

Multilevel and Multi-index Sampling for the For-
ward Propagation of Many Uncertainties in Indus-
trial Applications

Computational models in science and engineering are sub-
ject to uncertainty, that is present under the form of un-
certain parameters or model uncertainty. Any quantity of
interest derived from simulations with these models will
also be uncertain. The efficient propagation of the uncer-
tainties is often the computational bottleneck in other UQ
problems, such as robust optimisation and risk analysis.
The Monte Carlo method is the method of choice to deal
with these many uncertainties. However, the plain Monte
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Carlo method is impractical due to its expense. We inves-
tigate how extensions of the Monte Carlo method, such as
Multilevel Monte Carlo and Multi-Index Monte Carlo, and
their respective Quasi-Monte Carlo variants, can be used
efficiently to solve uncertainty quantification problems in
real engineering applications.
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MS73

Robust PDE Constrained Optimization with Mul-
tilevel Monte Carlo Methods

We consider PDE constrained optimization problems
where the partial differential equation has uncertain coef-
ficients modeled by means of random variables or random
fields. We wish to determine a robust optimum, i.e., an
optimum that is satisfactory in a broad parameter range,
and as insensitive as possible to parameter uncertainties.
To that end we optimize the expected value of a tracking
type objective with an additional penalty on the variance
of the state. The gradient and Hessian corresponding to
such a cost functional also contain expected value opera-
tors. Since the stochastic space is often high dimensional,
a multilevel (quasi-) Monte Carlo method is presented to
efficiently calculate the gradient and the Hessian. The
convergence behavior is illustrated using a gradient and
a Hessian based optimization method for a model ellip-
tic diffusion problem with lognormal diffusion coefficient
and optionally an additional nonlinear reaction term. The
evolution of the variances on each of the levels during the
optimization procedure leads to a practical strategy for de-
termining how many and which samples to use. We also
investigate the necessary tolerances on the mean squared
error of the estimated quantities. Finally, a practical al-
gorithm is presented and tested on a problem with a large
number of optimization variables and a large number of
uncertainties.
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MS74

Adaptive Low-rank Separated Representations
Based on Mapped Tensor-product B-splines

There is a great need for robust, efficient, and accurate sur-
rogate modeling techniques throughout a plethora of top-
ics in the field of Uncertainty Quantification. Separated
Representations (SR) provide an excellent tool for con-
structing such surrogate models exhibiting rank sparsity
with respect to a tensor-product basis. Moreover, there
are a variety of available techniques for determining the
corresponding expansion coefficients including alternating
least-squares routines or compressive sensing. Despite the

assortment of algorithms available for the SR construc-
tion, the underlying expansion generally employs orthogo-
nal polynomials which are globally differentiable. However,
many physical phenomena exhibit localized features or po-
tentially discontinuous regions, due to e.g. bifurcations,
for which global polynomials are poor approximants. As
a remedy, we utilize non-uniform, tensor-product B-splines
where continuity can be iteratively adapted and optimized
to accurately represent these non-smooth or localized fea-
tures. Additionally, these discontinuous regions are not
necessarily axis-aligned. Therefore, we introduce a geomet-
ric mapping from a Euclidean parametric domain where
the tensor-product B-splines are defined. These splines
are then mapped to the physical domain where the data
exists. This mapping in turn can be optimized, providing
the necessary ingredient for a method capable of accurately
representing these non axis-aligned discontinuities and bi-
furcations.
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MS74

Propagating Fuzzy Uncertainties with Hierarchical
B-splines on Sparse Grids

Fuzzy logic is a way of describing uncertainties in param-
eters. In contrast to probabilistic approaches, it is often
used to reflect epistemic uncertainties. Zadeh’s well-known
extension principle can be applied to propagate uncertainty
in the input parameters to the output of an objective func-
tion. Unfortunately, it requires the solution of a number of
global optimization problems. In settings with expensive
objective functions, the large amount of function evalua-
tions required by optimization algorithms quickly becomes
prohibitively expensive. We follow the approach proposed
by Klimke and replace the objective function by a sparse
grid surrogate that can be evaluated very cheaply. Sparse
grids cope with the curse of dimensionality to some ex-
tent allowing moderately high numbers of input parame-
ters. However, only piecewise linear and global polynomial
basis functions have been studied so far, both of which have
drawbacks. Instead, we propose to use B-splines for the
sparse grid basis. In this talk, we will show that the advan-
tages of the new method are three-fold: First, B-splines dis-
play higher numerical orders of convergence than piecewise
linear functions. Second, B-splines enable gradient-based
optimization, as B-splines are in general continuously dif-
ferentiable and gradients of the B-spline interpolants are
explicitly known. Third, we show that it is possible to
employ spatial adaptivity to resolve local features of the
objective function.

Julian Valentin, Dirk Pflüger
University of Stuttgart
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MS74

IsoGeometric Splines for Smoothing on Surfaces

We propose an Isogeometric approach for smoothing on
surfaces, namely estimating a function starting from noisy
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and discrete measurements. More precisely, we aim at esti-
mating functions lying on a surface represented by NURBS,
which are geometrical representations commonly used in
industrial applications. The estimation is based on the
minimization of a penalized least-square functional. The
latter is equivalent to solve a 4th-order Partial Differen-
tial Equation (PDE). In this context, we use Isogeometric
Analysis (IGA) for the numerical approximation of such
surface PDE, leading to an IsoGeometric Smoothing (IGS)
method for fitting data spatially distributed on a surface.
Indeed, IGA facilitates encapsulating the exact geometrical
representation of the surface in the analysis and also allows
the use of at least globally C1−continuous NURBS basis
functions for which the 4th-order PDE can be solved using
the standard Galerkin method. We show the performance
of the proposed IGS method by means of numerical sim-
ulations and we apply it to the estimation of the pressure
coefficient, and associated aerodynamic force on a winglet
of the SOAR space shuttle.
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MS74

Minimum Spanning Trees and Support Vector
Machines for High-dimensional and Discontinuous
Spline-based Surrogate Models

A novel approach for forward propagation of uncertainties
through models is proposed for the case of discontinuous
model responses in high-dimensional spaces. Traditional
methods, such as generalised polynomial chaos (gPC), fail
when the quantity of interest depends discontinuously on
the input parameters. Adaptive sampling methods exist,
but the number of sampling points needed for producing
accurate solutions is still intractable for complex engineer-
ing problems. As a remedy we invented a Minimum Span-
ning Tree based sampling algorithm, which searches for
important features in the response adaptively. A key in-
gredient of the proposed method, is the decomposition of
the random space, by means of a machine learning algo-
rithm (SVM). The samples are classified based their re-
sponse values, and the SVM searches for a hypersurface,
which separates the classes. This classification boundary
serves as an approximation of the discontinuity locations
in the random space. The domain is cut along the classifi-
cation boundary and local approximations are constructed
on each of the sub-domains. Splines are used for construct-
ing the local approximations. The combination of adap-
tive sampling, random space decomposition and splines,
ensures an approximation without the appearance of Gibbs
phenomena, while producing accurate solutions. The pro-
posed method uses many fewer samples than any other
adaptive UQ method in literature.
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MS75

Matrix Decomposition Algorithms for Large-scale
Data Compression

When working with large ensembles of large-scale PDE so-
lutions, the cost of both storing and post- processing the
relevant data can quickly become prohibitive. To mitigate
this problem, we present a variety of low-rank matrix de-
composition algorithms, demonstrating their utility in gen-
erating multi-fidelity approximations using only a fraction
(about 5-10 percent) of the original data. In particular,
we examine methods which minimize the number of passes
one must make over the solution ensembles. These meth-
ods include the interpolative decomposition (ID) and two
flavors of randomized singular value decomposition algo-
rithms. In all of these algorithms applied to large-scale
computational fluid dynamics data, we manage to limit
the number of passes required over the data to two and
achieve accuracy up to 2-3 digits.
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MS75

Towards Reduced Order Modeling of Liquid-fueled
Rocket Combustion Dynamics

Combustion instability in liquid rocket engines (LRE) is
an extremely complex phenomenon, with strongly stochas-
tic and nonlinear physics, and time and length scales that
range over many orders of magnitude. Though modern
computational capability has demonstrated the potential
to beyond the empirically-based design analyses of the
past, high-fidelity simulations of full-scale combustors re-
main out of reach, and will continue to be out of reach
for engineering work flows, even on Exascale computers.
While individual LES simulations of combustion instability
in laboratory-scale combustors are relatively routine [Har-
vazinski et al., Physics of Fluids, 2015], full-scale rocket en-
gine simulations remain too computationally intensive for
design applications. Our goal is to address the gap that ex-
ists between the high-fidelity simulations of small and sim-
plified geometries and the need for computations of large
and complicated domains through reduced order modeling
(ROM) for efficient and accurate predictions of combustion
instability in LRE. This work will present progress towards
the overall goal, and will detail the development of reduced-
order models (ROMs) using adaptive bases and stabilized,
data-driven techniques for closure. Results will highlight
applications of the these ROMs on laboratory-scale LREs.
The developed ROMs will be integrated and coupled to-
gether in a multi-fidelity framework to model combustion
instabilities in the full LRE system.

Cheng Huang
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MS75

Data-driven Reduced Order Modeling for High Fi-
delity Simulations of Wind Plants

Exascale computing resources will enable unprecedented
accuracy in high-fidelity simulations of turbulent flow
within wind plants. These simulations will reveal new
insights into complex flow physics, but are too compu-
tationally expensive for use in design optimization, con-
trols, or uncertainty quantification (UQ). Data-driven re-
duced order modeling techniques provide a mathematically
rigorous pathway for encapsulating high-fidelity physical
insights into low-order surrogate models suitable for con-
trols and UQ. We demonstrate a linear parameter vary-
ing (LPV) approach in conjunction with dynamic mode
decomposition (DMD) to derive a data-driven low-order
linear state space model that preserves input-output rela-
tionships. The LPV-DMD model can be used to assess un-
certainty in the input-output relationship between turbine
controls and power outputs given uncertainty in a model
parameter like the LES Smagorinsky coefficient or surface
roughness. The high-fidelity snapshots used in the decom-
position are obtained from Nalu, a large eddy simulation
(LES) framework developed for exascale computing. Addi-
tionally, we discuss two extensions to the LPV-DMD tool:
streaming DMD where the decomposition is performed in
situ in the LES code, and controller design for real-time
control of wind plants using data-driven insights from the
high-fidelity simulations.
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MS75

Sampling Techniques for Stochastic Economic Dis-
patch of Large Electrical Grids

As the penetration of renewable energy sources, e.g. wind
and solar, into the power grid increases, tools used for ca-
pacity and transmission expansion planning must adapt to
ensure reliable service at a low cost. Reliability is a product
of not only planning, but also the inclusion of reserve gen-
eration. However, as the percentage of power supplied to
the grid by renewables grows, common practices for includ-
ing reserves will become increasingly impractical. Exascale
computing capabilities will provide a powerful tool to fore-
see and address reliability problems during the capacity
and transmission expansion planning process by enabling
the use of higher fidelity mathematical models (e.g. AC op-
timal power flow) and including explicit representations of
uncertainty. One such representation is the sample average
approximation (SAA) of the two-stage stochastic optimiza-
tion problem, which relies on approximating mathematical
expectations via sampling. Input samples, also called sce-
narios, for the SAA must be chosen carefully: e.g. sce-
narios based on random sampling are not necessarily ad-
equate tests of grid robustness, often lacking events such
as large ramps in generation. We develop a method for
building scenarios based on importance sampling and the

solution of many surrogate models with simplified physics
and statistics. The results show improved convergence to
the expectation in the SAA and cheaper, yet robust eco-
nomic dispatch decisions.

Matthew Reynolds
University of Colorado, Boulder
matthew.reynolds@nrel.gov

Ryan King
NREL
ryan.king@nrel.gov

Wesley Jones, Devon Sigler
National Renewable Energy Laboratory
wesley.jones@nrel.gov, devon.sigler@nrel.gov

MS76

On the Stability and the Uniform Propagation of
Chaos Properties of Ensemble Kalman-Bucy Fil-
ters

The Ensemble Kalman filter is a sophisticated and power-
ful data assimilation method for filtering high dimensional
problems arising in fluid mechanics and geophysical sci-
ences. This Monte Carlo method can be interpreted as a
mean-field McKean-Vlasov type particle interpretation of
the Kalman-Bucydiffusions. Besides some recent advances
on the stability of nonlinear Langevin type diffusions with-
drift interactions, the long-time behaviour of models with
interacting diffusion matrices and conditional distribution
interaction functions has never been discussed in the litera-
ture. One of the main contributions of the talk is to initiate
the study of this new class of models The talk presents a
series of newfunctional inequalities to quantify the stability
of these nonlinear diffusion processes. The second contri-
bution of this talk is to provide uniform propagation of
chaos properties as well as Lp-mean error estimates w.r.t.
to the time horizon.

Pierre Del Moral
INRIA and Department of Mathematics
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Multilevel Monte Carlo for Data Assimilation

Bayesian inference provides a principled and well-defined
approach to the integration of data into an a priori known
distribution. The posterior distribution, however, is known
only point-wise (possibly with an intractable likelihood)
and up to a normalizing constant. Monte Carlo meth-
ods have been designed to sample such distributions, such
as Markov chain Monte Carlo (MCMC) and sequential
Monte Carlo (SMC) samplers. Recently, the multilevel
Monte Carlo (MLMC) framework has been extended to
some of these cases, so that approximation error can be
optimally balanced with statistical sampling error, and ul-
timately the Bayesian inverse problem can be solved for the
same asymptotic cost as solving the deterministic forward
problem. This talk will concern the recent development of
MLMC data assimilation methods, which combine dynam-
ical systems with data in an online fashion, including ML
particle filters and ensemble Kalman filters.

Kody Law
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Convergence Analysis of Ensemble Kalman Inver-
sion

The ideas from the Ensemble Kalman Filter introduced by
Evensen in 1994 can be adapted to inverse problems by in-
troducing artifical dynamics. In this talk, we will discuss an
analysis of the EnKF based on the continuous time scaling
limits, which allows to derive estimates on the long-time
behavior of the EnKF and, hence, provides insights into
the convergence properties of the algorithm. In particular,
we are interested in the properties of the EnKF for a fixed
ensemble size. Results from various numerical experiments
supporting the theoretical findings will be presented.
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MS76

Long-time Stability and Accuracy of Interacting
Particle Filters

In a nonlinear setting the filtering distribution can be ap-
proximated via the empirical measure provided that an
ensemble of samples is available. A computationally fea-
sible option to generate these particles is to define an ap-
propriate modified evolution equation that describes the
dynamics of the particles with respect to the incoming
data. The most famous example of such interacting par-
ticle filter formulations is the ensemble Kalman-Bucy fil-
ter (EnKBF). Although it works remarkably well in prac-
tice its success is not well understood from a mathematical
point of view. In particular, the long time behavior of
the EnKBF far from the asymptotic limit is of interest.
In a recent study [de Wiljes, Reich, Stannat, Long-time
stability and accuracy of the ensemble Kalman-Bucy filter
for fully observed processes and small measurement noise,
https://arxiv.org/abs/1612.06065] we were able to de-
rive stability and accuracy results for a specific variant of
the EnKBF. More specifically we were able to derive lower
and upper bounds for the empirical covariance matrix for a
fully observed system and a finite number of particles. Fur-
ther uniform-in-time stability and accuracy results, such as
control over the path wise estimation error, were show for
the considered EnKBF. Inspired by the EnKBF we also ex-
plore more general interacting particle filter formulations
that allow to overcome weaknesses of the EnKBF as well
as drawbacks of classical sequential resampling schemes.
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MS77

Experimental Design in Diffuse Tomography

This talk considers two diffuse imaging modalities: electri-
cal impedance tomography and thermal tomography. The
former aims at reconstructing the conductivity distribu-
tion inside a physical body from boundary measurements
of current and voltage, whereas the goal of the latter is
to deduce information about the internal structure of a
physical body from time-dependent temperature measure-
ments on its boundary. In practice, such measurements
are performed with a finite number of electrodes or with
a finite number of heater elements and temperature sen-
sors. This work considers finding optimal positions for the
electrodes in electrical impedance tomography and optimal
time-dependent heating patterns for the heater elements in
thermal tomography. The goal is to place the electrodes
and choose the heating patterns so that the posterior distr-
bution for the (discretized) parameters of interest is as lo-
calized as possible under physically reasonable restrictions
on the measurement setup.
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MS77

Planning Sensitivity Tests using Mutual Informa-
tion

Sensitivity testing involves exposing experimental units to
various levels of a stimulus (e.g., heat, impact, voltage) to
ascertain population sensitivity to the stimulus. Outcomes
are binary and usually modeled with a logistic or probit
GLM. In this talk, we describe sequential Bayesian sensi-
tivity tests using mutual information as a design criterion.
We also numerically illustrate how sequential D-optimal
sensitivity tests, like the Neyer and 3pod methods, have
Bayesian interpretations.
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Bayesian Design for Stochastic Models with Appli-

https://arxiv.org/abs/1612.06065


98 UQ18 Abstracts

cation to Models of Infectious Disease Dynamics

We will present recently-developed methods for efficient
Bayesian experimental design using Approximate Bayesian
Computation. This includes methods for evaluation of the
utility, and search across the design space. The application
of this framework to stochastic models, and in particular to
the design of group dose-response studies in the presence
of transmission will be explored.
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MS77

Optimal Design of High-speed Wind Tunnel Instru-
mentation for Aero-thermal-structural Model Cal-
ibration

Modeling the coupled aero-thermal-structural response of a
panel subjected to high-speed flight environment is a chal-
lenging task. Improving the model prediction confidence
with data is complicated by the substantial cost of wind
tunnel tests and experimental limitations. Therefore, it is
critical to optimally design tests that provide the most in-
formative data possible. Maximum expected information
gain is used to determine the instrumentation locations for
calibration data on rigid wind tunnel specimen represen-
tative of a deformed panel under loading conditions that
induce aerothermoelastic coupling. Previous results from
Bayesian calibration of model discrepancy in lower-fidelity
models (i.e., piston theory and Eckert’s reference temper-
ature method) is used to guide the experimental design.
Multiple concurrent measurements are possible, such as
aerodynamic pressure, surface temperature, and heat flux.
However, the problem is constrained by several practical
considerations, including physical limitations on the instru-
mentation (e.g., clearance of pressure transducers between
the panel and wedge, wire bundle size, and maximum op-
erating temperature of sensors), as well as the budget for
conducting the test (e.g., specimen fabrication, instrumen-
tation, and wind tunnel run time). The overall objective
is to determine the optimal experimental design that will
reduce model uncertainty in aerothermoelastic predictions.
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MS78

Semi-supervised Learning using Bayesian Hierar-
chical Methods

In semi-supervised machine learning, the task of cluster-
ing is to divide the data into groups using a labeled subset.

Our Bayesian approach to graph-based clustering views the
classifying function as a random variable with a distribu-
tion that combines the label model with prior beliefs about
the classification. In Bayesian hierarchical methods, hyper-
parameters governing the prior distribution are introduced
and can be sampled as well, with the goals of both de-
riving a classification and learning the distribution of the
hyperparameters. We apply dimension-robust hierarchical
Markov Chain Monte Carlo methods for indirectly sam-
pling the posterior distribution of these random variables,
as direct sampling is generally challenging. We focus on
priors derived from the graph Laplacian, a matrix whose
eigenvectors are known to contain cluster information. We
implemented Bayesian hierarchical models that learn dif-
ferent sets of hyperparameters, including ones that govern
the scale of the eigenvectors or the number of eigenvectors
used. We tested these models on real and synthetic data
sets. Our results indicate that there is information to be
learned about the distribution of these hyperparameters,
which could be used to improve classification accuracy.
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MS78

Large-data and Zero-noise Limits of Graph-based
Semi-supervised Learning Algorithms

Graph-based approaches to semi-supervised classification
typically employ a graph Laplacian L constructed from the
unlabeled data to provide clustering information. We con-
sider Bayesian approaches wherein the prior is defined in
terms of L; choice of data model then leads to probit and
Bayesian level set algorithms. We investigate large data
limits of these algorithms from both optimization and prob-
abilistic points of view, both when the number of labels is
fixed when it grows with the number of data points. We
observe a common necessary condition for the limiting al-
gorithms to be meaningful. Finally we consider small noise
limits of these algorithms.
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Robust UQ in Graph-based Bayesian Semi-
supervised Learning and Inverse Problems

A popular approach to semi-supervised learning proceeds
by endowing the input data with a graph structure in or-
der to extract geometric information and incorporate it
into a Bayesian framework. We introduce new theory that
gives appropriate scalings of graph parameters that prov-
ably lead to a well-defined limiting posterior as the size of
the unlabeled data set grows. Furthermore, we show that
these consistency results have profound algorithmic impli-
cations. When consistency holds, carefully designed graph-
based Markov chain Monte Carlo algorithms are proved to
have a uniform spectral gap, independent of the number of
unlabeled inputs. Several numerical experiments corrob-
orate both the statistical consistency and the algorithmic
scalability established by the theory.This is joint work with
Zach Kaplan, Thabo Samakhoana and Daniel Sanz-Alonso.
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Uncertainty Quantification in Graph-based Learn-
ing

Abstract not available at time of production.
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MS79

Certified Reduced Basis Method for Nonlocal Dif-
fusion Equations with Application to Uncertainty
Quantification

Models of reduced computational complexity is indispens-
able in scenarios where a large number of numerical solu-
tions to a parametrized problem are desired in a fast/real-
time fashion. This is frequently the case for Uncertainty
Quantification. Utilizing an offline-online procedure and
recognizing that the parameter-induced solution manifolds
can be well approximated by finite-dimensional spaces,
reduced basis method (RBM) and reduced collocation
method (RCM) can improve efficiency by several orders
of magnitudes. In this talk, we present our recent develop-
ment of mathematically rigorous and computationally effi-
cient RBM for nonlocal partial differential equations, with
a particular emphasis on nonlocal diffusion equations.
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MS79

Dynamical Low Rank Approximation of Time De-
pendent Random PDEs

In this talk we consider time dependent PDEs with ran-
dom parameters and seek for an approximate solution in
separable form that can be written at each time instant as
a linear combination of linearly independent spatial modes
multiplied by linearly independent random variables (low
rank approximation) in the spirit of a truncated Karhunen-
Love expansion. Since the optimal modes can significantly
change over time, we consider here a dynamical approach
where those modes are computed on the fly as solutions
of suitable evolution equations. We discuss the construc-
tion of the method as well as practical numerical aspects
for several time dependent PDEs with random parameters,
including the heat equation with a random diffusion co-
efficient; the incompressible Navier-Stokes equations with
random Dirichlet boundary conditions; the wave equation
with random wave speed. In the latter case, we propose a
dynamical low rank approximation that preserves the sym-
plectic structure of the equations.
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MS79

Statistical Modeling of ROM State-space Errors by
the ROMES Method

Characterizing the epistemic uncertainty introduced by
substituting a full-order model with a reduced-order model
(ROM) is crucial for developing rapid yet reliable uncer-
tainty quantification procedures. We present a technique
for statistically modeling reduction errors on the solution
field (i.e., state) itself arising when a reduced-order model
is adopted for the solution of a parametrized partial dif-
ferential equation (PDE). The proposed technique extends
the ROM error surrogate (ROMES) method, which was
originally conceived for modeling the error in scalar-valued
outputs by using dual-weighted residuals and Gaussian
process regression. First, we decompose the state-space
error into (i) an in-plane error, and (ii) an out-of-plane
error, and represent each of these errors in a unique low-
dimensional subspace. Second, we construct an error sur-
rogate for each generalized coordinate characterizing the
low-dimensional representation of the in-plane and out-of-
plane state-space errors. The resulting error surrogate can
then be propagated through any output functional to pro-
duce an error surrogate for any scalar or field quantity of
interest. Numerical experiments performed on both linear
and nonlinear steady PDEs illustrate that the proposed ap-
proach improves prediction accuracy of the reduced-order
model without incurring significant additional computa-
tional costs.
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MS79

Stochastic Sub-modeling under Heterogeneous In-
put Uncertainty with Application to Coronary
Artery Disease

Hemodynamic simulations provide non-invasive assess-
ments of blood flow not obtainable from standard clinical
imaging that can aid in disease research. Here we discuss
a theoretical/computational approach to simulate hemo-
dynamics under uncertainty from a possibly large num-
ber of interacting sources for cases where quantities of in-
terest are referred only to a small portion of the model.
Sources from assimilated flow-related inputs are combined
with thickness/elastic property parameterizations under
the assumption that material property uncertainty does
not affect the inference of flow boundary conditions from a
lumped peripheral model. We then combine the two uncer-
tainty sources for the analysis of coronary bypass grafts. A
reduced order parameterization for coronary bypass sub-
models is constructed using a sparse orthogonal polyno-
mial representation to map changes in peripheral circula-
tion onto the inlet flow and outlet pressure of the sub-
model. We also leverage a lower dimensional representa-
tion of a random field on a sub model whose size is only
a small multiple of an experimentally observed correlation
length. We finally perform forward propagation on the re-
duced model/parameterization with significant computa-
tional savings. Results show wall shear stress is associated
with limited variance, while material property uncertainty
induces significant variability in the wall strain. Results
from sensitivity analysis confirm our assumptions on the
random inputs.
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MS80

Low-rank Approximations for Efficient MCMC
Sampling in Hierarchical Bayesian Inverse Prob-
lems

In hierarchical Bayesian inverse problems, the posterior
density function depends upon the state vector (often
an unknown image) and hyper-parameters. Integrating
the posterior density function with respect to the state
vector yields the marginal density, defined only over the
hyper-parameters. Evaluating the marginal density can
be computationally intractable, especially for large-scale
and/or nonlinear inverse problems. In this talk, we show
how to use low-rank matrices to construct an approximate

marginal density that is more computationally efficient to
evaluate. We then use this approximate marginal density
to develop computationally efficient MCMC methods for
sampling from the posterior density functions arising in
both linear and nonlinear inverse problems.

Johnathan M. Bardsley
University of Montana
bardsleyj@mso.umt.edu

MS80

Methodologies for Enabling Bayesian Calibration
in Land-ice Modeling Towards Probabilistic Pro-
jections of Sea-level Change

Mass loss from the polar ice sheets is expected to have a
significant contribution to future sea-level changes. Predic-
tions of ice sheet evolution are fraught with uncertainty due
to unknown model parameters, incomplete knowledge of
initial/boundary conditions, uncertain future climate forc-
ing, and sparsity/imprecision of observational data. This
talk will describe our ongoing efforts to quantify uncertain-
ties in ice-sheet initial conditions, towards providing uncer-
tainty bounds on expected 21st century sea-level change.
First, we will overview our DOE-funded project for land-
ice modeling and our land-ice simulation tool, known as
ProSPect and FELIX, respectively. Next, we will describe
our workflow for estimating in a Bayesian setting the basal
friction coefficient, an important high-dimensional param-
eter that defines the initial/boundary conditions in ice
sheet models. This approach is based on a previously-
developed computational framework for solving large-scale
Bayesian inverse problems (Bui-Thanh et al. 2013; Isaac et
al. 2015). The parameter-to-observable map is linearized
around the MAP point, computed by solving a large-scale
deterministic inversion problem. This leads to a Gaussian
posterior distribution whose covariance can be estimated
efficiently using a low-rank approximation of the Hessian of
the data misfit. Following a discussion of the Bayesian cal-
ibration methodology and its implementation, we present
results on some realistic Greenland simulations.
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MS80

Randomized Iterative Methods for Bayesian In-
verse Problems

In this work, we develop randomized iterative methods to
efficiently solve optimization problems that arise in large
Bayesian inverse problems. We consider two approaches
that exploit randomness to overcome fundamental com-
putational limitations (e.g., data storage and processing,
memory allocation, and efficient forward and adjoint model
evaluations). One approach follows a randomized stochas-
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tic quasi-Newton approach and the other utilizes inexact
Krylov methods, where randomization is used to avoid full
matrix multiplications. Numerical examples from image
processing are provided.

Julianne Chung, Joseph T. Slagel, Matthias Chung
Department of Mathematics
Virginia Tech
jmchung@vt.edu, slagelj@vt.edu, mcchung@vt.edu

MS80

Large-p Small-n Nonparametric Regression and
Additive-interactive Response Functions

Smoothing based prediction faces many difficulties when
the predictor dimension p is large but sample size n is
limited, a situation that is often referred to as the large-
p small-n prediction problem. A fundamental challenge
is that not all smooth functions can be consistently esti-
mated from noisy data if p grows much faster than n. We
demonstrate that additive-interactive function spaces offer
the ideal modeling framework for consistent estimation. In
the additive-interactive model, the mean response function
is taken to be the sum total of a modest number of smooth
functions each involving a small number of interacting pre-
dictors. We show that the minimax L2 estimation rate over
such a function space decays to zero under reasonable as-
sumptions on the relative growth rates of n, p and the num-
ber of truly active predictors. The additive-interactive as-
sumption naturally leads to a hierarchical Bayesian model
for the response function. We introduce a Bayesian estima-
tion method for this model by utilizing an ”additive Gaus-
sian process prior” on the model space. We investigate
adaptive asymptotic efficiency of this method in prediction
under L2 loss and recovery of true predictors.

Surya Tokdar
Department of Statistical Science
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MS81

Hamiltonian Monte Carlo-Subset Simulation
(HMC-SS) Method for Failure Probabilities and
Rare Events Estimation in Non-Gaussian Spaces.

In this talk, we present and promote the use of Hamilto-
nian Monte Carlo (HMC) method in the context of Subset
Simulation (SS) for failure probabilities and rare events es-
timation. The HMC method uses Hamiltonian mechanics
to propose samples following a target probability distribu-
tion. Compared to classical Markov-Chain Monte Carlo as
Gibbs or Metropolis-Hastings approaches, HMC method
alleviates the random walk behavior to achieve a more ef-
ficient exploration of the probability space. In this talk,
after a brief review of the principles of the HMC method,
and subset simulation, we present a series of algorithms to
merge the two methods for failure probabilities and rare
events estimation. We focus in particular on non-Gaussian
spaces, for which the method can be used without trans-
forming the joint probability distribution onto the stan-
dard normal space. Finally, we show the accuracy and
efficiency of Subset Simulation with the proposed HMC-SS
algorithms for a series of benchmark examples.

Marco Broccardo
ETH Zurich
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MS81

MCMC and Nested Extreme Risks

We design and analyze an algorithm for estimating the
mean of a function of a conditional expectation, when the
outer expectation is related to a rare-event. The outer ex-
pectation is evaluated through the average along the path
of an ergodic Markov chain generated by a Markov chain
Monte Carlo sampler. The inner conditional expectation
is computed as a non-parametric regression, using a least-
squares method with a general function basis and a de-
sign given by the sampled Markov chain. We establish
non asymptotic bounds for the L2-empirical risks associ-
ated to this least-squares regression; this generalizes the
error bounds usually obtained in the case of i.i.d. observa-
tions. Global error bounds are also derived for the nested
expectation problem. Numerical results in the context of
financial risk computations illustrate the performance of
the algorithms.

Emmanuel Gobet
Ecole Polytechnique
France
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MS81

Ensemble MCMC Samplers for Failure Probability
Estimation with Subset Simulation

Subset simulation has, in may respects, become the
standard-bearer for estimating failure probabilities - par-
ticularly for complex systems with very high dimension.
The primary research challenges in subset simulation relate
to improving the efficiency and robustness of sampling ap-
proaches, specifically Markov Chain Monte Carlo (MCMC)
methods. The classical subset simulation algorithm uses a
modified Metropolis-Hastings algorithm that decreases the
dependence on problem dimension and reduces the num-
ber of rejected samples. In the past decade, much work has
been performed to improve MCMC algorithms for subset
simulation. Recently, a new family of MCMC algorithms
referred to as ensemble MCMC samplers have been de-
veloped that leverage simultaneously propagating Markov
Chains. Ensemble samplers have been shown to reduce
sample correlations, dramatically reduce rejection rates es-
pecially for degenerate distributions, and reduce the num-
ber of parameters necessary for MCMC from a number that
scales with the dimension (i.e. typically a length-scale for
the proposal density must be specified in every dimension)
to only one or two parameters. In this work, we propose a
modified form of the affine invariant ensemble MCMC algo-
rithm for applications in subset simulation. This algorithm
is particularly effective for estimating failure probabilities
in high dimensional systems with lower effective dimension.

Michael D. Shields
Johns Hopkins University
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MS81

Bayesian Subset Simulation Tutorial

We consider the problem of estimating a probability of fail-
ure α, defined as the volume of the excursion set of a func-
tion f : X ⊆ R

d → R above a given threshold, under a
given probability measure on X. In this talk, we present
a tutorial about the BSS (Bayesian Subset Simulation) al-
gorithm (Bect, Li and Vazquez, SIAM JUQ 2017), which
combines the popular subset simulation algorithm (Au and
Beck, Probab. Eng. Mech. 2001) and our sequential
Bayesian approach for the estimation of a probability of
failure (Bect, Ginsbourger, Li, Picheny and Vazquez, Stat.
Comput. 2012). This makes it possible to estimate α when
the number of evaluations of f is very limited and α is
very small. A key idea is to estimate the probabilities of a
sequence of excursion sets of f above intermediate thresh-
olds, using a sequential Monte Carlo (SMC) approach. A
Gaussian process prior on f is used to define the sequence
of densities targeted by the SMC algorithm, and drive the
selection of evaluation points of f to estimate the interme-
diate probabilities. BSS achieves significant savings in the
number of function evaluations with respect to other Monte
Carlo approaches. The BSS algorithm is implemented in
the STK (Small Matlab/Octave Toolbox for Kriging).

Emmanuel Vazquez, Julien Bect
CentraleSupelec
emmanuel.vazquez@centralesupelec.fr,
julien.bect@centralesupelec.fr

MS82

Regression Based Methods for Computing Low-
rank Tensor-decompositions

Exploiting structure is essential for constructing accurate
high-dimensional approximations from limited data. Spar-
sity and low-rank are two types of structures often present
in model response surfaces. In this talk we present regres-
sion based methods for constructing low-rank tensor de-
compositions from unstructured samples. We demonstrate
the utility of both linear and non-linear approximation,
robust sampling schemes for orthogonal polynomials and
discuss connections between low-rank decomposition and
sparse approximation.

John D. Jakeman
Sandia National Labs
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MS82

Multilevel Higher-order Quasi-Monte Carlo
Bayesian Estimation for PDEs with Random
Coefficients

We propose and analyze deterministic multilevel approx-
imations for Bayesian inversion of operator equations
with uncertain distributed parameters, subject to additive
Gaussian measurement data. The algorithms use a multi-
level approach based on deterministic, higher-order quasi-
Monte Carlo (HoQMC) quadrature for approximating the

high-dimensional expectations, which arise in the Bayesian
estimators, and a Petrov-Galerkin (PG) method for ap-
proximating the solution to the underlying partial differ-
ential equation (PDE). This extends the previous single-
level approach from [J. Dick, R. N. Gantner, Q. T. Le Gia
and Ch. Schwab, Higher order quasi-Monte Carlo integra-
tion for Bayesian estimation, Report 2016-13, Seminar for
Applied Mathematics, ETH Zurich (in review)].
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MS82

Multi-scale Sampling Methods for Partial Differ-
ential Equations with Gaussian Markov Random
Field Inputs

The high computational cost of stochastic simulations in-
volving partial differential equations (PDEs) with uncer-
tain input parameters is often attributable to a combina-
tion of two bottlenecks: i) the steep cost of evaluating sam-
ple paths and ii) the complexity of the underlying param-
eter space. In this talk we relate both of these problems to
the computational mesh, by using Gaussian Markov ran-
dom fields to model the PDE’s spatially varying input pa-
rameters. This allows us to exploit readily available local
dependency information of the parameter field in conjunc-
tion with sensitivity estimates to identify spatial regions
that contribute statistically to the variation in the com-
puted quantity of interest.

Hans-Werner Van Wyk
Department of Mathematics and Statistics
Auburn University
hzv0008@auburn.edu

MS82

Estimation of Exciton Diffusion Lengths of Organic
Semiconductors in Random Domains

Exciton diffusion length plays a vital role in the function
of optoelectronic devices. Oftentimes, the domain occupied
by an organic semiconductor is subject to surface measure-
ment error. In this paper, we employ a random function
representation for the uncertain surface of the domain. Af-
ter nondimensionalization, the forward model becomes a
diffusion-type equation over the domain whose geometric
boundary is subject to small random perturbations. We
propose an asymptotic-based method as an approximate
forward solver whose accuracy is justified both theoreti-
cally and numerically. It only requires solving several de-
terministic problems over a fixed domain. Therefore, for
the same accuracy requirement, we tested here, the running
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time of our approach is more than one order of magnitude
smaller than that of directly solving the original stochas-
tic boundary-value problem by the stochastic collocation
method. In addition, from numerical results, we find that
the correlation length of randomness is important to de-
termine whether a 1D reduced model is a good surrogate.
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MS83

Time Discretization Bi-fidelity Modeling

For many practical simulation scenarios, modification of
the time-step (large versus small) provides a simple low
versus high fidelity scenario in terms of accuracy versus
computational cost. Multifidelity approaches attempt to
construct a bi-fidelity model having an accuracy compa-
rable with the high-fidelity model and computational cost
comparable with the low-fidelity model. In this talk, we
present a bi-fidelity framework defined by the time dis-
cretization parameter that relies on the low-rank structure
of the map between model parameters/uncertain inputs
and the solution of interest. We show how this framework
behaves on canonical examples, and we show real-world
(practical) extensions of our methodology to molecular dy-
namics simulations.
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MS83

Polynomial Chaos Basis Reduction for Uncertainty
Quantification – A Bi-fidelity Approach

Minimization of computational cost is a ubiquitous chal-
lenge in uncertainty quantification or design space explo-
ration of fluid mechanics simulations. A useful tool to ease
the burden of solving complex systems of PDEs, which
arise in such simulations, is model reduction. We present
a stochastic basis reduction method in which low-fidelity

samples are employed to inform the construction of a re-
duced basis. Approximating the high-fidelity quantities of
interest in this reduced basis requires a small number of
high-fidelity samples to achieve a bi-fidelity estimate. The
premise of this approach is that while a low-fidelity model
may be inaccurate in terms of predicting the quantities of
interest, it will represent the stochastic space of the prob-
lem for an accurate bi-fidelity approximation. We then
present the successful application of this algorithm in two
scenarios: a lid-driven cavity and an airfoil. In both cases,
we achieve acceptable errors for a minimal number of high-
fidelity model evaluations.
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MS83

A Multifidelity Cross-entropy Method for Rare
Event Simulation

We introduce a multifidelity approach that leverages a hier-
archy of low-cost surrogate models to efficiently construct
biasing densities for rare event simulation with importance
sampling. Our multifidelity approach is based on the cross-
entropy method that derives a biasing density via an op-
timization problem. We approximate the solution of the
optimization problem at each level of the surrogate-model
hierarchy, reusing the densities found on the previous lev-
els to precondition the optimization problem on the sub-
sequent levels. With the preconditioning, an accurate ap-
proximation of the solution of the optimization problem at
each level can be obtained from a few model evaluations
only. In particular, at the highest level, only few evalua-
tions of the computationally expensive high-fidelity model
are necessary. Our numerical results demonstrate that our
multifidelity approach achieves speedups of several orders
of magnitude in a thermal and a reacting-flow example
compared to the single-fidelity cross-entropy method that
uses a single model alone.
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MS84

Multi-level Uncertainty Aggregation with Bayesian
Model Error Calibration and Validation

This talk considers the use of data from tests of lower
complexity to inform the prediction regarding a compli-
cated system where no test data is available. Typically,
simpler test configurations are used to infer the unknown
physics model parameters of a system, and the calibration
results are propagated through the system model to quan-
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tify the uncertainty in the system response. However, the
parameter estimation results are affected by the quality
of the test configuration model, thus necessitating valida-
tion tests of the test configuration model. This talk will
present a systematic uncertainty roll-up methodology that
integrates calibration and validation results at multiple lev-
els of test configurations towards uncertainty quantification
in the system-level prediction. The roll-up methodology
also includes a quantitative metric for the relevance of dif-
ferent test configurations to the prediction configuration.
A further contribution is the estimation of confidence in
using the roll-up distributions of parameters for system-
level prediction. An optimization procedure is formulated
to maximize the roll-up confidence by selecting the most
valuable calibration and validation tests at the lower levels
and by designing the selected lower level tests to maximize
the information gain. The proposed methods for both the
forward and inverse UQ problems are applied to a multi-
level dynamics challenge problem developed at Sandia Na-
tional Laboratories.
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MS84

Calibration and Propagation of Model Discrepancy
Across Experiments

Despite continuing advances in statistical inversion and
modeling, model inadequacy due to model form error re-
mains a concern in all areas of mathematical modeling.
Much like physical models, calibrating a discrepancy model
requires careful consideration regarding formulation, pa-
rameter estimation, and uncertainty quantification, each of
which is often problem-specific. The validity of the original
physical model, the inadequacy model, and the combined
model for the prediction of quantities of interest remains
in question. A generalized approach and implementation
of model discrepancy detection, construction, and propa-
gation into a predictive setting is presented in the context
of Bayesian model calibration and is demonstrated with an
example.
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MS84

Bayesian Model Reduction using Automatic Rele-
vance Determination (ARD): Observations and Im-
provements

The authors have previously used ARD to perform auto-
matic model reduction for a nonlinear aeroelastic oscilla-
tor using Gaussian ARD priors [1]. In this work, we seek
to investigate following facets of ARD in the context of
Bayesian model reduction: 1) Difference in sparsity levels
between LASSO (least absolute shrinkage and selection op-
erator) and ARD, 2) Effect of using different distributions
(Uniform, Gaussian, Laplace) for ARD priors on evidence
optimization and sparsity levels, 3) Using sequential par-
ticle filtering techniques to expedite evidence optimization
whereby evidence is computed using an MCMC algorithm.
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MS84

Bayesian Inference of Subsurface Stratification

Abstract not available at time of publication.
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MS85

Multilevel/Multifidelity Monte Carlo for Wave
Propagation in Heterogeneous Media

In the last few years efficient algorithms have been pro-
posed for the propagation of uncertainties through numer-
ical codes, however lack of regularity of the solution and
high dimensional input spaces still pose a challenge for UQ
in realistic configurations. In this scenario Monte Carlo is
often the only viable alternative, however its slow conver-
gence rate makes it difficult to apply in the context of ex-
pensive high-fidelity simulations. More recently multilevel
and multilevel/multifidelity estimators have been intro-
duced in order to increase the reliability of a standard MC
estimator by reducing its variance through use of a larger
number of coarser/low-fidelity simulations. In this talk we
will discuss and apply different multilevel/multifidelity es-
timators to wave propagation problems in heterogeneous
media and we will compare their performance with respect
to the standard MC estimator.
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MS85

Efficient Stochastic Galerkin Methods for Uncer-
tainty Quantification of CO2 Storage in Saline
Aquifers

Sequestration of CO2 in subsurface porous media is a key
tool for mitigating anthropogenic greenhouse gas emissions
causing climate change. In order to ensure safe and se-
cure long time storage it is essential to quantify the influ-
ence of parameter uncertainties and reservoir heterogene-
ity on leakage risk. In this work we apply intrusive un-
certainty quantification (UQ) using a Stochastic Galerkin
(SG) framework with generalized Polynomial Chaos on a
vertically integrated CO2 transport model. To improve ef-
ficiency of the UQ a locally-reduced-order-basis approach
and a means for reducing the cost of calculating the SG-
matrices is employed. The accuracy and efficiency of the
improved SG method is then compared to traditional sam-
pling based UQ.
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MS85

Data-driven Uncertainty Quantification for Trans-
port Problems in Heterogeneous Porous Media

A challenging problem in flow and transport simulations
arises in reservoirs that contain channels or other fea-
tures where the permeability varies discontinuously be-
tween channels and surrounding matrix. Traditional two-
point statistics methods like Karhunen-Loeve expansions
perform poorly in representing these features, but multiple-
point statistics methods have been used to successfully to
represent channels within a stochastic framework. In this
work we use a kernel transformation to create an efficient
stochastic parameterization of heterogeneous permeability
fields, honoring multiple-point statistics. We then per-
form forward uncertainty quantification for transport prob-
lems using wavelets based on data, combined with stochas-
tic model reduction using analysis of variance (ANOVA)
decomposition. The proposed methodology is tested on
a problem setup that is representative for reservoirs em-
ployed in off-shore CO2 storage in the North Sea.
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MS86

Data-space Inversion for Uncertainty Quantifica-
tion in Reservoir Simulation and Carbon Storage
Applications

Data-space inversion (DSI) enables posterior flow predic-
tions and uncertainty quantification based on prior-model
simulation results and observed data. Posterior geological
models are not constructed. In previous work, we devel-
oped and applied DSI procedures for predicting well-based
quantities of interest, such as oil and water production
rates. In this talk, new DSI treatments and applications

will be presented. First, DSI is extended to enable poste-
rior forecasts, under variable (user-specified) well settings,
to be generated without re-simulating any models. This
is accomplished by treating new well settings as additional
observed data to be matched when posterior DSI predic-
tions are generated. We will demonstrate that this capabil-
ity facilitates the use of DSI for production optimization
under uncertainty. Next, DSI is extended to enable the
prediction of CO2 plume location in carbon storage oper-
ations. In this application the data derive from monitor-
ing well observations, and a procedure that efficiently op-
timizes monitoring well locations is also incorporated. The
resulting DSI framework will be shown to provide reason-
able predictions for CO2 plume location, with uncertainty
reduced significantly relative to that in prior simulations.
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MS86

A Data-driven Multiscale Finite Volume Method
for Uncertainty Quantification

We propose a framework to accelerate multiscale meth-
ods within uncertainty quantification by leveraging the re-
peated computations of basis functions which are obtained
by solving localized elliptic problems. Concretely, samples
of basis functions are collected from a small number of runs
during the uncertainty propagation pipeline. These sam-
ples are then used to train a fast regression model of a
basis predictor. This predictor then replaces the relatively
more expensive computations of localized problems in sub-
sequent forward runs. The effectiveness of the proposed
framework is demonstrated on two test cases of multiphase
porous media flow.

Ahmed H. ElSheikh
Institute of Petroleum Engineering
Heriot-Watt University, Edinburgh, UK
a.elsheikh@hw.ac.uk

Shing Chan
HeriotWatt University, UK
sc41@hw.ac.uk

MS86

Learning Complex Geologic Patterns for Subsur-
face Flow Model Calibration

We develop a machine-learning-based framework to aid
the reconstruction of complex geological facies maps from
limited non-linear measurements in subsurface flow ap-
plications. The proposed formulation involves a regular-
ized least-squares problem with a geological feasibility con-
straint. The least-squares minimization is decomposed into
two subproblems that are iteratively solved using the al-
ternating directions algorithm. The first subproblem inte-
grates the nonlinear flow data to obtain approximate con-
tinuous solutions, while the second subproblem maps the
resulting continuous solution onto a geologically feasible
set. The feasible set is defined by prior training models that
represent the expected connectivity patterns in the discrete
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facies distributions. The mapping of the continuous solu-
tion to the feasible set with discrete geologic patterns is
implemented using supervised learning via the k-Nearest-
Neighbors (kNN) algorithm. Numerical examples are used
to evaluate the performance of the method and discuss its
important properties.
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MS86

Ultra-fast Reactive Transport Simulations using
Machine Learning

Modeling chemical reactions in reactive transport simula-
tions is both challenging and computationally expensive.
The involved computations, chemical equilibrium and ki-
netics calculations, can account for over 99% of all com-
putational costs in the simulation. For example, to calcu-
late the chemical equilibrium state of the fluid and solid
phases in every mesh cell (or degree of freedom), in ev-
ery time step, several iterations are needed to solve the
underlying non-linear equations governing chemical equi-
librium, with each iteration requiring the computation of
thermodynamic properties for all species (e.g., activity and
fugacity coefficients). In this talk, we present a novel ma-
chine learning algorithm that is able to learn on-demand
how to perform chemical equilibrium calculations. When-
ever the algorithm is applied, it identifies among all pre-
viously solved chemical equilibrium problems the one that
is closest to the new problem. Once this happens, the
machine learning algorithm is able to quickly predict the
result, bypassing all those costly operations (evaluation of
thermodynamic properties, iterative solution of non-linear
equations). If the prediction is not accurate enough, then
a training event is triggered so that the smart algorithm
can learn how to solve similar problems in the future. We
show that reactive transport simulations can be performed
orders of magnitude faster using the proposed on-demand
machine learning algorithm.
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MS87

Variational Reformulation of the Uncertainty
Propagation Problem using Probabilistic Numer-
ics

Stochastic partial differential equations (SPDE) have a
ubiquitous presence in computational science and engineer-

ing. Stochasticity in SPDEs arises from unknown/random
boundary/initial conditions or field parameters (e.g., the
permeability of the ground in flow through porous media,
the thermal conductivity in heat transfer) and, thus, it
is inherently high-dimensional. In this regime, traditional
uncertainty propagation techniques fail because they at-
tempt to learn the high-dimensional response surfaces (the
curse of dimensionality). The only viable alternative is
Monte Carlo (and advanced variants such as multi-level
MC). However, as A. OHagan put in in his 1987 paper,
Monte Carlo is fundamentally unsound because it fails to
identify and exploit correlations between the samples. In
this work, we develop a promising alternative to MC in-
spired by recent advances in probabilistic numerics (PN)
and variational inference (VI). Our method does not rely
on a traditional PDE solver, and it does not attempt to
learn a response surface. Instead, we use PN which results
in two advantages. First, we gain control over the com-
putational cost, albeit at the expense of additional (but
quantified) epistemic uncertainty. Second, PN allows us to
quantify the information loss between the true solution of
the uncertainty propagation problem and a candidate pa-
rameterization. The latter results in a reformulation of the
uncertainty propagation problem as a variational inference
problem.
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MS87

Uncertainty Quantification for Kinetic Equations

Abstract not available at time of publication.
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MS87

Computational Geometry Aspects of Monte Carlo
Approaches to PDE Problems in Biology, Chem-
istry, and Materials

We will introduce at some Monte Carlo methods for solv-
ing problems in electrostatics. These rely on evaluating
functionals of the first-passage time of Brownian motion
on geometries defined by the system of interest. We will
use the Walk on Spheres (WOS) algorithm to quickly eval-
uate these functionals, and we will show how a computa-
tional geometric computation dominates this computation
in complexity. We then consider computing the capaci-
tance of a complicated shape, and use this as our model
problem to find an efficient serial and parallel implementa-
tion. The capacitance computation is prototypical of many
Monte Carlo approaches to problems in biology, biochem-
istry, and materials science. This is joint work with Drs.
Walid Keyrouz and Derek Juba from the Information Tech-
nology Laboratory at NIST.

Michael Mascagni
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MS87

Distributed Learning

Analyzing and processing big data has been an impor-
tant and challenging task in various fields of science and
technology. Distributed learning provides powerful meth-
ods for handling big data and forms an important topic
in learning theory.It is based on a divide-and-conquer ap-
proach and consists of three steps: first we take a data set
stored distributively or divide oversized data into subsets
and each data subset is distributed to one individual ma-
chine; then each machine processes the distributed data
subset to produce one output; finally the outputs from in-
dividual machines are combined to generate an output of
the distributed learning algorithm. It is expected that a
distributed learning algorithm can perform as efficiently as
one big machine which could process the whole oversized
data, in addition to the advantages of reducing storage and
computing costs. This talk describes mathematical analy-
sis of distributed learning.

Ding Xuan Zhou
City University of Hong Kong
mazhou@math.cityu.edu.hk

MS88

Dakota: Explore and Predict with Confidence

Driven by Sandia National Laboratories’ applications, the
Dakota project (http://dakota.sandia.gov) invests in both
state-of-the-art research and robust, usable software for op-
timization and UQ. Broadly, Dakota’s advanced paramet-
ric analysis enables design exploration, model calibration,
risk analysis, and quantification of margins and uncertainty
with computational models. This presentation will survey
challenges with Sandia applications and Dakota capabili-
ties that tackle them. Notably, Dakota has a broad suite
of forward and inverse UQ algorithms, including sampling,
reliability, stochastic expansions, and non-probabilistic ap-
proaches, any of which can be paired with model calibra-
tion or design optimization. We will highlight active re-
search and development directions, which include dimen-
sion reduction, surrogate modeling, multi-fidelity methods,
and inference, together with architecture and usability ad-
vances that support their ready use by analysts.
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MS88

The Openturns Uncertainty Quantification Soft-
ware

OpenTURNS is an open source C++ library for uncer-
tainty propagation by probabilistic methods. Developed in

a partnership of four industrial companies (EDF, Airbus,
Phimeca and IMACS), it benefits from a strong practical
feed-back. Classical algorithms of UQ (central dispersion,
probability of exceedance, sensitivity analysis, metamod-
els) are available and efficientely implemented. Connecting
a new simulator to OpenTURNS is easy, thanks to various
wrapper services. The OpenTURNS Python module, built
on top of the C++ library, is the interface that most users
commonly know in practice. However there are situations
where we want to perform a UQ study without using a
programming language. This is why we developped the
graphical user interface (GUI) of OpenTURNS, with the
goal of increasing the use of OpenTURNS and, more gen-
erally, of the UQ methodology. In this talk, we present
the OpenTURNSs GUI within SALOME, an open source
platform for pre and post-processing of numerical simula-
tions. Through examples, we discuss the main features of
the tool: central dispersion analysis, global sensitivity anal-
ysis and threshold probability estimate. We also present
advanced graphical features, including the interactive plot
matrix view and the parallel coordinate plot available in
the GUI and based on the Paraview framework. Finally,
we show how the interface can be used within a HPC con-
text, with only a limited input from the user.

Michael Baudin, Anne-Laure Popelin, Anthony Geay,
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MS88

Data-driven, Adaptive Sparse Grids for UQ in
SG++

Adaptive sparse grids provide a flexible and versatile way to
represent higher-dimensional dependencies. For UQ, they
can be employed to surrogate-based forward propagation as
well as for model calibration via density estimation. There-
fore, sparse grids have gained increasing interest for UQ.
SG++ is the most extensive toolkit for spatially adaptive
sparse grids. It is a multi-platform toolkit that excels by
fast and efficient algorithms for spatially adaptive sparse
grids for UQ and beyond. It provides advanced higher-
order basis functions such as B-splines, which can acceler-
ate higher-dimensional stochastic collocation significantly.
SG++ supplies operations for sparse grids to compute Ja-
cobian, Hessian matrices, Sobol-indices, or the Rosenblatt
transformation for estimated sparse grid densities. SG++
has recently been extended by the sparse grid combination
technique (CT / Smolyak rule) that supports a large vari-
ety of one-dimensional quadrature rules including new L2

Leja sequences and global and local polynomial basis func-
tions, and dimensionally adaptive refinement. Transfor-
mations are included from CT to spatially adaptive sparse
grids and vice versa with proper grid truncation or exten-
sion if required. Furthermore, we provide an interface to
DAKOTA which makes it possible to obtain a polynomial
chaos expansion that is equivalent to the CT solution. We
show use cases and its convenient use via its rich interfaces
to Python and Matlab.

Fabian Franzelin, Dirk Pflüger
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MS88

MIT Uncertainty Quantification (MUQ): Bayesian
Computation for Statisticaland Physical Problems

MIT Uncertainty Quantification (MUQ) is an open-source
software package that provides tools for easily combin-
ing models with structure-exploiting uncertainty quantifi-
cation (UQ) algorithms. MUQ provides a framework for
modelers, i.e., experts in their field who are not necessar-
ily versed in the complexities of developing UQ algorithms,
to integrate state-of-the-art UQ tools into their workflow.
Users decompose both algorithms and physical/statistical
models into simple subcomponents, which are connected
in a graph that exposes relevant structure. Algorithm
subcomponents in MUQ have been designed with a com-
mon interface and with attributes that mimic their math-
ematical formulations, thus simplifying design, facilitating
subcomponent exchange, and minimizing the distance be-
tween high-level abstractions and code. Users create model
subcomponents by writing simple wrappers around exist-
ing models; these wrappers define the interface with UQ
components and allow MUQ to evaluate the code. Algo-
rithm and model construction is then as simple as defining
connections between components. MUQ uses software en-
gineering practices to provide a straightforward graphical
structure in a mathematically-aware framework to reduce
the effort for domain experts to use UQ algorithms. We
have developed state-of-the-art tools for MCMC sampling,
constructing sparse polynomial chaos expansions and other
surrogate models, modeling random fields, performing in-
ference with transport maps, and more.
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MS89

Targeting a Constrained Traveling Observer by En-
semble Kalman Filter Techniques

We examine the effect of the spatial location of an obser-
vation within a Kalman filter data assimilation technique
for a nonlinear model of potential meteorological interest.
In particular, we model a traveling atmospheric observer
subject to a maximum speed constraint, and determine a
targeting strategy of this observer based on minimizing the
ensemble variance. We then evaluate the performance of
this targeting strategy in reducing the forecast error and
analysis uncertainty.

Thomas Bellsky
University of Maine
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MS89

Targeted Observation Strategy for Space-weather
Forecasting During a Geomagnetic Storm

We propose a targeted observation strategy, based on
the influence matrix diagnostic, that optimally selects
where additional observations may be placed to im-
prove global ionospheric state estimates. This strat-
egy is applied in data assimilation observing system
experiments, where a network of synthetic electron
density vertical profiles, which represents that of re-
alistic operational satellites, are assimilated into the
Thermosphere-Ionosphere-Electrodynamics Global Circu-
lation Model (TIEGCM), using the Local Ensemble Trans-
form Kalman Filter (LETKF), during the 26 September
2011 geomagnetic storm. During each analysis step, the
observation vector is augmented with five synthetic verti-
cal profiles optimally placed to target electron density er-
rors, using our targeted observation strategy. Forecast im-
provement due to assimilation of augmented vertical pro-
files is measured with the root mean square error (RMSE)
of analyzed electron density, averaged over 600 km regions
centered around the augmented vertical profile locations.
Assimilating vertical profiles with targeted location yields
a significant reduction in the RMSE of analyzed electron
density and other state variables, such as neutral winds.
These results demonstrate that our targeted strategy can
improve data assimilation efforts during extreme events by
detecting regions where additional observations would pro-
vide the largest benefit to the state estimate.

Juan Durazo
Arizona State University
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MS89

Data Assimilation for Irradiance Forecasting

Accurate global horizontal irradiance (GHI) estimates and
forecasts are critical when determining the optimal loca-
tion for a solar power plant, forecasting utility scale solar
power production, or forecasting distributed, behind the
meter rooftop solar power production. Satellite images
provide a basis for producing the GHI estimates needed
to undertake these objectives. The focus of this work is
to use accurate but sparsely distributed ground sensors to
improve satellite derived GHI estimates which cover large
areas. We utilize satellite images taken from the GOES-
15 geostationary satellite (available every 15-30 minutes)
as well as ground data taken from irradiance sensors and
rooftop solar arrays (available every 5 minutes). The ad-
vection model, driven by wind forecasts from a numerical
weather model, simulates cloud motion between measure-
ments. We use the Local Ensemble Transform Kalman Fil-
ter (LETKF) to perform the data assimilation. We present
preliminary results towards making such a system useful in
an operational context. We explain how localization and
inflation in the LETKF, perturbations of wind-fields, and
random perturbations of the advection model, affect the
accuracy of our estimates and forecasts. We present ex-
periments showing the accuracy of our forecasted GHI over
forecast-horizons of 15 mins to 1 hr. The limitations of our
approach and future improvements are also discussed.
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MS89

Forecast Sensitivity to Observation Impact and Ef-
fect of Uncertainty Estimation

In data assimilation that attempts to predict nonlinear
evolution of the system by combining complex computa-
tional model, observations, and uncertainties associated
with them, it is useful to be able to quantify the amount of
information provided by an observation or by an observ-
ing system. Measures of the observational influence are
useful for the understanding of performance of the data
assimilation system. The Forecast sensitivity to observa-
tion provides practical and useful metric for the assessment
of observations. Quite often complex data assimilation sys-
tems use a simplified version of the forecast sensitivity for-
mulation based on ensembles. In this talk, we first present
the comparison of forecast sensitivity for 4DVar, Hybrid-
4DEnVar, and 4DEnKF with or without such simplifica-
tions using a highly nonlinear model. We then present the
results of ensemble forecast sensitivity to satellite radiance
observations for Hybrid-4DEnVart using NOAAs Global
Forecast System.

Kayo Ide
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MS90

Bayesian Computation in Hierarchical Models Us-
ing Marginal Local Approximation MCMC

Hierarchical Bayesian models can give rise to inference
problems where the actual parameters of interest may be
low dimensional relative to the entire state. For instance,
one may wish to learn hyperparameters of the prior model
in a Bayesian inverse problem, rather than the parameters
themselves. Jointly inferring all of the uncertain parame-
ters requires sampling a high dimensional distribution that
has complex structure. Moreover, in realistic applications,
associated joint density evaluations can be computation-
ally expensive. We address the challenges of sampling and
computational cost through a combination of marginaliza-
tion and surrogate modeling. We construct a Markov chain
that directly targets the marginal posterior of the actual
parameters of interest. The desired marginal density is
often not available analytically; instead, we compute un-
biased estimates of this density. We then introduce an
MCMC algorithm that progressively synthesizes a local re-
gression approximation of the low-dimensional target us-
ing these Monte Carlo estimates. Our approach exploits
regularity in the marginal density to significantly reduce
computational expense relative to both regular and pseudo-
marginal MCMC. Continual refinement of the approxima-
tion leads to an asymptotically exact characterization of
the desired marginal. Analysis of the bias-variance trade-

off guides an ideal refinement strategy that balances the
decay rates of components of the error.
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MS90

Sampling Hyperparameters in Hierarchical Models

A common Bayesian model is where high-dimensional ob-
served data depends on high-dimensional latent variables
that, in turn, depend on relatively few hyperparameters.
When the full conditional distribution over latent vari-
ables has a known form, general MCMC sampling need
only be performed on the low-dimensional marginal poste-
rior distribution over hyperparameters. This gives orders-
of-magnitude improvement on popular posterior sampling
methods such as random-walk Metropolis-Hastings or
Gibbs sampling. For the common linear-Gaussian inverse
problem, this marginal-then-conditional decomposition al-
lows the posterior mean to be calculated for less compute
cost than regularized inversion, as well as providing full
uncertainty quantification.

Colin Fox
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MS90

Hierarchical Priors in Atmospheric Tomography

Adaptive optics (AO) is a technology in modern ground-
based optical telescopes to compensate the wavefront dis-
tortions caused by atmospheric turbulence. One method
that allows to retrieve information about the atmosphere
from telescope data is so-called SLODAR, where the at-
mospheric turbulence profile is estimated based on corre-
lation data of the wavefront measurements. In this talk we
propose a novel extension of the SLODAR concept which
corresponds to empirical estimation of a hierarchical prior
in a specific inverse problem.
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MS90

Bilevel Parameter Learning in Inverse Imaging
Problems

One of the most successful approaches to solve inverse
problems in imaging is to cast the problem as a varia-
tional model. The key to the success of the variational
approach is to define the variational energy such that its
minimiser reflects the structural properties of the imaging
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problem in terms of regularisation and data consistency.
The expressibility of variational models depends on the
right choice of parametrisation of regularisation and data
consistency terms. Various strategies exist for such a pa-
rameter choice, e.g. physical modelling, harmonic analysis,
the classical discrepancy principle just to name a few. In
this presentation I will discuss bilevel optimisation to learn
more expressible variational models. The basic principle
is to consider a bilevel optimization problem, where the
parametrised variational model appears as the lower-level
problem and the higher-level problem is the minimization
over the parameters of a loss function that measures the re-
construction error for the solution of the variational model.
In this talk we discuss bilevel optimisation, its analysis and
numerical treatment, and show applications to regulari-
sation learning, learning of noise models and of sampling
patterns in MRI. This talk includes joint work with M.
Benning, L. Calatroni, C. Chung, J. C. De Los Reyes, M.
Ehrhardt, G. Maierhofer, F. Sherry, and T. Valkonen.
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MS91

Decomposing Functional Model Inputs for
Variance-based Sensitivity Analysis

Variance-based sensitivity analysis, developed by Sobol’
(1993) and further elaborated by others including Saltelli,
Chan and Scott (2000) is a popular technique for assessing
the importance of model inputs when there are natural or
meaningful probability distributions associated with each
input. This approach can be used when some of the model
inputs are functions rather than scalar-valued (e.g. Iooss
and Ribatet, 2009, and Jacques et al., 2006), but may be
somewhat less useful in this case because it does not ad-
dress the nature of the relationships between functional
inputs and model outputs. We consider the option of sep-
arating a random function-valued input, represented by a
vector of relatively high dimension, into one or a few scalar-
valued summaries that are suggested by the context of the
modeling exercise, and an independent, high dimensional
”residual”. We also describe a graphical technique that
may help to identify useful low-dimensional function sum-
maries. When the model output is more sensitive to the low
dimensional summaries than to the residuals, this is use-
ful information concerning the nature of model sensitivity,
and also provides a route to constructing model surrogates
with scalar-valued indices that accurately represent most
of the variation in the output.
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MS91

Calibration with Frequentist Coverage and Consis-
tency

The resurgence of calibration as a research topic has pro-
duced significant work on methods with favorable conver-
gence properties. But there has been a noted lack of con-
versations about statistically-justified confidence intervals.
This talk will give intervals for parameters that, with very
few assumptions, contain the underlying best parameter
value with the desired confidence, even in small samples.
These intervals are also consistent: suboptimal parameters

are discarded with probability tending to one.
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MS91

Variable Selection Based on a Bayesian Composite
Gaussian Process Model

This talk will describe a variable selection method to iden-
tify active inputs to a deterministic simulator code. The
methodology is based on a Bayesian composite Gaussian
Process (GP) model. This composite model assumes that
the output can be described as the sum of a mean plus
smooth deviations from the mean. The mean and the
deviations are modeled as draws from independent GPs
with separable correlation functions subject to appropri-
ate constraints to enforce identifiability of the mean com-
pared with the deviation process. Inputs having smaller
estimated correlation parameters are judged to be more
active. A reference inactive input is added to the data
to judge the size of the correlation parameter for inactive
inputs.
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MS91

Calibration for Computer Experiments with Bi-
nary Responses

Understanding calibration parameters is often critical
when physical and computer experiments are both con-
ducted and there exist unshared input variables. Many
methods for experiments with continuous responses have
been greatly discussed in literature. On the other
hand, with the molecular experiments at hand, calibration
method for experiments with binary response is in great
demand but has received scant attention. In this paper,
we propose an L2 calibration method for computer exper-
iments with binary responses to estimate calibration pa-
rameters, and show that the estimators are asymptotically
consistent and semiparametric efficient. Numerical exam-
ples are examined and show that the method results in ac-
curate estimates. Lastly, we apply the method to molecular
experiments; the estimated calibration parameters provide
scientific insights in biology which cannot be directly ob-
tainable experimentally.
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MS92

Data-driven Correction of Model and Representa-
tion Error in Data Assimilation

Conventional data assimilation assumes that a dynamical
model and observation function are both known and cor-
rectly specified up to parameterization and noise models.
When this assumption fails, the assimilation procedure can
produce spurious results and assign them high degrees of
confidence. Methods such as adaptive filtering can quantify
this model mismatch by comparing filter based forecasts to
actual observations and applying statistical tests. In this
talk we discuss methods which go beyond quantification of
model error and actually correct the model error. By com-
bining reconstructed dynamics from historical data with
manifold learning based forecasting and regression meth-
ods, we build data-driven auxiliary models which correct
the model error in the dynamical and/or observation mod-
els. These methods can be used to improve uncertainty
quantification for data assimilation and forecasting.
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MS92

Learning Sparse Non-Gaussian Graphical Models
from Data

In a Markov network, represented as an undirected prob-
abilistic graphical model, the lack of an edge denotes con-
ditional independence between the corresponding nodes.
Sparsity in the graph is of interest as it can, for example,
accelerate inference or reveal important couplings within
multi-physics systems. Given a dataset from an unknown,
continuous, non-Gaussian distribution, our goal is to iden-
tify the sparsity of the associated graph. The proposed
algorithm relies on exploiting the connection between the
sparsity of the graph and the sparsity of transport maps,
which deterministically couple one probability measure to
another. We present results for datasets drawn from multi-
disciplinary systems.
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MS92

Bayesian Generative Models for Quantifying Input
Uncertainty using Limited Realizations

Quantifying input uncertainty is an essential rather unex-
plored step before one can proceed with uncertainty prop-
agation. This density estimation problem becomes very
challenging when the uncertain input is a random field
given in terms of limited realizations. Recently there has
been rapid progress in generative models which represent
the discretized random field with expressive transforms of
simple random variables. These transforms are parameter-
ized using deep neural networks. The expressiveness and
advances in training deep learning algorithms enable gener-
ative models to approximate the input random field signifi-
cantly better than other methods. In this work, we extend
Generative Adversarial Networks (GANs) to a Bayesian
setting to address the challenges of limited realizations
and known issues of GANs, such as mode collapse. The
improvement and performance of the methodology is il-
lustrated with stochastic reconstruction of heterogeneous
random media with applications to geological flows.
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MS92

Bayesian Deep Neural Networks for Surrogate
Modeling

We investigate scaling Bayesian inference for deep neural
networks with applications to surrogate modeling for com-
puter simulations of stochastic differential equations with
high-dimensional input. Approaches to surrogate modeling
based on Gaussian processes are attractive because of their
Bayesian nature, but are difficult to scale to large data sets.
On the other hand, deep neural networks have seen major
success in the realm of big data, but Bayesian versions are
less developed. In this work, we scale Stein’s method for
Bayesian neural networks to surrogate modeling appropri-
ate for uncertainty propagation. We illustrate the method-
ology with standard benchmark problems in the solution of
SPDEs as well as other UQ examples where most available
techniques fail.
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MS93

Statistical Error Modeling for Approximate Solu-
tions to Parameterized Systems of Nonlinear Equa-
tions using Machine Learning

Uncertainty-quantification tasks are often many query in
nature, as they require repeated evaluations of a model that
often corresponds to a parameterized system of nonlinear
equations (e.g., arising from the spatial discretization of
a PDE). To make this task tractable for large-scale mod-
els, solution approximations (e.g., reduced-order models,
coarse-mesh solutions, and unconverged iterations) must
be employed. However, such approximations introduce ad-
ditional error, which may be treated as a source of epis-
temic uncertainty, that must be quantified to ensure rigor
in the ultimate UQ result. We present an approach to
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quantify the error (i.e., epistemic uncertainty) introduced
by these solution approximations. The approach (1) engi-
neers features that are informative of the error using con-
cepts related to dual-weighted residuals and rigorous er-
ror bounds, and (2) applies machine learning regression
techniques (e.g., artificial neural networks, random forests,
support vector machines) to construct a statistical model
of the error from these features. We consider both (signed)
errors in quantities of interest, as well as global state-space
error norms. We present several examples to demonstrate
the effectiveness of the proposed approach compared to
more conventional feature and regression choices. In each
of the examples, the predicted errors have a coefficient of
determination (R2) value of at least 0.998.
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MS93

Quantifying Unresolved Effects in Reduced Or-
der Models using the Mori-Zwanzig Formalism and
Variational Multiscale Method

Quantifying the impact of unresolved scales in unsteady re-
duced order models is a critical aspect for model prediction
and design under uncertainty. This work considers a frame-
work combining the Mori-Zwanzig formalism and Varia-
tional Multiscale method (MZ-VMS) as a tool to quantify
and model unresolved numerical effects in projection-based
reduced order models. The MZ-VMS approach provides a
methodology to reformulate a high-dimension Markovian
dynamical system as a lower-dimensional, non-Markovian
system. In this lower-dimensional system, the impact of
unresolved scales on the retained dynamics are embedded
in a memory term. This memory term, which is driven
by an orthogonal projection of the coarse-scale residual, is
used as a starting point to identify and model unresolved
dynamics. Examples are presented for unsteady fluid-flow
problems.
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MS93

Dimension Reduction of the Input Parameter
Space of Vector-valued Functions

Approximation of multivariate functions is a difficult task
when the number of input parameters is large. Identi-
fying the directions where the function does not signifi-
cantly vary is a key step for complexity reduction. Among
other dimension reduction techniques, the Active Subspace
method uses gradients of a scalar valued function to reduce
the parameter space. In this talk, we extend this methodol-
ogy for vector-valued functions, including multiple scalar-
valued functions and functions taking values in functional
spaces. Numerical examples reveals the importance of the
choice of the metric to measure errors and compare it with
the commonly used truncated Karhunen-Loeve decompo-

sition.
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MS93

Efficient PDE-constrained Optimization under Un-
certainty using Adaptive Model Reduction and
Sparse Grids

This work introduces a framework for accelerating opti-
mization problems governed by partial differential equa-
tions with random coefficients by leveraging adaptive
sparse grids and model reduction. Adaptive sparse grids
perform efficient integration approximation in a high-
dimensional stochastic space and reduced-order models re-
duce the cost of objective-function and gradient queries
by decreasing the complexity of primal and adjoint PDE
solves. A globally convergent trust-region framework ac-
counts for inexactness in the objective and gradient. The
proposed method is demonstrated on 1d and 2d flow con-
trol problems and shown to result in over an order of mag-
nitude reduction in computational cost when compared to
existing methods.
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MS94

Tuning Asymptotically Biased Samplers with Dif-
fusion Based Stein Operators

As increasingly sophisticated enhanced sampling methods
are developed, a challenge that arises is how to tune the
simulation parameters appropriately to achieve good sam-
pler performance. This is particularly pertinent for biased
sampling methods, which trade off asymptotic exactness
for computational speed. While a reduction in variance
due to more rapid sampling can outweigh any bias intro-
duced, the inexactness creates new challenges for hyperpa-
rameter selection. The natural metric in which to quantify
this discrepancy is the Wasserstein or Kantorovich metric.
However, the computational difficulties in com- puting this
quantity has typically dissuaded practitioners. To address
this, we introduce a new computable quality measure using
Stein operators constructed from diffusions which quantify
the maximum discrepancy between sample and target ex-
pectations over a large class of test functions. We will also
illustrate applications to hyperparameter selection, conver-
gence rate assessment, and quantifying bias-variance trade-
offs in sampling. This is joint work with Sebastian Vollmer
(University of Warwick), Jackson Gorham (Stanford Uni-
versity) and Lester Mackey (Microsoft Research).

Andrew Duncan
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MS94

Irreversible Langevin Samplers, Variance Reduc-
tion and MCMC

It is well known in many settings that reversible Langevin
diffusions in confining potentials converge to equilibrium
exponentially fast. Adding irreversible perturbations to
the drift of a Langevin diffusion that maintain the same
invariant measure accelerates its convergence to stationar-
ity. When implementing MCMC algorithms using time dis-
cretisations of such SDEs, one can append the discretiza-
tion with the usual Metropolis-Hastings accept-reject step
and this is often done in practice because the acceptreject
step eliminates bias. However, such a step makes the re-
sulting chain reversible. It is not known whether adding
the accept-reject step preserves the faster mixing proper-
ties of the non-reversible dynamics. We address this gap
between theory and practice by analyzing the optimal scal-
ing of MCMC algorithms constructed from proposal moves
that are time-step Euler discretisations of an irreversible
SDE, for high dimensional Gaussian target measures. We
call the resulting algorithm the ipMALA. To quantify how
the cost of the algorithm scales with the dimension N, we
prove invariance principles for the appropriately rescaled
chain. In contrast to the usual MALA algorithm, we show
that there could be two regimes asymptotically: (i) a dif-
fusive regime, as in the MALA algorithm and (ii) a ’fluid’
regime where the limit is an ODE. We provide examples
where the limit is a diffusion, as in the standard MALA,
but with provably higher limiting acceptance probabilities.

Michele Ottobre
Imperial College London
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Boston University
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MS94

Noise-robust Metropolis-Hastings Algorithms for
Bayesian Inverse Problems

Metropolis-Hastings (MH) algorithms for approximate
sampling of target distributions typically suffer from a
high dimensional state space or a high concentration of
the target measure, respectively. Concerning the first is-
sue dimension-independent MH algorithms have been de-
veloped and analyzed in recent years, suitable for Bayesian
inference in infinite dimensions. However, the second is-
sue has drawn less attention yet, despite its importance for
applications with large or highly informative data. In this
talk we consider Bayesian inverse problems with a decreas-
ing observational noise and study the performance of MH
algorithms for sampling from the increasingly concentrated
posterior measure. In a first analysis we show that employ-
ing approximations of the posterior covariance can yield a
noise-independent performance of the resulting MH algo-
rithm in terms of the expected acceptance rate and the
expected squared jump distance. Numerical experiments
confirm the theoretical results and indicate further exten-
sions.

Björn Sprungk
TU Chemnitz
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MS94

Constructing Dimension-independent Particle Fil-
ters for High-dimensional Geophysical Problems

Particle filters are approximate solutions to Bayesian Infer-
ence Problems. Common wisdom has been that they suffer
from the curse of dimensionality, such that they are inef-
ficient in high-dimensional problems. Even the so-called
optimal proposal particle filter is proven to need an ex-
ponentially growing number of particles with increasing
dimension. We will show that this wisdom is based on
a misunderstanding of the actual problem, and construct
particle filters in which most or all of the particles have
equal weight, curing the curse of dimensionality. The basic
idea is to generate proposals that to move particles such
that they attain a fixed target weight by construction. New
filters in this category are derived which minimize the bias
present in older versions, providing an important next step
in nonlinear high-dimensional Bayesian Inference.

Peter Jan van Leeuwen
University of Reading
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MS95

Importance Sampling with Stochastic Computer
Models

Importance sampling has been used to improve the ef-
ficiency of simulations where the simulation output is
uniquely determined, given a fixed input. We extend the
theory of importance sampling to estimate a system’s reli-
ability with stochastic simulations. Thanks to the advance
of computing power, stochastic computer models are em-
ployed in many applications to represent a complex system
behavior. In a stochastic computer model, a simulator gen-
erates stochastic outputs at the same input. We develop
a new approach that efficiently uses stochastic simulations
with unknown output distribution. Specifically, we derive
the optimal importance sampling density and allocation
procedure that minimize the variance of an estimator. Ap-
plication to a computationally intensive aeroelastic wind
turbine simulation demonstrates the benefits of the pro-
posed approach.

Eunshin Byon
University of Michigan
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MS95

Non-Gaussian Models for Extremes

Most physical quantities exhibit random fluctuations which
cannot be captured by Gaussian models and non-Gaussian
models should be used. Conceptually simple and compu-
tationally efficient non-Gaussian models can be divided in
two types. The first includes models which match target
moments beyond the mean and correlation functions. They
are not designed to describe extremes. The second class
(translation models) contains memoryless transformations
of Gaussian processes. They match target marginal distri-
butions exactly and correlation functions approximately.
These models may provide unsatisfactory estimates of ex-
tremes since they have independent tails, i.e., the joint dis-
tribution of

(
X0(s),X0(t)

)
can be approximated by the

product of the marginal distributions of the translation
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process X0(t) at times s and t, s 
= t, for sufficiently
large thresholds. We extend the class of current trans-
lation models to processes X(t) defined as memoryless
transformations of non-Gaussian processes. These mod-
els match exactly target marginal distributions and have
dependent tails. Moreover, they can be optimized to char-
acterize accurately quantities of interest e.g. extremes
max0≤t≤τ ‖X(t)‖ of X(t) over time intervals [0, τ ]. We
give theoretical arguments and numerical examples to show
that one can to construct simple and flexible non-Gaussian
images of X(t) and that the proposed translation models
provide accurate estimates of extremes.

Mircea Grigoriu
Cornell University
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MS95

Modified Cross Entropy Based Importance Sam-
pling with a FlexibleMixture Model for Rare Event
Estimation

Predicting the probability of a rare event or failure event
is of interest in many areas of science and engineering.
This probability is defined through a potentially high-
dimensional probability integral. Often, the integration
domain is only known point-wise in terms of the outcome
of a numerical model. In such cases, the probability of fail-
ure is usually estimated with Monte Carlo-based sampling
approaches, which treat the complex numerical models as
a black box input-output relationship. The efficiency of
crude Monte Carlo can be improved significantly by impor-
tance sampling (IS), provided that an effective IS density
is chosen. The cross entropy (CE) method is an adaptive
sampling approach that determines the IS density through
minimising the Kullback-Leibler divergence between the
theoretically optimal IS density and a chosen parametric
family of distributions. We present a modified version of
the classical CE method that employs a flexible parametric
distribution model. We demonstrate the ability of the pro-
posed model to handle low- and high-dimensional problems
as well as problems with multimodal failure domains.

Iason Papaioannou, Sebastian Geyer, Daniel Straub
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TU München
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MS95

Adaptive Point Selection for Global vs. Local Sur-
rogate Models

Surrogate models are commonly used to provide a quick ap-
proximation of expensive functional evaluations, often for
purposes of failure estimation or optimization. The accu-
racy of surrogates remains an issue for these applications.
There are many approaches for adaptively selecting the
next best point(s) to add for updating the surrogate after a
surrogate is constructed over an initial design. Such adap-
tive schemes involve metrics such as minimax (space-filling)
or choosing the point of maximum prediction variance,
with the goal of lowering the overall prediction variance.
In this talk, we compare some of the common adaptive
sampling schemes for global Gaussian process surrogates
with adaptive schemes for local piecewise surrogates based
on Voronoi piecewise sampling (VPS). VPS decomposes
the parameter space into cells using an implicit Voronoi
tessellation around sample points as seeds. It has several

advantages over global surrogates in terms of scalability
and handling of discontinuous responses. We will present
comparisons of accuracy, scalability, and cost of global vs.
local adaptive sampling approaches and address batch sam-
pling needs.
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MS96

Analysis of Sparse Approximations in Bayesian Fil-
tering

Bayesian filtering algorithms for systems with nonlinear
dynamics and high-dimensional states include ensemble
Kalman filters (EnKF), particle filters, and variational
Bayesian methods. Given constraints on computational
resources, it is common to deploy these algorithms with
structured approximations, such as sparse or “localized’
covariance or precision matrices in EnKF, or localized
weights in certain particle filters. These approximations
trade variance for bias, with the goal of preserving stabil-
ity and improving scalability. In this presentation, we will
analyze the tradeoffs resulting from these approximations,
focusing on the bias resulting from the imposition of sparse
Markov structure (i.e., conditional independence assump-
tions) or marginal independence assumptions on compo-
nents of the filtering distribution. We will characterize the
associated errors and their evolution in time, and demon-
strate our theoretical results in the context of model prob-
lems for numerical weather prediction, including stochastic
turbulence models and chaotic dynamical systems.
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MIT
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MS96

Linear Bayesian Inference via Multi-Fidelity Mod-
eling

A significant challenge for Bayesian inference of systems
with high-dimensional uncertainty is the calculation of the
posterior covariance, as it requires a possibly dense ma-
trix inversion. Recently there have been several works that
apply low-rank techniques for posterior covariance approxi-
mation to improve upon the associated computational cost.
However, in these cases, many high-fidelity model solves
are still required, incurring a possibly large computational
cost. In this work we consider further cost reduction by
introducing the use of a low-fidelity model to form a low-
rank, bi-fidelity approximation to the posterior covariance.
We will present the formulation of this method as well as
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numerical examples demonstrating the achieved cost re-
duction.
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MS96

Parameter Identification with the Parallel Hierar-
chical Matrix Technique

We use available measurements to estimate the unknown
parameters (variance, smoothness parameter, and covari-
ance length) of a covariance function by maximizing the
joint Gaussian log-likelihood function. To overcome cubic
complexity in the linear algebra, we approximate the dis-
cretized covariance function in the hierarchical (H-) matrix
format. The H-matrix format has a log-linear computa-
tional cost and storage O(kn log n), where the rank k is
a small integer and n is the number of locations. The H-
matrix technique allows us to work with general covariance
matrices in an efficient way, since H-matrices can approx-
imate inhomogeneous covariance functions, with a fairly
general mesh that is not necessarily axes-parallel, and nei-
ther the covariance matrix itself nor its inverse have to be
sparse. We demonstrate our method with Monte Carlo
simulations and an application to soil moisture data. The
C, C++ codes and data are freely available.
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MS96

Compressed Sparse Tensor Based Approximation
for Vibrational Quantum Mechanics Integrals

We propose a method that takes advantage of low rank
structure of high dimensional potential energy surfaces in
quantum chemistry to find their approximation with very
few point evaluations. The low rank approximation is
achieved by a synthesis of methods from compressive sens-
ing and low rank canonical tensor decomposition using
stochastic gradient descent. This approach is applied on
high dimensional integration problems in a quantum chem-
istry formulation and shows reduction in computation cost
by orders of magnitude as compared to the state of the art.
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MS97

Scalable Approximation of PDE-Constrained Op-
timization under Uncertainty: Application to Tur-
bulent Jet Flow

In this talk, we present a scalable method based on Taylor
approximation for PDE-constrained optimal control prob-
lems under high-dimensional uncertainty. The computa-
tional complexity of the method does not depend on the
nominal but only on the intrinsic dimension of the uncer-
tain parameter, thus the curse of dimensionality is broken
for intrinsically low-dimensional problems. Further Monte
Carlo correction for the Taylor approximation is proposed,
which leads to an unbiased evaluation of the statistical
moments in the objective function and achieves reduction
of variance by several orders of magnitude compared to a
Monte Carlo approximation. We apply our method for a
turbulence model with infinite-dimensional random viscos-
ity and demonstrate the scalability up to 1 million param-
eter dimensions.
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MS97

The Role of Variational Multiscale Method in Un-
certainty Quantification

The variational multiscale method (VMS) has been exten-
sively used for developing subgrid-scale models that ac-
count for the effect of the unresolved scales on the resolved
scales in deterministic systems. These models have been
used to perform the accurate simulation of such problems
on relatively coarse discretizations. In contrast to this, the
role of VMS in systems with stochastic parameters has not
been fully explored, and is the topic of this talk. In par-
ticular, we describe how the VMS method can be used to
develop subgrid models for PDEs with stochastic parame-
ters in both intrusive and non-intrusive settings. We also
describe how it may be used an an error indicator to drive
adaptive discretiztion in the joint physical-stochastic do-
mains.
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MS97

Smoothing Techniques for PDE-Constrained Opti-
mization under Uncertainty

In many areas of the natural sciences and engineering, the
underlying phenomena are readily modeled by partial dif-
ferential equations (PDEs) with random inputs. Once the
uncertainty has been propagated through the PDE, the re-
sulting random field PDE solution transforms the usual ob-
jective function into a random variable. One possibility to
handle this uncertainty in the objective or quantity of inter-
est is to employ risk measures. However, many important
risk measures, such as the conditional value-at-risk (CVaR)
or mean plus semideviation are non-smooth. The resulting
optimization problem is then an often non-convex, non-
smooth infinite dimensional problem. Due to the poor
performance of off-the-shelf non-smooth solvers for these
problems, we propose a variational smoothing technique,
which we call epi-regularization. Using epi-regularization,
we exploit existing methods for smooth PDE-constrained
optimization under unceratinty. The techniques also al-
lows us to prove convergence of minimizers and stationary
points. Under local curvature conditions on the reduced
objective, we can provide error estimates. We explore the
theoretical results by several numerical experiments.
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MS97

Multiscale Optimization and UQ for Additive Man-
ufacturing

Additive manufacturing (AM) is capable of creating com-
pelling designs at a much faster rate than standard meth-
ods. However, achieving consistent material properties at
various length scales remains a challenge. In this work,
we present risk-averse optimization to produce robust de-
signs by tightly controlling certain features of the dynamics
while addressing underlying uncertainties. Aspects of the
AM process are emulated with PDEs to mimic the behavior
of the material during the processing. The goal is to con-
trol different aspects of the laser to achieve design targets
and simultaneously accommodate uncertainties in different
parts of the underlying dynamics. PDE-constrained opti-
mization methods serve as the foundation for this work
with finite element discretizations, adjoint-based sensitiv-
ities, trust-region methods, and Newton-Krylov solvers.
Our final AM produced parts must achieve tight tolerances
for a range of different material properties. Accordingly, a
range of risk measures are considered with a specific em-
phasis on reliability. A numerical example coupled to ex-
perimental data demonstrates that the use of risk measures
as part of the objective function results in optimal solutions

and ensures that worse case scenarios are avoided.
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MS98

A Bayesian Framework for Robust Decisions in the
Presence of Unobserved Heterogeneity

Measures of decision risk based on the distribution of
losses over a posterior distribution obtained via standard
Bayesian techniques may not be robust to model misspeci-
fication. Standard statistical models assume homogeneity:
all individual observables are subject to the same latent
variables. Models with covariates relax this assumption
by introducing observed sources of heterogeneity. Here we
consider model misspecification due to unobserved sources
of heterogeneity that are not readily captured by known
covariates. For example, many predictive physical models
contain conservation laws that are globally consistent, but
those physical models may be misspecified due to embed-
ded phenomenological models that are only locally consis-
tent within a narrow range of parameters. Instead of fit-
ting a misspecified model to all observations in a data set,
we propose fitting the model on multiple subsets of the
data where the model has little realized discrepancies—
where the homogeneity assumption holds—in order to ob-
tain multiple posterior distributions. By constructing a
probability measure over subsets of the data, we can define
a distribution over posterior distributions, from which we
can obtain a distribution of risk measures. This distribu-
tion of risk measures allows us to make robust decisions,
e.g., by finding an action that minimizes an average ex-
pected loss. We will demonstrate these methods on engi-
neering applications of interest.

Chi Feng, Youssef M. Marzouk
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MS98

Bayesian Analysis of Boundary Data in EIT: Dis-
crete vs Continuous

Electrical Impedance Tomography (EIT) is an imaging
modality in which the goal is to estimate the conductivity
distribution inside a body from current/voltage measure-
ments on the boundary of the body. A wealth of math-
ematical theory on EIT, as well as some direct computa-
tional methods, are based on the presumed knowledge of
the Dirichlet-to-Neumann map at the boundary, while in
reality the data is collected using a fixed set of contact
electrodes. In this talk, the mathematical correspondence
between the discrete and continuous data is explored, and
a computational method of passing from the discrete to
continuous data, in the presence of sample-based prior in-
formation is described.
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MS98

Use of the Bayesian Approximation Error Ap-
proach to Account for Model Discrepancy: The
Robin Problem Revisited

We address the problem of accounting for model discrep-
ancy by the use of the Bayesian approximation error (BAE)
approach in the context of inverse problems. In many in-
verse problems when one wishes to infer some primary pa-
rameter of interest there are other secondary parameters
which are also uncertain. In the standard Bayesian (or
deterministic) approach such nuisance parameters are ei-
ther inverted for or are ignored (perhaps by assignment of
some nominal value). However, it is well understood that
the ill-posedness of general inverse problems means they
do not handle modelling errors well. The BAE approach
has been developed as an efficient means to approximately
pre-marginalize over nuisance parameters so that one can
systematically incorporate the effects of neglecting these
secondary parameters at the modelling stage. We motivate
the method through an application to the Robin problem
governed by the Poisson equation.
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Applied Mathematics
University of California, Merced
rnic052@aucklanduni.ac.nz

MS98

Analysis of Inadequacy in Simplified Models of Su-
percapacitor Charge/discharge Cycles

It is common in modeling engineering systems to develop
reduced models by starting from a higher fidelity model
and introducing simplifying assumptions. In making pre-
dictions using the resulting lower fidelity model, it is gener-
ally important to represent the effects of these simplifying
assumptions (i.e., model inadequacy). Further, the rela-
tionship between the high and low fidelity models should be
exploited to do so in a manner that is both computationally
efficient and physically realistic. In this work, we explore
these issues in a simple context: models of supercapacitor
charge/discharge cycles. The high fidelity model is PDE
based, while the low fidelity model is an ODE based on the
PDE behavior in the limit of slow variation of the input cur-
rent. A stochastic ODE representing the low fidelity model
inadequacy is constructed. This model is based upon two
realizations about the original low fidelity model. First,
the model does not depend correctly on the the time his-
tory of the system. Second, the model cannot represent the
short time behavior induced by rapid changes in current.
The construction of an inadequacy model based on these
known deficiencies is discussed, and the performance of the
model relative to the high fidelity model is shown.
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MS99

UQ and Parameter Estimation for Coastal Ocean
Hazard Modeling

Coastal ocean hazards, including storm surges and
tsunamis, affect millions of people worldwide. These haz-
ards may be increasing due to a number of factors, includ-
ing sea level rise, warming oceans, population growth, and
climate variability. In this talk, we will give an overview
of coastal hazard modeling, the current state of the art,
and needs for the future. We will also discuss many of
the uncertainties that are encountered in predictive sim-
ulation. We will describe a measure theoretic approach
used to calculate uncertain parameters within a stochastic
inverse framework. The method will be applied to estimat-
ing coastal inundation due to storm surge.
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MS99

Bayesian Inference of Earthquake Parameters for
the Chile 2010 Event using Polynomial Chaos-
based Surrogate and Buoy Data

We are interested in the Bayesian inference of earthquake
parameters associated with the Chile 2010 event. The goal
is to infer the location, orientation as well as the slip param-
eter of an Okada model of the fault from real data collected
at a single DART station. Several challenges are addressed
in this work concerning the development of a statistical
model, a surrogate model and its goal-oriented reduction
that are robust concerning the limitations of the numeri-
cal model and the data. First, a non-stationary correlated
Gaussian noise is introduced to model the discrepancy be-
tween the data and the numerical model. The posterior
distribution is then sampled using an adaptive Metropolis-
Hastings algorithm. A surrogate model is constructed to
accelerate the inference using two polynomial chaos expan-
sions computed by non-intrusive spectral projection. We
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first approximate the arrival time of the waves at the sta-
tion and define a fictitious time such that, for every pa-
rameter value, the wave reaches the gauge at a prescribed
instant. In this fictitious time, the water elevation with
respect to the parameter is regularized, and a polynomial
chaos expansion can be used. Finally, a singular value de-
composition based on the Mahalanobis distance is intro-
duced to reduce the model while preserving the posterior
distribution of the inferred parameter. Numerical results
are presented and discussed.
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MS99

Earthquake Source Dimension Reduction with
Gaussian Process Emulation: Quantification of
Tsunami Hazard

Tsunami hazard assessment requires the propagation of
tsunami source uncertainties to the distributions of rele-
vant quantities in the affected areas. The physics is cap-
tured by a coupled two-stage deterministic model; the
tsunamigenic seabed deformation caused by the earthquake
source, and subsequent propagation of the tsunami to af-
fected coasts. The corresponding numerical codes are com-
putationally expensive. We overcome this by building sta-
tistical surrogates (or emulators) of the models that pro-
vide faster and cheaper approximations. These Gaussian
process emulators are then used to propagate the uncer-
tainties in the source to the wave heights at the coasts.
The uncertainties in the source (slips) are modeled us-
ing a geo-statistical approach whilst encapsulating regional
geophysical knowledge. The high dimensionality of the
source presents a significant hurdle in the emulator con-
struction. Thus, we merge the emulator construction with
a gradient-based kernel dimension reduction to decrease
dimensionality while also reducing the loss in information.
We illustrate the framework using the case of the potential
tsunamigenic zone in the Makran region.
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MS99

Probabilistic Tsunami Hazard Assessments with
Consideration of Uncertain Earthquake Character-
istics

The uncertainty quantification of tsunami assessments due
to uncertain earthquakes faces important challenges. First,
the generated earthquake samples must be consistent with
past events. Second, it must adopt an uncertainty propa-
gation method to determine tsunami uncertainties with a
low computational cost. In this study we propose a new
methodology, which improves the existing tsunami uncer-
tainty assessment methods. The methodology considers
two uncertain earthquake characteristics, the slip and lo-
cation. First, the methodology considers the generation of
consistent earthquake slip samples by means of a Karhunen
Loeve expansion and a translation model, applicable to any
non-rectangular rupture and marginal distribution. Fur-

thermore, we preserve the original probability properties of
the slip distribution by avoiding post sampling treatments,
such as earthquake slip scaling. Second, the methodology
uses the stochastic reduced order model SROM (Grigo-
riu, 2009) instead of a Monte Carlo simulation, which re-
duces the computational cost of the uncertainty propaga-
tion. The methodology is applied on real study cases. We
demonstrate that our stochastic approach generates consis-
tent earthquake samples with respect to the target prob-
ability laws. We also show that the results obtained from
SROM are more accurate than classic Monte Carlo simu-
lations.
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MS100

Identification of Primary Flow Regions Through
Three-dimensional Discrete Fracture Networks us-
ing Supervised Classification and Graph-based
Representations

Discrete fracture network (DFN) models are designed to
simulate flow and transport in fractured porous media.
Flow and transport calculations reveal that a small back-
bone of fractures exists, where most flow and transport oc-
curs. Restricting the flowing fracture network to this back-
bone provides a significant reduction in the network’s effec-
tive size. However, the particle tracking simulations needed
to determine the reduction are computationally intensive.
Such methods are impractical for large systems or for ro-
bust uncertainty quantification of fracture networks, where
thousands of forward simulations are needed to bound
system behavior. We present a graph-based method to
identify primary flow and transport subnetworks in three-
dimensional fracture networks. Coupled with supervised
machine learning techniques the method efficiently identi-
fies these backbones while also revealing key characteristics
of flow and transport through fractured media.
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MS100

Deep Residual Recurrent Neural Network for
Model Reduction

Recently, proper orthogonal decomposition (POD) com-
bined with Galerkin projection has been applied more fre-
quently to overcome the computational burden of multi-
query tasks (e.g. uncertainty quantification, model based
optimization) governed by large scale nonlinear partial dif-
ferential equations (PDEs). However, the effectiveness of
POD-Galerkin based reduced order model (ROM) in han-
dling nonlinear PDEs is limited mainly by two factors.
The first factor is related to the treatment of the non-
linear terms in the POD-Galerkin ROM and the second
factor is related to maintaining the overall stability of the
resulting ROM. In this talk, we combine deep residual re-
current neural network (DR-RNN)with POD-Galerkin and
discrete empirical interpolation method (DEIM). DR-RNN
is a physics aware recurrent neural network for modeling
the evolution of dynamical systems. The DR-RNN archi-
tecture is inspired by iterative update techniques of line
search methods where a fixed number of layers are stacked
together to minimize the residual of the physical model
under consideration. We demonstrate the accuracy and
stability property of DR-RNN on two forward uncertainty
quantification problems involving two-phase flow in sub-
surface porous media. We show that DR-RNN provides
accurate and stable approximations of the full-order model
in comparison to standard POD-Galerkin ROMs.
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MS100

Deep Learning and Dynamic Mode Decomposition
for Modeling the Dynamics of Oil & Gas Problems

In this work, we introduce and investigate the performance
of Convolutional and Recurrent Neural Networks (CNNs
and RNNs) and the recently proposed Dynamic Mode De-
composition (DMD) for modeling complex dynamical sys-
tems. The application of any of the aforementioned meth-
ods is basically new as viable alternatives to produce data-
driven models capable of capturing the dynamics of com-
plex and different Oil & Gas problems. CNN and RNN rep-
resent two of the most successful Deep Learning (DL) ar-
chitectures for generating accurate predictions from image
and time series data representations, respectively. How-
ever, DL methodologies are still unclear alternatives to pro-
duce business value propositions in the Oil & Gas industry.
On the other hand, DMD appears as a data-driven model
reduction approach that assumes that complex patterns
can be decomposed into a simple representation based on
spatiotemporal coherent structures amenable to produce
future states and observable responses. Analysis of DL

and DMD and their comparison provides elements for en-
hancing capabilities not only for prediction but also for
optimization and control of complex dynamical systems.
By bringing up a few use cases, we show that both DL and
DMD approaches have the potential to provide faster and
reliable alternatives to overcome the high computational
cost entailed by multiple processes in the industry.
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MS101

A Robust Stochastic Galerkin Method for the
Compressible Euler Equations with Uncertainty

It is known that the stochastic Galerkin method applied to
hyperbolic systems such as the compressible Euler equa-
tions subject to random inputs may lead to an enlarged
system which is not necessarily hyperbolic. In addition,
such a method usually relies on the positivity of some
macroscopic quantities (e.g. sound speed), which may
break down when solution presents severe discontinuities.
We introduce a stochastic Galerkin method for the com-
pressible Euler equations based on a kinetic formulation.
The method solves the Boltzmann equation efficiently for a
large range of Knudsen numbers and reduces to an approx-
imated (regularized) solver for the Euler equations when
the Knudsen number is small. Furthermore, the method
does not need to evaluate any macroscopic quantities nor
require their values to be positive, hence is especially suited
for problems involving discontinuities. Joint work with Shi
Jin and Ruiwen Shu.
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MS101

Analysis and Application of Stochastic Collocation
Method for Maxwells Equations with Random Co-
efficients

In this talk, we will present the development and analysis
of the stochastic collocation method for solving the time-
dependent Maxwell’s equations with random coefficients
and subject to random initial conditions. We provide a
rigorous regularity analysis of the solution with respect to
the random variable. To our best knowledge, this is the
first theoretical results derived for the stochastic Maxwell’s
equations. The rate of convergence is proved depending
on the regularity of the solution. Numerical results are
presented to confirm the theoretical analysis. Extensions
of this analysis and applications to Maxwell’s equations in
random Drude metamaterials will be discussed too.
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MS101

Inferring the Biological Networks via Information
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Theoretic Approaches

Partial correlation (PC) or conditional mutual informa-
tion (CMI) is widely used in detecting direct dependen-
cies between the observed variables in a network by elimi-
nating indirect correlations/associations, but it fails when-
ever there are some strong correlations in the network, due
to the inherent underestimation problem of PC/CMI. We
theoretically develop a multiscale association analysis to
overcome this difficulty. Specifically, we first show why
conditional mutual information (CMI)/partial correlation
(PC) suffers from an underestimation problem for biologi-
cal networks with strong correlations. Then, we propose a
new measure, partial association (PA), based on the mul-
tiscale conditional mutual information (MCMI), to solve
this problem. We show that linear PA and nonlinear PA
can quantify the direct associations in biological networks
in an accurate manner from both theoretical and compu-
tational aspects. Both simulated models and real datasets
demonstrate that PA is superior to PC and CMI in terms
of efficiency and effectiveness, and is a powerful tool to
identify the direct associations or reconstruct the biologi-
cal network based on the observed omics data.

Tiejun Li
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MS101

Stochastic Methods for the Design of Random
Meta-materials under Geometric Constraints

Nanostructured materials such as a meta-surface for so-
lar cell applications provide new opportunities for efficient
light trapping. We present a computational stochastic
methodology to generate random configurations of meta-
materials with optimized properties. The main compo-
nents of the methodology are: (1) A deterministic solver
for electromagnetic scattering from multiple objects. (2)
The Karhunen-Loeve expansion to represent the corre-
lated configurations of the scattering objects. (3) The
Multi-element probabilistic collocation method (MEPCM)
to have flexibility in adopting different probability distri-
butions for the configurations. MEPCM is used in com-
bination with the adaptive ANOVA decomposition and
sparse grids to investigate the sensitivity of the transmis-
sion and reflection coefficients to different parameters and
deal with dimensionality challenges. To characterize the
randomness of the configurations we employ random fields
(RFs) from a Spartan family that includes covariance func-
tions with a damped oscillatory behavior. We study light
propagation through randomly spaced heterojunctions and
multi-dimensional structures. We found that greater trans-
mission and reflection, compared to the uniformly spaced
structures, can be achieved for a structure with an oscilla-
tory spacing profile. Optimized configurations for different
wave numbers and angles of the incoming wave, as well as
different parameters of the RFs, are found.

Ivi C. Tsantili
National Technical University of Athens, Greece and
Beijing Computational Science Research Center (current)
ivi.tsantili@csrc.ac.cn , ivi.tsantili@gmail.com

Min Hyung Cho
Department of Mathematical Sciences
University of Massachusetts Lowell
minhyung cho@uml.edu

Wei Cai
Southern Methodist University
cai@mail.smu.edu

George Em Karniadakis
Brown University
george karniadakis@brown.edu

MS102

URANIE: The Uncertainty and Optimization Plat-
form

URANIE developed by CEA is a framework to deal
with uncertainty propagation, sensitivity analysis, surro-
gate models, code calibration and design optimization.
URANIE is a free and Open Source multi-platform (Linux
and Windows) based on the data analysis framework
ROOT, an object-oriented and petaflopic computing sys-
tem developed by the CERN. This framework provides all
the functionalities needed to deal with big data processing,
statistical analysis, visualisation and storage. It is mainly
written in C++ but integrated with other languages such
as Python and R.
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MS102

Mystic: Rigorous Model Certification and Engi-
neering Design under Uncertainty

Highly-constrained, large-dimensional, and nonlinear op-
timizations are at the root of many difficult problems in
uncertainty quantification (UQ), risk, operations research,
and other predictive sciences. The ‘mystic‘ software was
built to solve large non-convex optimization problems, with
nonlinear constraints. Mystic leverages parallel computing
to provide fast global optimization, interpolation, and sur-
rogate construction over difficult nonlinear surfaces, and
additionally provides a general mechanism for the direct
application of constraining information as reductions to op-
timizer search space. With these tools, mystic enables the
solving of difficult UQ and engineering design problems as
global optimizations.

Michael McKerns
California Institute of Technology
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MS102

Cossan Software: Recent Advancements and Case
Studies

Cossan is a general purpose software package to quantify,
mitigate and manage risk and uncertainty. The pack-
age offers the most advanced and recent algorithms for
Simulation-based Reliability Analysis, Sensitivity Analy-
sis, Meta-Modelling, Stochastic Finite Elements Analysis
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(SFEM), and Reliability-Based Optimization (RBO). In-
cluding full interaction with any third-party solvers, and
combination of available algorithms with specific solution
sequences, Cossan provides the framework to tackle the
challenges of both academia and industry. We will pro-
vide updates on the most recent additions to the Cossan
libraries with some examples. Robust Artificial Neural
Network library, to improve the prediction robustness of
an ANN based on coupling Bayesian framework and model
averaging techniques. Interval Predictor Models (IPMs)
toolbox, IPMs are a class of meta-model which describe
the expected spread of the output of a model whilst making
very few assumptions about the model. The Credal Net-
work Toolbox, for Bayesian Belief Network construction, a
probabilistic graphical model based on the use of directed
acyclic graphs, integrating graph theory with the robust-
ness of Bayesian statistics. Finally the System Reliability
Toolbox, allowing users to construct multi-component sys-
tems within the Cossan environment, and investigate the
behaviour of such systems. http://www.cossan.co.uk.
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MS102

Foqus-PSUADE: A Framework for Uncertainty
Quantification and Optimization

PSUADE (Problem Solving environment for Uncertainty
Analysis and Design Exploration) is a general-purpose soft-
ware tool for non-intrusive (’black box’ simulation models)
uncertainty quantification. This talk will begin with a brief
overview of PSUADE’s core capabilities, followed by a dis-
cussion of recent enhancements as well as future develop-
ment efforts. Practical development issues such as user
interface development will also be addressed.

Charles Tong
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MS103

Long Term Integration of Burgers Equation with
Rough Noise

We propose a restarted stochastic collocation methods for
Burgers equation driven by white noise. The standard
stochastic collocation methods suffer from the curse of
dimensionality. To reduce the dimensionality in random
space, we apply independent component analysis to recon-
struct the computed solutions every few time steps. After
such a reconstruction, we then march in time and compute
solutions with appropriate stochastic collocation methods
and repeat the aforementioned procedure until desired in-
tegration time instant. Numerical results and some basic
analysis of the proposed methodology will be presented.

Yuchen Dong
Worcester Polytechnic Institute
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MS103

Mixed Finite Element Methods for the Stochastic
Cahn-Hilliard Equation with Gradient-type Multi-
plicative Noises

In this talk, we will study finite element approximations for
the stochastic Cahn-Hilliard equation with gradient-type
multiplicative noise that is white in time and correlated
in space. The sharp interface limit as the diffuse interface
thickness vanishes of the stochastic equation formally ap-
proximates a stochastic Hele Shaw flow which is described
by a stochastically perturbed geometric law of the deter-
ministic Hele Shaw flow. Both the stochastic Cahn-Hilliard
equation and the stochastic Hele Shaw flow arise from ma-
terials science, fluid mechanics and cell biology applica-
tions. Two fully discrete finite element methods which are
based on different time-stepping strategies for the nonlinear
term are proposed. Strong convergence with sharp rates for
both fully discrete finite element methods is proved. This is
done with the crucial help of the Hölder continuity in time
with respect to the spatial L2-norm and H1-semi-norm for
the strong solution of the stochastic Cahn-Hilliard equa-
tion, which are key technical lemmas. It is proven that
the error estimates hold on a set which is close enough to
the whole domain. Numerical experiments are provided to
gauge the performance of the proposed fully discrete finite
element methods and to study the interplay of the geomet-
ric evolution and gradient-type noise.
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MS103

Reduced Order Models for Uncertainty Quantifica-
tion of Time-dependent Problems

In many time-dependent problems of practical interest the
initial conditions needed can exhibit uncertainty. One way
to address the problem of how this uncertainty impacts the
solution is to expand the solution using polynomial chaos
expansions and obtain a system of differential equations for
the evolution of the expansion coefficients. We present an
application of the Mori-Zwanzig formalism to the problem
of constructing reduced models of such systems of differen-
tial equations. In particular, we construct reduced models
for a subset of the polynomial chaos expansion coefficients
that are needed for a full description of the uncertainty. We
show with several examples what are the computational is-
sues arising from the application of the formalism and how
they can be addressed.
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MS104

Replication or Exploration? Sequential Design for
Stochastic Simulation Experiments

We investigate the merits of replication, and provide meth-
ods that search for optimal designs (including replicates),
in the context of noisy computer simulation experiments.
We first show that replication offers the potential to be ben-
eficial from both design and computational perspectives, in
the context of Gaussian process surrogate modeling. We
then develop a lookahead based sequential design scheme
that can determine if a new run should be at an existing
input location (i.e., replicate) or at a new one (explore).
When paired with a newly developed heteroskedastic Gaus-
sian process model, our dynamic design scheme facilitates
learning of signal and noise relationships which can vary
throughout the input space. We show that it does so effi-
ciently, on both computational and statistical grounds. In
addition to illustrative synthetic examples, we demonstrate
performance on two challenging real-data simulation exper-
iments, from inventory management and epidemiology.
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MS104

Interleaved Lattice-based Minimax Distance De-
signs

We propose a new method for constructing minimax dis-
tance designs, which are useful for computer experiments.
To circumvent computational difficulties, we consider de-
signs with an interleaved lattice structure, a newly defined
class of lattice that has repeated or alternated layers based
on any single dimension. Such designs have boundary
adaptation and low-thickness properties. From our nu-
merical results, the proposed designs are by far the best
minimax distance designs for moderate or large samples.

Xu He
Chinese Academy of Sciences
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MS104

Leverage Values of Gaussian Process Regression
and Sequential Sampling

In this work, we define the hat matrix and the leverage
values for the Gaussian Process regression models. We dis-
cover some interesting properties of them that resemble
the hat matrix and leverage values of the linear regres-
sion model. We also generalize the original definition of
Cook Distance to GP regression that can be used to search
for outliers. The second part of the paper develop the se-
quential sampling procedure based on the leverage, and we
compared it with other alternatives. Examples on simula-
tion and real data are illustrated to show the performances
of the proposed methods.

Lulu Kang
Illinois Institute of Technology
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MS104

Robust Designs for Gaussian Process Modeling of

Computer Experiments

We introduce in this presentation two new classes of ex-
perimental designs, called support points and projected
support points, which can provide robust and effective em-
ulation of computer experiments under Gaussian process
modeling. These designs have three important properties
which are appealing for modeling computer experiments.
First, the proposed designs are robust, in that they en-
joy excellent emulation performance over a wide class of
smooth and rugged response surfaces. Second, these de-
signs can be shown to address several shortcomings in ex-
isting computer experiment designs, both in theory and in
practice. Lastly, both support points and projected sup-
port points can be efficiently generated for large designs
in high dimensions. In this presentation, we first present
a theoretical framework illustrating the above properties,
then demonstrate the effectiveness of the proposed designs
over state-of-the-art methods in simulations and real-world
computer experiments.
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MS105

Optimal Information Acquisition Algorithms for
Inferring the Order of Sensitivity Indices

Numerous engineering problems are characterized by
expensive simulation/experiment as objective functions,
where the goal is to identify regions of design space which
satisfy a set of criteria defined at the outset (which includes
optimization cases). In many engineering applications, it is
of key interest to understand which design variables drive
changes in the objectives and to compute the relative order
of importance. This question is answered via a combina-
tion of data-driven modeling and global sensitivity analy-
sis where so-called sensitivity indices are computed. To-
wards this, Bayesian global sensitivity analysis (BGSA)
constructs a computationally cheap probabilistic surrogate
of the expensive objective function(s) using Gaussian Pro-
cess (GP) regression. The surrogate provides approximate
samples of the underlying function. We propose an algo-
rithm that evaluates the merit of a hypothetical measure-
ment towards the segregation of the individual sensitiv-
ity indices. This framework guides the designer towards
evaluating the objective function to acquire information
about the sensitivities sequentially. We verify and validate
the proposed methodology by applying it on synthetic test
problems. We then demonstrate our approach on a real-
world industry engineering problem of optimizing a com-
pressor for oil applications. The problem is characterized
by an expensive objective (lab tests; each taking 1-2 days)
and a high-dimensional input space with 30 input variables.
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MS105

A Spectral Approach for the Design of Experi-
ments: Design, Analysis and Algorithms

This talk discusses a new approach to construct high qual-
ity space-filling sample designs. First, we propose a novel
technique to quantify the space-filling property and opti-
mally trade-off uniformity and randomness in sample de-
signs in arbitrary dimensions. Second, we connect the
proposed metric (defined in the spatial domain) to the
objective measure of the design performance (defined in
the spectral domain). This connection serves as an ana-
lytic framework for evaluating the qualitative properties of
space-filling designs in general. Using the theoretical in-
sights provided by this spatial-spectral analysis, we derive
the notion of optimal space-filling designs, which we refer
to as space-filling spectral designs. Third, we propose an
efficient estimator to evaluate the space-filling properties
of sample designs in arbitrary dimensions and use it to
develop an optimization framework to generate high qual-
ity space-filling designs. Finally, we carry out a detailed
performance comparison on two different applications in 2
to 6 dimensions: a) image reconstruction and b) surrogate
modeling on several benchmark optimization functions and
an inertial confinement fusion (ICF) simulation code. We
demonstrate that the propose spectral designs significantly
outperform existing approaches especially in high dimen-
sions.
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MS105

Stochastic Dimension Reduction using Basis Adap-
tation and Spatial Domain Decomposition for
PDEs with Random Coefficients

In this work, we present a stochastic dimension reduction
method based on the basis adaptation in combination with
the spatial domain decomposition method for partial differ-
ential equations (PDEs) with random coefficients. We use
polynomial chaos based uncertainty quantification (UQ)
methods to solve stochastic PDEs and model random co-
efficient using Hermite polynomials in Gaussian random
variables. In this approach, we decompose the spatial do-
main into a set of non-overlapping subdomains, and find in
each subdomain a low-dimensional stochastic basis to rep-
resent the local solution in that subdomain accurately. The
local basis in each subdomain is obtained by an appropriate
linear transformation of the original set of Gaussian ran-
dom variables spanning the Gaussian Hilbert space. The
local solution in each subdomain is solved independently
of each other while the continuity conditions for the so-
lution and flux across the interface of the subdomains is
maintained. We employ Neumann-Neumann algorithm to
systematically compute the solution in the interior and at
the interface of the subdomains. To impose continuity, we
project local solution in each subdomain onto a common

basis. We show with the numerical experiments that the
proposed approach significantly reduces the computational
cost of the stochastic solution.
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MS106

Padé Approximation for Helmholtz Frequency Re-
sponse Problems with Stochastic Wavenumber

Due to the oscillatory behavior of the analytic solutions,
the finite element approximation of the Helmholtz bound-
ary value problem in mid- and high-frequency regimes is
computational expensive and time-consuming: accurate
approximations are possible only on very fine meshes or
with high polynomial approximation degrees. For this rea-
son, when solutions at many frequencies are of interest,
repeated finite element computations become prohibitive.
To reduce the computational cost we propose a model order
reduction method based on Least Square Padé-type tech-
niques. In particular, the Helmholtz frequency response
map - which associates each frequency with the correspond-
ing solution of the Helmholtz boundary value problem - is
approximated starting only from precomputed evaluations
at few frequency values. Uniform convergence results of
the Least Square Pad approximation error are proved. Two
algorithms to compute the Least Square Pad approximant
are discussed. 2D numerical tests are provided that con-
firm the theoretical upper bound on the convergence error.
This is joint work with Fabio Nobile and Davide Pradovera
(EPFL), and Ilaria Perugia (University of Vienna).
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MS106

Reduced Order Models for CVaR Estimation and
Risk Averse Optimization

Two reduced order model (ROM) approaches for CVaR
estimation are introduced and analyzed. One replaces the
original quantity of interest by the ROM approximation.
The other uses ROMs to generate importance sampling.
Improvements gained by using ROMs are quantified and il-
lustrated numerically. These CVaR estimation approaches
are then used to optimize CVAR subject to PDE con-
straints with uncertain parameters. In this context it is
important that key quantities that need to be approxi-
mated for CVAR objective function evaluations are also
the key quantities arising in gradient computations. Nu-
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merical results are given to illustrate the performance gains
due to ROM. This talk is based on joint work with Boris
Kramer (MIT), Timur Takhtaganov (Rice), and Karen
Willcox (MIT).
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MS106

Multifidelity Dimension Reduction via Active Sub-
spaces

Engineering problems such as optimization and inference
become increasingly challenging as the dimension of the
problem grows. In some cases, most of the variations of the
function of interest can be captured by a low-dimensional
subspace. Identifying and exploiting this subspace reduces
the complexity of solving the problem at hand. The active
subspace method leverages gradient information to com-
pute such subspace. In this work, we propose to use mul-
tifidelity techniques to reduce the cost of identifying the
active subspace. We provide an analysis of the number of
gradient evaluations necessary to achieve a prescribed er-
ror in expectation and with high probability. Numerical
experiments illustrate the benefits of such an approach.
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MS106

Low-rank Methods for Approximations of Poste-
rior Covariance Matrix of Linear Bayesian Inverse
Problems

We consider the problem of efficient computations of the
covariance matrix of the posterior probability density for
linear Gaussian Bayesian inverse problems. However, the
covariance matrix of the posterior probability density is
dense and large. Hence, the computation of such a ma-
trix is impossible for large dimensional parameter spaces
as is the case for discretized PDEs. Low-rank approxi-
mations to the posterior covariance matrix were recently
introduced as promising tools. Nevertheless, the resulting
approximations suffer from the curse of dimensionality for
transient problems. We here exploit the structure of the
discretized PDEs in such a way that spatial and tempo-
ral components can be separated and the curse overcomes.
We reduce both the computational complexity and storage
requirement from O(nxnt) to O(nx + nt)[1] Here nx is the
dimension of the spatial domain and nt is the dimension
of the time domain. We use numerical experiments to il-
lustrate the advantages of our approach. [1] P. Benner, Y.

Qiu, and M. Stoll. Low-rank computation of posterior covari-
ance matrices in Bayesian inverse problems, arXiv:1703.05638,
2017.
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MS107

Bayesian Algorithms for Data-driven Turbulence
Modelling

Recently several researchers have started to use Bayesian
methods in the context of turbulence modelling - to obtain
an empirical map from feature space consisting of the local
mean-flow, to the Reynolds-stress tensor (RST), using ref-
erence data (LES, DNS) to train the model. However, no
such unique map exists, and current techniques to not take
into account the scatter in possible RSTs for a given fea-
ture vector. We aim to construct a stochastic map based
on a generalised Gaussian process, fitted to the mean, vari-
ance, and (local) correlation-length of the reference data
in feature-space. Realizability and Galilean invariance of
the RST are naturally enforced. Random samples gener-
ated from our map are propagated through a solver with
MC and MLMC to predict flows not in the training-set.
The quantified uncertainty of these predictions is compared
with held-back reference data.
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MS107

Uncertainty Propagation in RANS Simulations via
Multi-level Monte Carlo Method

A Multilevel Monte Carlo (MLMC) method for quantify-
ing model-form uncertainties associated with the Reynolds-
Averaged Navier-Stokes (RANS) simulations is presented.
Two high-dimensional local stochastic extensions of the
RANS equation are considered to demonstrate the appli-
cability of MLMC method. The first approach is based on
global perturbation of the baseline eddy-viscosity field us-
ing a log-Gaussian random field. A more general second ex-
tension is also considered where the entire Reynolds Stress
Tensor (RST) is perturbed while maintaining realizability.
Two fundamental flow problems are studied, showing the
practical advantage of the multilevel Monte Carlo method
over the standard Monte Carlo methods.
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MS107

Constitutive Modeling of Turbulence with Physics-
informed Machine Learning

Reynolds-averaged Navier-Stokes (RANS) models are
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widely used in simulating turbulent flows in engineering
applications. The modeling of Reynolds stress introduces
large model-form uncertainties, diminishing the reliabil-
ity of RANS simulation results. In this talk, we present
a data-driven constitutive modeling approach by using
physics-informed machine learning. This framework con-
sists of three components: (1) build a neural-network-
based constitutive model for turbulence, (2) impose phys-
ical constraints to that neural-network-based constitutive
model, and (3) use the machine-learning-trained constitu-
tive model to simulate mean velocity field and other quan-
tities of interest. We evaluate the performance of proposed
data-driven constitutive modeling approach by using the
flows with stress-induced secondary flow and flows with
massive separation, both of which are challenging for tra-
ditional RANS modeling. Significant improvements over
the baseline RANS simulation are observed.
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MS107

Bayesian Modeling of Mixed Aleatory and Epis-
temic Uncertainty in CFD

The problem of mixed aleatory/epistemic uncertainty
quantification applied to computationally expensive mod-
els is considered. Aleatory uncertainty is irreducible uncer-
tainty which is often characterized by probability density
functions. Epistemic uncertainty is introduced by lack-of-
knowledge and errors in the models under consideration
and can be reduced by investing more effort in modeling
(e.g. by investing more computational time or using more
accurate models). Our approach to model these uncer-
tainties is fully Bayesian. The unknown epistemic uncer-
tainty is characterized using the concept known as Bayesian
model calibration. The aleatory uncertainties are com-
bined with the resulting posterior such that predictions un-
der uncertainty can be made efficiently. The novelty of our
approach is a new sampling procedure, requiring significant
less samples than conventional methods to produce accu-
rate results. We propose an adaptive methodology that
replaces the (computational expensive) model with an in-
terpolating surrogate that is based on weighted Leja nodes.

Laurent van den Bos, Benjamin Sanderse
Centrum Wiskunde & Informatica (CWI)
Amsterdam, the Netherlands
l.m.m.van.den.bos@cwi.nl, b.sanderse@cwi.nl

MS108

Rare Event Probability Estimation using Adaptive
Support Vector Regression - Importance of Kernels
and their Proper Tuning

The presentation is about surrogate models used for the
estimation of rare event probabilities. In this context sup-
port vector regressors (SVR) are adaptively constructed

as surrogates of expensive-to-evaluate functions. The fol-
lowing important aspects are addressed in the talk: choice
of kernel type (e.g. isotropic vs. anisotropic), tuning of
SVR hyperparameters, selection criteria for enriching the
training set of data. The efficiency and robustness of the
proposed adaptive method are assessed from a set of chal-
lenging examples with a comparison to published results
obtained by other methods where available.

Jean-Marc Bourinet
SIGMA Clermont, Institut Pascal
bourinet@sigma-clermont.fr

MS108

Sequential Designs of Surrogate Models for Relia-
bility Analysis

Reliability analysis estimates the probability of a rare
event, the failure event. Efficient estimation of the proba-
bility of failure can be performed with sequential impor-
tance sampling methods. These methods sample a se-
quence of measures that gradually approach the theoreti-
cally optimal importance sampling density. To facilitate ef-
ficient estimation for cases where the failure event is defined
in terms of the outcome of a computationally intensive nu-
merical model, sequential importance sampling approaches
can be combined with surrogate models. We consider
the construction of multiple low-fidelity surrogate models
through building polynomial chaos expansions (PCEs) at
each intermediate measure/sample set provided by the se-
quential sampling procedure. By design, these surrogates
will be most accurate on the support of the current inter-
mediate measure/sample set. To address the curse of di-
mensionality, we consider the construction of order-reduced
PCEs in rotated spaces as suggested in [R. Tipireddy, R.G.
Ghanem, Basis adaptation in homogeneous chaos spaces,
J. Comput. Phys. 259 (2014) 304317] after eliciting im-
portant directions pointing towards the failure domain.

Max Ehre
TU München
max.ehre@tum.de

Iason Papaioannou, Daniel Straub
Engineering Risk Analysis Group
TU München
iason.papaioannou@tum.de, straub@tum.de

MS108

A Unified Approach on Active Learning Methods
for Reliability Analysis

Due to their efficiency in identifying complex failure do-
mains, meta-model-based active learning techniques have
been increasingly adopted in the rare events estimation
literature. A large number of publications has been de-
voted in the last decade to capitalizing on the properties
of specific surrogate model techniques (e.g. Kriging, sup-
port vector regression and polynomial chaos expansions)
to create adaptive-design strategies that efficiently explore
the design space so as to provide stable and accurate es-
timates of small probability of failure of complex systems.
In this contribution, instead of focusing on a specific class
of surrogates and rare event estimation techniques (e.g.
Monte Carlo simulation or subset sampling), we provide
a unified framework to perform adaptive sampling for rare
event estimation that does not depend on the specific tech-
niques chosen. This approach can therefore be included
in pre-existing workflows with the techniques of choice,
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which can be beneficial to increase the appeal of active-
learning-based reliability analysis to a wider audience. The
performance of the proposed framework is then tested on
several benchmark problems by mixing different surrogate-
modelling and rare-event-estimation techniques.

Stefano Marelli
Chair of Risk, Safety and Uncertainty Quantification
Institute of Structural Engineering, ETH Zurich
marelli@ibk.baug.ethz.ch

Moustapha Maliki, Roland Schöbi, Bruno Sudret
ETH Zurich
moustapha@ibk.baug.ethz.ch, schoebi@ibk.baug.ethz.ch,
sudret@ibk.baug.ethz.ch

MS108

Rare Event Simulation Through Metamodel-driven
Sequential Stochastic Sampling

Rare-event simulation is frequently performed in a sequen-
tial setting, introducing a series of intermediate densities
that gradually converge to the target one (the rare-event
conditional failure density). Subset simulation facilitates,
for example, such an approach. For applications with com-
plex numerical models, the associated computational bur-
den for this task is high and the adaptive Kriging stochastic
sampling and density approximation algorithm (AK-SSD)
is discussed here to alleviate this burden. AKSSD replaces
the exact system model with a fast-to-evaluate metamodel,
while it also reduces the required number of experiments
to construct this metamodel by adaptively adjusting its
accuracy through an iterative approach. The metamodel
is refined by sample-based design of experiments during
this iterative process, such that its prediction ability is im-
proved both globally and locally. Local improvement is
sought after in the regions of importance for both the target
and the intermediate conditional failure densities. The re-
finement stops when target densities approximated in con-
secutive iterations become indifferent, with the Hellinger
distance employed as a comparison metric. Once approxi-
mated (first stage), the conditional failure density is used
(second stage) as importance sampling density for estimat-
ing the rare-event likelihood. Use of either the metamodel
or the exact numerical model is examined for the second
stage.

Jize Zhang, Alexandros A. Taflanidis
University of Notre Dame
jize.zhang.204@nd.edu, a.taflanidis@nd.edu

MS109

Bayesian Inverse Problems and Low-rank Approx-
imations

We look at Bayesian updating in the framework of updat-
ing a random variable (RV) whose distribution is the prior
distribution. It is assumed that this RV is a function of
many more elementary random variables. Furthermore, it
is assumed that computationally the RV is represented in
either a sampling format or in a functional or spectral rep-
resentation like the the polynomila chaos expansion. The
samples resp. the coefficients may be viewed as a high de-
gree tensor, and hence it is natural to assume a low-rank
approximation for this. Conditioning, the central element
of Bayesian updating, is theoretically based on the notion
of conditional expectation. Here we use this construct also
as the computational basis, namely the ability to compute
conditional expectations. With this in hand, we formulate

an updating process, which produces a new RV through
successively finer approximations, whose law resp. distri-
bution is the sought posterior distribution. This is in effect
a kind of filter. It will be shown that it the filter can be
computed using low-rank tensor approximations and that
it directly operates on the low-rank representation of the
RV representing the prior, to produce a low-rank represe-
natation of the posterior RV.

Hermann Matthies
Technische Universität Braunschweig
wire@tu-braunschweig.de

MS109

Principal Component Analysis and Active Learn-
ing in Tree Tensor Networks

We present an active learning algorithm for the approxima-
tion of high-dimensional functions of random variables us-
ing tree-based tensor formats (tree tensor networks). The
algorithm is based on an extension of principal compo-
nent analysis to multivariate functions, identified as ele-
ments of Hilbert tensor spaces. It constructs a hierarchy
of subspaces associated with the different nodes of a di-
mension partition tree and a corresponding hierarchy of
sample-based projection operators. Optimal subspaces are
estimated using empirical principal component analysis of
partial random evaluations of the function. The algorithm
is able to provide an approximation of a function in any
tree-based tensor format, with either a prescribed rank or
a prescribed relative error, with a number of evaluations of
the order of the storage complexity of the resulting tensor
network.

Anthony Nouy
Ecole Centrale Nantes
anthony.nouy@ec-nantes.fr

MS109

Multilevel Monte Carlo Computation of Seismic
Wave Propagation with Random Lamé Parameters

Abstract not available at time of publication.

Anamika Pandey
SRI-UQ KAUST
anamika.pandey@kaust.edu.sa

MS109

Sparse Multifidelity Approximations for Forward
UQ with Application to Scramjet Combustor Com-
putations

Engineering models of practical interest frequently depend
on high-dimensional parameter spaces and the correspond-
ing numerical models are usually computationally expen-
sive. This often limits the number of simulations one can
perform and direct explorations of the parameter space are
prohibitive. In this talk we discuss progress on construct-
ing lower dimensional surrogate models in a multifidelity
setting via sparse regression and adaptive quadrature. We
illustrate the algorithms for the analysis of Large Eddy
Simulation of a SCRAMJET combustor.

Cosmin Safta
Sandia National Laboratories
csafta@sandia.gov

Gianluca Geraci
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MS110

Optimization with Fractional PDEs

Fractional differential operators provide an attractive
mathematical tool to model effects with limited regular-
ity properties. Particular examples are image processing
and phase field models in which jumps across lower dimen-
sional subsets and sharp transitions across interfaces are of
interest. In this talk we discuss these applications in addi-
tion to optimization problems with PDE constraints. The
main emphasis will be on how to account for uncertainty
in these models.

Harbir Antil
George Mason University
Fairfax, VA
hantil@gmu.edu

MS110

A Data-oriented Approach to Statistical Inverse
Problems

We study a data-oriented (aka consistent) Bayesian ap-
proach for inverse problem. Our focus is to investigate the
relationship between the data-oriented Bayesian formula-
tion and the standard one for linear inverse problems. We
show that 1) from a deterministic point of view, the MAP
of the data-oriented Bayesian method is similar to the trun-
cated SVD approach (regularization by truncation), and 2)
from the statistical point of view, no matter what prior is
used, the method only allows the prior to act on the data
uninformed parameter subspace, while leaving the data-
informed untouched. Both theoretical and numerical re-
sults will be presented to support our approach.

Brad Marvin
University of Texas at Austin
bmarvin@ices.utexas.edu

Tim Wildey
Optimization and Uncertainty Quantification Dept.
Sandia National Laboratories
tmwilde@sandia.gov

Tan Bui-Thanh
The University of Texas at Austin
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MS110

Safe Designs via Robust Geometric Programming

Geometric programming is a powerful optimization strat-
egy for an increasingly large class of problems across en-
gineering applications. This work extends geometric pro-
gramming to the case of optimization under uncertainty.

Robust geometric programming helps model and process
geometric programs with uncertain data that is known
to belong to some uncertainty set. The work presents a
methodology to approximate the robust counterparts of
an uncertain geometric program as a tractable optimiza-
tion problem (convex or log-convex) using robust linear
programming techniques. This methodology, as well as
other existing methodologies, will be used to robustify a
complex aircraft design problem, and the results of the dif-
ferent methodologies will be compared and discussed.

Ali Saab
Massachusetts Institute of Technology
saab@mit.edu

Edward Burnell
MIT
eburn@mit.edu

Warren Hoburg
NASA
whoburg@mit.edu

MS110

An Uncertainty-weighted ADMM Method for Mul-
tiphysics Parameter Estimation

In this work, we accelerate the convergence of the global
variable consensus ADMM algorithm for solving large-scale
parameter estimation problems coupling different physics.
The idea of global variable consensus is to partition the
joint estimation problem into subproblems associated with
each PDE, which can be solved individually and in paral-
lel. This allows one to use tailored parameter estimation
methods for each problem and is thus attractive for large-
scale problems involving complex interactions of multiple
physics. A well-known drawback of global variable con-
sensus ADMM is its slow convergence, particularly when
the number of workers grows (i.e., a large number of sub-
problems). To overcome this problem, we propose a new
weighting scheme in the algorithm that accounts for the
uncertainty associated with the solutions of each subprob-
lem. The uncertainty information can be obtained effi-
ciently using iterative methods, and we demonstrate that
the weighting scheme improves convergence for a large-
scale multi-physics inverse problem involving a travel time
tomography and DC-resistivity survey.

Samy Wu Fung
Emory University
400 Dowman Dr, 30322 Atlanta, GA, USA
samy.wu@emory.edu

Lars Ruthotto
Department of Mathematics and Computer Science
Emory University
lruthotto@emory.edu

MS111

Inadequacy Representation of Flamelet-based
RANS Model with a Physics-based Stochastic PDE

Stochastic representations of model inadequacy of flamelet-
based RANS models for turbulent non-premixed flames are
studied. While high fidelity models based on the react-
ing Navier-Stokes equations are available, turbulent flame
simulations based on such models require substantial com-
putational resources and are not practical for use in en-
gineering decision-making. Alternatively, flamelet-based
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RANS models introduce a number of simplifying assump-
tions that lead to dramatically reduced computational cost,
but also introduce non-negligible errors. Here, we develop
a stochastic modeling approach for representing errors in-
troduced by using assumed PDF for the mixture fraction.
Typical deterministic models are based on the mixture frac-
tion mean and variance. We enrich the model by posing a
stochastic PDE for the mixture fraction triple correlation.
This new state variable is then used to generate perturba-
tions to the assumed PDF, resulting in a stochastic model
for all flow variables. A non-premixed hydrogen-air jet
flame is used to demonstrate the approach.

Myoungkyu Lee
Institute for Computational Engineering and Sciences
The University of Texas at Austin
mk@ices.utexas.edu
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PECOS/ICES, The University of Texas at Austin
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Robert D. Moser
University of Texas at Austin
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MS111

Bayesian Calibration of Rheological Closure Rela-
tions for Computational Models of Turbidity Cur-
rents

Numerical models can help to push forward the knowledge
about complex dynamic physical systems. The modern ap-
proach to doing that involves detailed mathematical mod-
els. Turbidity currents are a kind of particle-laden flows
that represent a very complex natural phenomenon. In
a simple way, they are turbulent driven flows generated
between fluids with small density differences carrying par-
ticles. They also are one mechanism responsible for the
deposition of sediments on the seabed. A detailed under-
standing of this phenomenon, including uncertainties, may
offer new insight to help geologists to understand reser-
voir formation, a strategic knowledge in oil exploration.
We present a finite element formulation applied to the nu-
merical simulation of particle-laden flows in a Eulerian-
Eulerian framework. When sediment concentrations are
high enough, rheological empirical laws close the model,
describing how sediment concentrations influence the mix-
ture viscosity. The aim of this work is to investigate the
effects on the flow dynamics of some these empirical laws.
We use two configurations for numerical experiments. Both
numerical experiments are inspired in laboratory tests. We
show how turbulent structures and quantities of interest,
such as sediment deposition, are affected by the differ-
ent empirical rheological laws. Moreover, we employ a
Bayesian framework to validate the employed hypothesis
and introduce a stochastic error term for taking into ac-
count the modeling error.

Fernando A. Rochinha
COPPE - Federal University of Rio de Janeiro
Rua Nascimento Silva 100 401
faro@mecanica.coppe.ufrj.br
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The Federal University of Rio de Janeiro
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MS111

Embedded Model Error Quantification and Propa-
gation

Conventional applications of Bayesian calibration typically
assume the model replicates the true mechanism behind
data generation. However, this idealization is often not
achieved in practice, and computational models frequently
carry different physical parameterizations and assumptions
than the underlying ‘truth’. Ignoring model errors can then
lead to overconfident calibrations and predictions around
values that are, in fact, biased. Most statistical methods
for bias correction are specific to observable quantities, do
not retain physical constraints in subsequent predictions,
and experience identifiability challenges in distinguishing
between data noise and model error. We develop a gen-
eral Bayesian framework for non-intrusive embedded model
correction that addresses some of these difficulties, by in-
serting a stochastic correction to the model input param-
eters. The physical inputs and correction parameters are
then simultaneously inferred. With a polynomial chaos
characterization of the correction term, the approach al-
lows efficient quantification, propagation, and decomposi-
tion of uncertainty that includes contributions from data
noise, parameter posterior uncertainty, and model error.
We demonstrate the key strengths of this method on both
synthetic examples and realistic engineering applications.

Khachik Sargsyan, Xun Huan
Sandia National Laboratories
ksargsy@sandia.gov, xhuan@sandia.gov

Habib N. Najm
Sandia National Laboratories
Livermore, CA, USA
hnnajm@sandia.gov

MS111

Stochastic Inadequacy Models for Chemical Kinet-
ics

Two of the most prominent modeling assumptions used in
simulations of turbulent combustion are the introduction of
turbulence models and reduced chemistry models. In the
present work, we develop a stochastic model inadequacy
representation to quantify uncertainties due to reduced
models in chemical kinetics. The inadequacy formulation
is a generalization of previous work in which a stochastic
operator is appended to a reduced chemical kinetics model
and calibrated with data from a detailed model using a
heirarchical Bayesian approach. The inadequacy formula-
tion accounts for situations in which both reactions and
species are neglected from the detailed model. The new
inadequacy model was developed to be adaptive such that
it is only active when chemical reactions are taking place;
otherwise the inadequacy model does not participate. We
present results from a perfectly stirred reactor of H2/O2

combustion. The detailed model consists of 21 reactions
and eight species whereas the reduced model uses five reac-
tions and seven species. We then apply the inadequacy for-
mulation to a one-dimensional counterflow diffusion flame
with H2/O2 combustion. Finally, we present preliminary
results on using the counterflow diffusion flame and its as-
sociated uncertainties from the inadequacy formulation to



UQ18 Abstracts 129

build an uncertain flamelet library for non-premixed com-
bustion.
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MS112

Emulation of Computer Models with Multivariate
Output

Computer models often produce multivariate output. A
Gaussian process emulator of a model is typically con-
structed for each output individually; however, approaches
for dependent multivariate emulation of the output have
been proposed. We will demonstrate the irrelevance of mul-
tivariate modeling of the output of a computer model for
the purpose of emulation of the model theoretically and
with simulation studies. We will discuss the application of
the result to volcano eruption computer models.

Ksenia N. Kyzyurova
CEMSE Division
King Abdullah University of Science and Technology
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Duke University
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MS112

Sequential Surrogate-based Optimization: Appli-
cation to Storm Surge Modelling

To mitigate geophysical hazards, it is important to under-
stand the different sources of uncertainty. The computa-
tional burden of running a complex computer model, such
as a storm surge model, can make optimization and un-
certainty quantification tasks impractical. Gaussian Pro-
cess (GP) regressions are often used as statistical surrogate
models to alleviate this issue. They have been shown to be
good approximations of the computer model. This study is
focused on maximizing an unknown function with the least
number of evaluations using the exploration vs. exploita-
tion trade-off strategy: a GP surrogate model is built and
employed to achieve this. We explore the uncertain regions
and find the input values that maximize the information
gain about the function using MICE, a sequential design
algorithm which maximizes the mutual information over
the input space. The computational efficiency of inter-
weaving MICE and the optimization scheme is examined,
and demonstrated on test functions. The benefit of the
newly developed sequential surrogate-based optimization
scheme is also examined on a storm surge simulator where
the aim is to identify conditions that will create possibly

large storm surge run-ups at the local level and at the min-
imum computational cost.
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MS112

Modeling of Geophysical Flows - Analysis of Mod-
els and Modeling Assumptions using UQ

Dense large scale granular avalanches are a complex class
of flows with physics that has often been poorly captured
by models. Sparsity of actual flow data (usually only de-
posit information is available) and large uncertainty in the
mechanisms of initiation and flow propagation make the
modeling task challenging and a subject of much continu-
ing interest. Models that appear to represent the physics
well in certain flows turn out to be poorly behaved in others
due to intrinsic mathematical or numerical issues. While,
inverse problems can shed some light on parameter choices
it is difficult to make firm judgements on the validity or ap-
propriateness of any single or set of modeling assumptions
for a particular target flow or potential flows that needs
to be modeled for predictive use in hazard analysis. We
will present here an uncertainty quantification based ap-
proach to carefully, analyze the effect of modeling assump-
tions on quantities of interest in simulations based on three
established models (Mohr-Coulomb, Pouliqen-Fortere and
Voellmy-Salm) and thereby derive a model (from a set of
modeling assumptions) suitable for use in a particular con-
text. We also illustrate that a simpler though more re-
strictive approach is to use a Bayesian modeling average
approach based on the limited data to combine the out-
comes of different models.
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MS112

Multi-fidelity Sparse-grid-based Uncertainty
Quantification Applied to Tsunami Runup

Given a numerical simulation, the objective of parameter
estimation is to provide a joint posterior probability dis-
tribution for an uncertain input parameter vector, condi-
tional on available experimental data. However, exploring
the posterior requires a high number of numerical simula-
tions, which can make the problem impracticable within
a given computational budget. A well-known approach to
reduce the number of required simulations is to construct a
surrogate, which — based on a set of training simulations
— can provide an inexpensive approximation of the simu-
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lation output for any parameter configuration. To further
reduce the total cost of the simulations, we can introduce
low-fidelity as well as high-fidelity training simulations. In
this case, a small number of expensive high-fidelity simu-
lations is augmented with a larger number of inexpensive
low-fidelity simulations. In this talk I will present a multi-
fidelity surrogate-based estimator based on sparse grid in-
terpolation. The method will be applied to the quantifi-
cation of uncertainty for the inundation due to a tsunami
runup. We can demonstrate a speedup of 20 for a four
dimensional parameter estimation problem.

Stephen G. Roberts
Australian National University
stephen.roberts@anu.edu.au

MS113

Prediction of Permeability from Digital Images of
Reservoir Rocks

Permeability is one of the key petrophysical properties
that impact recovery performance of hydrocarbon reser-
voirs. We introduce a novel Deep Learning system that
estimates permeability directly from, SEM, micro-CT, and
other Digital Rock images. The core of the system is a
convolutional neural network that learns a mapping from
the image space to the property space. The trained model
predicts properties in seconds, therefore speeding up work-
flows and complementing/validating laboratory measure-
ments and simulation results, and can also be used as a
novel tool for uncertainty quantification. Preliminary re-
sults will be presented and discussed.

Mauricio Araya-Polo, Faruk O. Alpak, Nishank Saxena,
Sander Hunter
Shell International E&P, Inc.
mauricio.araya@shell.com, omer.alpak@shell.com, nis-
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MS113

Parametrization and Generation of Geological
Models with Generative Adversarial Networks

One of the main challenges in the parametrization of ge-
ological models is the ability to capture complex geolog-
ical structures often observed in subsurface fields. In re-
cent years, Generative Adversarial Networks (GAN) were
proposed as an efficient method for the generation and
parametrization of complex data, showing state-of-the-art
performances in challenging computer vision tasks such as
reproducing natural images (handwritten digits, human
faces, pets, cars, etc.). In this work, we study the ap-
plication of Wasserstein GAN for the parametrization of
geological models. The effectiveness of the method is as-
sessed for uncertainty propagation tasks using several test
cases involving different permeability patterns and subsur-
face flow problems. Results show that GANs are able to
generate samples that preserve the multipoint statistical
features of the geological models both visually and quan-
titatively. The generated samples reproduce both the geo-
logical structures and the flow properties of the reference
data.
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MS113

Novel Robust Machine Learning Methods for Iden-
tification and Extraction of Unknown Features in
Complex Real-world Data Sets

Abstract not available at time of publication.
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MS114

Numerical Methods for Hyperbolic Systems of
PDEs with Uncertainties

Abstract not available at time of publication.
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MS114

Analysis of UQ in Computational Method for some
Kinetic and Hyperbolic Equations

In this talk, I will present some mathematical analysis of
UQ in computational method for some kinetic and hyper-
bolic equations. For neutron transport and radiative trans-
fer equations with small mean free path and random cross-
section, we show regularity uniform in random variable and
spectral accuracy for gPC Galerkin method. For Burgers
equation with shock solution and random initial data, we
show that method of polynomial interpolation with proper
shifting can capture the physical quantities such as shock
emergence time and shock location. This is a joint work
with Shi Jin, Qin Li, Zheng Ma, and Ruiwen Shu.

Jian-guo Liu
Duke University
jian-guo.liu@duke.edu

MS114

Discovering Variable Fractional Orders of
Advection-dispersion Equations from Field Data
using Multi-fidelity Bayesian Optimization

The fractional advection-dispersion equation (FADE) can
describe accurately the solute transport in groundwater
but its fractional order has to be determined a priori. Here,
we employ multi-fidelity Bayesian optimization to obtain
the fractional order under various conditions, and we ob-
tain more accurate results compared to previously pub-
lished data. Moreover, the present method is very effi-
cient as we use different levels of resolution to construct
a stochastic surrogate model and quantify its uncertainty.
We consider two different problem set ups. In the first set
up, we obtain variable fractional orders of one-dimensional
FADE, considering both synthetic and field data. In the
second set up, we identify constant fractional orders of two-
dimensional FADE using synthetic data. We employ multi-
resolution simulations using two-level and three-level Gaus-
sian process regression models to construct the surrogates.
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MS114

Asymptotically Efficient Simulations of Elliptic
Problems with Small Random Forcing

Recent rare-event simulations show that the large devia-
tion principle (LDP) for stochastic problems plays an im-
portant role in both theory and simulation, for studying
rare events induced by small noise. Practical challenges
of applying this useful technique include minimizing the
rate function numerically and incorporating the minimizer
into the importance sampling scheme for the construction
of efficient probability estimators. For a spatially extended
system where the noise is modeled as a random field, even
for simple steady state problems, many new issues are en-
counteredin comparison to the finite dimensional models.
We consider the Poisson’sequation subject to a Gaussian
random forcing with vanishing amplitude. In contrast to
the simplified rate functional given by space white noise,
we consider the covariance operator of trace class such that
the effects of small noise of moderate or large correlation
length on rare events can be studied. We have constructed
an LDP-based importance sampling estimator with a suf-
ficient and necessary condition to guarantee the weak ef-
ficiency, where numerical approximation of the large devi-
ation principle is also addressed. Numerical studies have
been presented.
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MS115

UQLaB: What’s Next?

With the public release of version 1.0, the UQLab project
reached a critical maturity stage. This important milestone
included the open source release of its scientific modules, in
addition to a number of new features, thus marking the be-
ginning of a new development phase in the project. In this
contribution we give an overview of the newly introduced
scientific modules, which include:

• UQ-Link: a toolbox to easily connect external solvers
to the UQLab framework.

• support vector machines (regression + classification)
surrogate modelling facilities;

• reliability-based design optimization;

• random fields discretization and sampling.

An outlook to current and upcoming collaborative devel-
opment efforts will also be presented.
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MS115

QUESO: A Parallel C++ Library for Quantifying
Uncertainty in Estimation, Simulation, and Opti-
misation

QUESO is a tool for quantifying uncertainty for a spe-
cific forward problem. QUESO solves Bayesian statisti-
cal inverse problems, which pose a posterior distribution
in terms of prior and likelihood distributions. QUESO
executes MCMC, an algorithm well suited to evaluat-
ing moments of high-dimensional distributions. While
many libraries exist that solve Bayesian inference prob-
lems, QUESO is specialized software designed to solve such
problems by utilizing parallel environments demanded by
large-scale forward problems. QUESO is written in C++.
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MS115

Integrating SNOWPAC in Dakota with Applica-
tion to a Scramjet

We present recent developments regarding the integration
of SNOWPAC (Stochastic Nonlinear Optimization With
Path-Augmented Constraints) in Dakota. SNOWPAC is
a method for stochastic nonlinear constrained derivative-
free optimization using a trust region approach and Gaus-
sian processes. It solves optimization problems where sam-
pling is used to estimate robustness or risk measures com-
prising the objective function and/or constraints. We as-
sume that the sample estimates involve expensive black
box model evaluations, and thus we focus on a small sam-
ple size regime. This introduces significant noise, which
slows the optimization process. To mitigate the impact of
noise, SNOWPAC employs Gaussian process regression to
smooth models of the objective and constraint in the trust
region. Additionally, we propose approximate Gaussian
process methods in SNOWPAC to handle large numbers of
optimization iterations. SNOWPAC is now available in the
Dakota framework, which offers a highly flexible interface
to couple the optimizer with different sampling strategies
or surrogate models. In this presentation we give details
about SNOWPAC and show the coupling of the libraries.
Finally, we showcase the approach by presenting design
optimization results on a challenging scramjet application.
Here, Dakota serves as the driver of the optimization pro-
cess, employing SNOWPAC as optimization method and
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multilevel Monte Carlo sampling to evaluate the robust-
ness measures.
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MS115

Markov Chain Monte Carlo Sampling using GPU
Accelerated Sparse Grids Surrogate Models

We combine the DiffeRential Evolution Adaptive Metropo-
lis (DREAM) algorithm to surrogate models constructed
using sparse grids (SG) approximation. DREAM allows
us to collect random samples form a general probability
distribution, the algorithm can be used to solver problems
of Bayesian inference and multidimensional optimization.
The challenge of the approach comes form the very large
number of DREAM samples needed to compute reliable
statistics, which in turn requires a very large number of
SG evaluations. The DREAM algorithm processes samples
in batches, and the corresponding SG evaluation consists
of two stages: first, construct a matrix of function values
that is either sparse or dense (depending on the type of
SG used); second, multiply the matrix by a precomputed
data matrix. We present a comparison of different ways
to accelerate both stages of the computation using Nvidia
GPUs and leveraging the accelerated libraries cuBLAS and
cuSparse, the newly developed capabilities in in Matrix
Algebra on GPU and Multicore Architectures, as well as
custom CUDA kernels. We show benchmark results from
several hardware architectures and GPU generations.

Miroslav Stoyanov
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MS116

Numerical Methods for Stochastic Delay Differen-
tial Equations under Non-global Lipschitz Condi-
tion

A class of explicit balanced schemes is presented for
stochastic delay differential equations under some non-
global Lipschitz conditions. One scheme is a balanced Eu-
ler scheme, which is proved to be of order half in mean-
square sense, another one is a balanced Milstein scheme
with first-order convergence. Numerical stability of the two
presented schemes is further considered. Some numerical
examples are given to verify our theoretical predictions.
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Southeast University of China
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MS116

Stochastic Computational Singular Perturbation

for Complex Chemical Reaction Systems

The research on reduction methods for chemical reaction
systems is driven by their complexity, to seek simplified
systems involving a smaller set of species and reactions
that can approximate the original detailed systems in the
prediction of specific quantities of interest. The existence
of such reduced systems frequently hinges on the existence
of a lower-dimensional, attracting, and invariant manifold
characterizing long-term dynamics. The Computational
Singular Perturbation (CSP) method provides a general
framework for analysis and reduction of chemical reaction
systems, but is not directly applicable to chemical reaction
systems at micro or mesoscale, where stochasticity plays a
non-negligible role and thus has to be taken into account.
In this presentation a stochastic computational singular
perturbation method and associated algorithm will be pre-
sented. They can be used to not only construct accurately
and efficiently the numerical solutions to stiff stochastic
chemical reaction systems, but also analyze the dynamics
of the reduced stochastic reaction systems.
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MS116

Chemical Reaction Noise Induced Phenomena:
Change in Dynamics and Pattern Formation

It has been realized that noise can have an effect on re-
action diffusion systems. In particular, including noise in
reaction diffusion models can induce pattern formation or
change the patterns in the deterministic models. In this
talk, I will provide a method for analyzing such effects
from intrinsic chemical reaction noise. I will first provide a
framework for understanding how chemical reaction noise
can change the systems’ effective dynamics. Then the ap-
proach will be applied to the classical Gray-Scott model
and a quantitative analysis of noise induced phenomena
will be elaborated and compared to the numerical simula-
tions.
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MS116

Efficient Integration of Fractional Beam Equation
with Space-time Noise

We consider numerical solutions of a nonlinear Beam equa-
tion driven by space-time white noise with time-fractional
derivative. The solution of the considered equations require
large storage and prohibitively computational cost. To al-
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leviate heavy computational cost and storage requirement,
we employ low-cost and low-storage fast algorithms to solve
the problem. We apply an implicit-explicit scheme and
reduce the problem to a system of linear time-fractional
differential equation which can be solved efficiently. The
proposed method significantly improve a method developed
in literature.
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MS117

Importance Sampling the Union of Rare Events
with Bounded Relative Error and an Application
to Power Systems Analysis

This work presents a method for estimating the probability
μ of a union of J rare events. The method uses n samples,
each of which picks one of the rare events at random, sam-
ples conditionally on that rare event happening and counts
the total number of rare events that happen. We call it
ALORE, for ‘at least one rare event’. The ALORE esti-
mate is unbiased and has a coefficient of variation no larger
than

√
(J + J−1 − 2)/(4n). The coefficient of variation is

also no larger than
√

(μ̄/μ− 1)/n where μ̄ is the union
bound. Our motivating problem comes from power system
reliability, where the phase differences between connected
nodes have a joint Gaussian distribution and the J rare
events arise from unacceptably large phase differences. In
the grid reliability problems even some events defined by
5772 constraints in 326 dimensions, with probability below
10−22, are estimated with a coefficient of variation of about
0.0024 with only n = 10,000 sample values.
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MS117

Input-output Uncertainty Comparisons for Opti-
mization via Simulation

When input distributions to a simulation model are es-
timated from real-world data, they have estimation error
causing input uncertainty in the simulation output. If an
optimization via simulation (OvS) method that treats such
input distributions as ‘correct’ is applied, then there is a
risk of making a suboptimal decision for the real world,
which we call input model risk. This talk addresses the
discrete OvS (DOvS) problem of selecting the real-world
optimal from among a finite number of systems when all
of them share the same input distributions estimated from
common input data. A DOvS procedure should reflect the
limited resolution provided by the simulation model in dis-
tinguishing the real-world optimal solution from the others
when the input data are finite. Our input-output uncer-
tainty comparisons (IOU-C) procedure focuses on compar-
isons rather than selection: it provides simultaneous con-
fidence intervals for each systems real-world mean and the

best mean of the rest with any desired probability, while
accounting for both stochastic and input uncertainty. To
make the resolution as high as possible (intervals as short
as possible) we exploit the common input data effect to re-
duce uncertainty in the estimated differences. Under mild
conditions we prove that the IOU-C procedure provides
the desired statistical guarantee asymptotically as the real-
world sample size and simulation effort increase, but it is
designed to be effective in finite samples.
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MS117

Universal Convergence of Kriging

Kriging based on Gaussian random fields is widely used
in reconstructing unknown functions. The kriging method
has pointwise predictive distributions which are computa-
tionally simple. However, in many applications one would
like to predict for a range of untried points simultaneously.
In this work we obtain some error bounds for the (simple)
kriging predictor under the uniform metric. It works for
a scattered set of input points in an arbitrary dimension,
and also covers cases where the covariance function of the
Gaussian process is misspecified. These results lead to a
better understanding of the rate of convergence of kriging
under the Gaussian or the Matérn correlation functions,
the relationship between space-filling designs and kriging
models, and the robustness of the Matérn correlation func-
tions.

Wenjia Wang
Georgia Institute of Technology
1992wangwenjia@gmail.com

Rui Tuo
Chinese Academy of Sciences
tuorui@amss.ac.cn

C. F. Jeff Wu
Georgia Institute of Technology
jeff.wu@isye.gatech.edu

MS117

Experimental Designs for Uncertainty Propagation
and Robustness Analysis

For an input-output system, uncertainty propagation stud-
ies how variability in input variables (e.g., resulting from
manufacturing tolerances) affect the variability in output
variables. For real-world engineering problems, this input-
output system is typically black-box and requires simula-
tions to evaluate; in such situations, uncertainty propaga-
tion is performed by pushing-forward a set of input settings
through a simulator. Since each simulation run can be com-
putationally or monetarily expensive, the goal is to reduce
the number of runs needed to conduct this propagation. In
this talk, we present a novel experimental design approach,
which makes use of a designed set of inputs to perform this
propagation using a limited number of samples. The pro-
posed design is shown to perform better than Monte Carlo
and Quasi-Monte Carlo samples. We illustrate the effec-
tiveness of the proposed designs in numerical simulations,
and demonstrate its usefulness in several real-world appli-
cations such as robust parameter design of a product or
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process.
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MS118

Uncertainty Quantification of Transport in Hetero-
geneous Porous Media with the Iruq-Cv Method

We present an inverse regression-based approach for uncer-
tainty quantification with application to solute transport
in heterogeneous porous media. In the proposed approach
we used sliced inverse regression (SIR) to identify a dimen-
sion reduction subspace of random space that sufficiently
captures the variability of the quantities of interest (QoIs)
under consideration. This dimension reduction subspace is
then employed to construct a surrogate model for the QoI
by means of Hermite polynomial expansions. Estimates
of statistics of QoIs are computed by using the surrogate
model as a control variate, reducing the error of the esti-
mates. We consider solute transport problems in saturated
media, where the hydraulic conductivity field is modeled as
a second-order random field. We apply the proposed ap-
proach to the estimation of statistics of the maximum con-
centration and mean arrival time at various observation
locations throughout the simulation domain.
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MS118

Efficient Stochastic Inversion Using Adjoint Mod-
els and Machine Learning

Performing stochastic inversion on a computationally ex-
pensive forward simulation model with a high-dimensional
uncertain parameter space (e.g. a spatial random field)
is computationally prohibitive even when gradient infor-
mation can be computed efficiently. Moreover, the ‘non-
linear’ mapping from parameters to observables generally
gives rise to non-Gaussian posteriors even with Gaussian
priors, thus hampering the use of efficient inversion algo-
rithms designed for models with Gaussian assumptions.
In this paper, we propose a novel Bayesian stochastic in-
version methodology, which is characterized by a tight
coupling between the gradient-based Langevin Markov
Chain Monte Carlo (LMCMC) method and a kernel princi-
pal component analysis (KPCA). This approach addresses
the ‘curse-of-dimensionality’ via KPCA to identify a low-
dimensional feature space within the high-dimensional and
nonlinearly correlated parameter space. In addition, non-
Gaussian posterior distributions are estimated via an effi-
cient LMCMC method on the projected low-dimensional
feature space. We will demonstrate this computational
framework by integrating and adapting our recent data-
driven statistics-on-manifolds constructions and reduction-
through-projection techniques to a linear elasticity model.
This work was performed under the auspices of the U.S.
Department of Energy by Lawrence Livermore National

Laboratory under Contract DE-AC52-07NA27344.
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MS118

Compressive Sensing with Built-in Basis Adapta-
tion for Reduced Homogeneous Chaos Expansions

Compressive sensing methods have recently gained increas-
ing momentum in the context of polynomial chaos expan-
sions with an emphasis on its applicability in computa-
tionally expensive or high dimensional models. We present
a novel heuristic algorithm that utilizes such methods in
order to compute optimal adapted bases in Homogeneous
Chaos spaces. This consists of a two-step optimization pro-
cedure that computes the coefficients and the input pro-
jection matrix of a low dimensional chaos expansion with
respect to a rotated basis. We demonstrate the attractive
features of our algorithm through several numerical exam-
ples including the application on Large-Eddy simulations
of turbulent combustion in a HiFiRE scramjet engine.
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MS119

Random Sketching for Model Order Reduction of
High Dimensional Systems

We propose a methodology for reducing the cost of the clas-
sical projection based Model Order Reduction algorithms
while preserving the quality of the output. We show that to
build the surrogate model it is enough to consider a sketch
of the full problem, i.e. a set of low-dimensional projec-
tions, instead of operating on large matrices and vectors.
A sketch is computed randomly and guaranteed to contain
the key information with high probability. Our approach
can be used for reducing both complexity and memory.
The algorithms provided here are well suited for any mod-
ern computational environment. All the operations, except
solving linear systems of equations, are embarrassingly par-
allel. Our version of Proper Orthogonal Decomposition can
be computed on separate machines with a communication
cost independent of the dimension of the full problem. The
surrogate model can even be constructed in the so-called
streaming environment, i.e., under extreme memory con-
straints. In addition, we provide an efficient way for esti-
mating the residual norm. This approach is not only more
efficient than the classical one but is also less sensitive to
round-off errors. Finally, we validate the methodology nu-



UQ18 Abstracts 135

merically on a benchmark problem.
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MS119

Gradient-free Active Subspace Techniques to Con-
struct Surrogate Models Employed for Bayesian In-
ference

Physical models employed in neutronics, thermal hy-
draulics, fuels and chemistry codes typically have a mod-
erate (10-100) or high (> 100) number of inputs – com-
prised of parameters, initial or boundary conditions, or
exogenous forces – many of which are nonidentifiable or
noninfluential in the sense that they are not uniquely de-
termined by the data. We demonstrate the use of a novel
initialization algorithm to approximate the gradients used
to construct active subspaces for neutronics, thermal hy-
draulics, fuels and chemistry models with moderate input
dimensions. We subsequently construct surrogate models
on these active subspaces, which can be used for subse-
quent analysis, model calibration via Bayesian inference,
or uncertainty quantification.
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MS119

Certified Reduced Basis Methods for Variational
Data Assimilation

The reduced basis (RB) method is a certified MOR tech-
nique for the rapid and reliable solution of parametrised
PDEs. Here, we focus on problems in optimal control and
data assimilation. In particular, we present a certified RB
approach to four dimensional variational data assimilation
(4D-Var). Several works have explored the use of reduced
order models as surrogates in a 4D-Var setting. We con-
sider the case in which the behavior of the system is mod-
elled by a parametrised parabolic PDE where the initial
condition and model parameters (e.g., material or geomet-
ric properties) are unknown, and where the model itself
may be imperfect. We consider (i) the standard strong-
constraint 4D- Var approach, which uses the given obser-
vational data to estimate the unknown initial condition of
the model, and (ii) the weak-constraint 4D-Var formula-
tion, which additionally provides an estimate for the model
error, and thus can deal with imperfect models. Since the
model error is a distributed function in both space and
time, the 4D-Var formulation generally leads to a large-
scale optimization problem that must be solved for every
given parameter instance. We introduce RB spaces for the
state, adjoint, initial condition, and model error. We then
build upon recent results on RB methods for optimal con-

trol problems to derive a posteriori error estimates for RB
approximations to solutions of the 4D-Var problem. Nu-
merical tests are conducted to verify the validity of the
proposed approach.
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MS119

Dictionary Measurement Selection for State Esti-
mation with Reduced Models

Parametric PDEs of the general form

P(u, a) = 0

are commonly used to describe many physical processes,
where P is a differential operator, a is a high-dimensional
vector of parameters and u is the unknown solution be-
longing to some Hilbert space V . Typically one observes
m linear measurements of u(a) of the form �i(u) = 〈wi, u〉,
i = 1, . . . ,m, where �i ∈ V ′ and wi are the Riesz rep-
resenters, and we write Wm = span{w1, . . . , wm}. The
goal is to recover an approximation u∗ of u from the mea-
surements. The solutions u(a) lie in a manifold within V
which we can approximate by a linear space Vn, where n is
of moderate dimension. The structure of the PDE ensure
that for any a the solution is never too far away from Vn,
that is, dist(u(a), Vn) ≤ ε. In this setting, the observed
measurements and Vn can be combined to produce an ap-
proximation u∗ of u up to accuracy

‖u− u∗‖ ≤ β−1(Vn,Wm) ε

where

β(Vn,Wm) := inf
v∈Vn

‖PWmv‖
‖v‖

plays the role of a stability constant. For a given Vn, one
relevant objective is to guarantee that β(Vn,Wm) ≥ γ > 0
with a number of measurementsm ≥ n as small as possible.
We present results in this direction when the measurement
functionals �i belong to a complete dictionary.
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MS120

Opportunities and Unsolved Problems in Quanti-
fying Seemingly Random Behavior in Images of
Shock Waves

Images of shock waves show irreproducible, stochastic and
inhomogeneous behavior that is caused by material dynam-
ics that are just beyond what state-of-the-art experiments
can resolve. While statistical models describing the varia-
tion and uncertainty in these images could inform the un-
derlying physics, much of that analysis is missing. Shock
images typically have an assortment of noise, intensity vari-
ation, low contrast, blur, and other quality issues from
experimental constraints, which cause most conventional
analysis methods to fail. These data-rich images usually
remain un-analyzed because few experimentalists have the
expertise to develop new methods to accommodate these
constraints. As an experimentalist, I will present a va-
riety of different types of image data that will show the
scope of statistical uncertainty shown in images of shock
phenomena. This talk will give an overview of the un-
solved problems in UQ that are currently in high-demand
for the shock physics community. I will touch on possi-
bilities in digital image correlation, image segmentation,
texture analysis, gradient methods, as well as model-based
analysis, and other fields beyond.
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MS120

A Locally Adapting Technique for Quantifying Er-
ror in Boundary Locations using Image Segmenta-
tion

To compute quantities such as pressure and velocity from
laser-induced shock waves propagating through materials,
high-speed images are captured and analyzed. Shock im-
ages typically display high noise and spatially-varying in-
tensities, causing conventional analysis techniques to have
difficulty identi- fying boundaries in the images without
making significant assumptions about the data. We present
a novel machine learning algorithm that efficiently seg-
ments, or partitions, images with high noise and spatially-
varying intensities, and provides error maps that describe
a level of uncertainty in the partition- ing. The user trains
the algorithm by providing locations of known materials
within the image but no assumptions are made on the ge-
ometries in the image. The error maps are used to provide
lower and upper bounds on quan- tities of interest, such as
velocity and pressure, once boundaries have been identified
and propagated through equations of state. This algorithm
will be demonstrated on images of shock waves with noise
and aberrations to quantify properties of the wave as it
progresses. This work was done by National Security Tech-
nologies, LLC, under Contract No. DE- AC52-06NA25946
with the U.S. Department of Energy and supported by the
Site-Directed Research and Development Program.
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MS120

Radially Symmetric Modeling for Large Scale Lin-
ear Inverse Problems in X-ray Imaging

In several applications of X-ray imaging, quantitative es-
timation incorporates an assumption of radial symmetry.
The dimensionality of the quantity of interest is often re-
duced, e.g. a two-dimensional image of a radially symmet-
ric object can be represented with its radial profile, but
assumptions about the object must now be translated ap-
propriately to reflect the geometry of the radial profile.
With the Bayesian viewpoint, this can be implemented by
modeling the prior with radial symmetry. In particular,
this work shows how radial symmetry can be incorporated
into Markov field prior distributions whose precision is a
high dimensional approximation to a differential operator.
We show how these types of priors can be used for esti-
mation problems on actual X-ray radiographic data, such
as estimating the point spread function of the system or
recovering areal density through Abel inversion.
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MS120

Fast Experimental Designs for LARGE Linear Pro-
cesses

Microbial biofilms are virtually everywhere, exploiting
sources of chemical and photo energy wherever they can
be found. A deeper understanding of their function can
profoundly transform the way we understand and interact
with our world. Microbiologists have unprecedented ac-
cess to inexpensive molecular metagenomic, metatranscrip-
tomic and imaging technologies that has revolutionized the
potential to identify and characterize microbial commu-
nity capability and activity. At the same time increasingly
sophisticated microprobe and imaging technology has en-
abled resolution, down to the microscale, of the environ-
ment in which microbial communities function. Commu-
nity scale mathematical models of microbial communities
are also available and capable of describing the interac-
tion between these disparate biological and chemical and
physical data. Our goal is to understand both the for-
ward (omics to environmental) and backward (environment
to omics) processes through efficient experimental designs
that generate laboratory data that optimally inform the
underlying mathematical model.
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MS121

Continuous Level Monte Carlo and Sample-
adaptive Model Hierarchies

In this talk, we present Continuous Level Monte Carlo
(CLMC), a generalisation of Multilevel Monte Carlo
(MLMC) to a continuous framework where the level pa-
rameter is a continuous variable. This provides a natural
framework to use sample-wise adaptive refinement strate-
gies, with a goal-oriented error estimator as our new level
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parameter. We introduce a practical CLMC estimator (and
algorithm) and prove a complexity theorem showing the
same rate of complexity as MLMC. Also, we show that it
is possible to make the CLMC estimator unbiased with re-
spect to the true quantity of interest. Finally, we provide
two numerical experiments which test the CLMC frame-
work alongside a sample-wise adaptive refinement strategy,
showing clear gains over a standard MLMC approach.
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MS121

An Efficient Algorithm for a Class of Stochastic
Wave Propagation Models

We consider a class of frequency domain stochastic wave
propagation models in heterogeneous media, with uncer-
tainty in the output propagation quantities of interest
(QoI) induced by random parameters describing the het-
erogeneity. We compute high-order approximations to
stochastic moments of the QoI using an efficient high-
dimensional parameter sampling technique.
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Efficient Sampling from High-dimensional Distri-
butions using Low-rank Tensor Surrogates

High-dimensional distributions are notoriously difficult
to sample from, particularly in the context of PDE-
constrained Bayesian inverse problems. In this talk, we will
present general purpose samplers based on low-rank tensor
surrogates in the tensor-train (TT) format, a methodology
that has been exploited already for many years for scal-
able, high-dimensional function approximations in quan-
tum chemistry. In the Bayesian context, the TT surrogate
is built in a two stage process. First we build a surro-
gate of the entire PDE solution in the TT format, using
a novel combination of alternating least squares and the
TT cross algorithm. It exploits and preserves the block
diagonal structure of the discretised operator in stochastic
collocation schemes, requiring only independent PDE so-
lutions at a few parameter values, thus allowing the use of
existing high performance PDE solvers. In a second stage,
we approximate the high-dimensional likelihood function
also in TT format. Due to the particular structure of the
TT surrogate, we can build an efficient inverse Rosenblatt
(or cumulative) transform that only requires a sampling
algorithm for one-dimensional conditionals. The overall
computational cost of the sampler grows only linearly with
the dimension. For sufficiently smooth prior distributions
of the input random fields, the ranks required for accu-
rate TT approximations are moderate, leading to signifi-

cant computational gains.
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MS121

A High-performance Software Framework for Mul-
tilevel Uncertainty Quantification

A common technique for solving Bayesian inference prob-
lems is the Markov Chain Monte Carlo (MCMC) algo-
rithm. However, in engineering applications the infer-
ence problem is typically constrained by partial differen-
tial equations (PDEs), requiring the costly numerical so-
lution of a PDE in every single step of the chain. Many
of the samples are subsequently discarded. Clearly, for
large problems this leads to a massive computational ef-
fort. In analogy to multilevel PDE solvers, the Multilevel
Markov Chain Monte Carlo (MLMCMC) method exploits
the structure within the underlying PDE in order to carry
out the inference at a fraction of the computational cost
of classical methods. It restricts most of the sampling ef-
fort to easy-to-compute coarse approximations of the PDE,
while requiring only a small number of realisations at full
accuracy. In this talk we give an algorithmic view of the
MLMCMC approach, as well as describing a new imple-
mentation that leverages both the high-performance PDE
library DUNE (https://www.dune-project.org/) and a new
extension to the MIT Uncertainty Quantification library
MUQ (http://muq.mit.edu/). The former is an efficient
modular library for solving large-scale PDEs in high perfor-
mance computing environments, while the latter provides
an easy-to-use framework to handle the statistical part of
the method, including cutting-edge proposal distributions.
We demonstrate the effectiveness of the new implementa-
tion on a number of applications.
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MS122

Adaptive Tensor Methods for Forward and Inverse
Problems

Abstract not available at time of publication.

Martin Eigel
WIAS Berlin
martin.eigel@wias-berlin.de

MS122

Low-rank Tensors for Stochastic Forward Problems

Abstract not available at time of publication.

Mike Espig
RWTH Aachen University
mike.espig@alopax.de

MS122

Sparse Spectral Bayesian Estimation of Nonlinear
Mechanical Models

In this paper we study the uncertainty quantification in
a functional approximation form of nonlinear mechanical
models parametrised by material uncertainties. Depart-
ing from the classical optimisation point of view, we take a
slightly different path by solving the problem in a Bayesian
manner with the help of new spectral based sparse Kalman
filter algorithms. The identification employs the low-rank
structure of the solution and provides the confidence inter-
vals on the estimated solution.

Bojana Rosic
TU Braunschweig
bojana.rosic@tu-bs.de

Hermann Matthies
Technische Universitaet Braunschweig
h.matthies@tu-bs.de

MS122

Bayesian Estimation for a Tomography Problem

We use Bayesian estimation for a tomography problem
modeled by a partial differential equation, where random-
ness is due to the uncertainty in the quantity of interest.
The Poisson-Boltzmann equation is the main model equa-
tion solved on a bounded and convex domain and appli-
cations include electric-impedance tomography as well as
nanoscale field-effect sensors. The unknown quantity of
interest is the permittivity describing the size, number,
and location of target molecules or inclusions; the goal
is to identify these parameters. We use the Metropolis-
Hastings algorithm in the context of Markov-chain Monte-
Carlo (MCMC) methods to estimate the posterior distri-
bution of the size, number, and location of the inclusions
as the quantity of interest in our model problem. The
MCMC method is computationally expensive and requires
the calculation of the model response for a large number of
samples (at least tens or hundreds of thousands), for each
of which the PDE model must be solved. Thus, an itera-
tive MCMC solver helps to improve efficiency. This means
we estimate the posterior distribution for the parameters
of interest and then using this distribution as the prior

estimation, we estimate another posterior in the next iter-
ation. The trade-off between the number of iterations and
the number of samples used in each iteration is discussed
and results for a realistic problem are shown.

Leila Taghizadeh, Jose A. Morales Escalante, Benjamin
Stadlbauer, Clemens Heitzinger
Vienna University of Technology
leila.taghizadeh@tuwien.ac.at,
jose.morales.escalante@tuwien.ac.at,
benjamin.stadlbauer@tuwien.ac.at,
clemens.heitzinger@tuwien.ac.at

MS123

Calibration and Multi-stage Emulation for Disag-
gregation and Complex Models

Uncertainty quantification methods are often useful for
multi-scale problems. This talk will give an overview of
some of the broad challenges in uncertainty quantification
for multi-scale systems. Some of the broad challenges may
include calibration of a large parameter space, develop-
ment of a multi-stage emulator, handling model discrep-
ancy, experimental design, and computational challenges.
These challenges will be discussed using a couple differ-
ent applications. One is the disaggregation of a complex
target, in this example to determine the chemical composi-
tion using laser induced breakdown spectrography (LIBS)
measurements and output from a complex forward model.
The second application is the calibration of a multi-scale
solvent-based carbon capture model to obtain accurate pre-
dictions of the proportion of carbon captured.

K. Sham Bhat, Kary Myers, James Gattiker
Los Alamos National Laboratory
bhat9999@lanl.gov, kary@lanl.gov, gatt@lanl.gov

MS123

Parameter Estimation for System Submodels with
Limited or Missing Data using a Data-free Infer-
ence Procedure

Predictive simulations of real-world systems often employ
physics-based submodels whose parameters are constrained
by comparison to experimental data. Since raw experimen-
tal data are typically unreported, the form in which sum-
mary statistics of the data in the form of parameters and
their uncertainties is presented is crucial for enabling sta-
tistical analyses, such as uncertainty quantification (UQ)
and uncertainty propagation. In order to explore the joint
parametric uncertainty structure for submodels in cases
where supporting data is limited or missing, we construct
a data inference procedure which employs the available in-
formation as constraints to explore a space of hypothetical
noisy data consistent with these constraints. The algo-
rithm involves nested Bayesian inferences on data and pa-
rameters respectively, employing a maximum entropy ap-
proach with Approximate Bayesian Computation (ABC) to
enforce consistency though a data likelihood function. The
algorithm delivers consistent noisy data sets and associated
joint parameter densities, which can be pooled to arrive at
a consensus density. This approach both facilitates UQ in
the absence of data evidence, and also proposes a frame-
work for data assimilation across separate experiments and
their potentially varying reporting paradigms using a uni-
versal data-centric representation of experimental evidence
and uncertainty.

Tiernan Casey
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MS123

Dynamic Discrepancy: Intrusive Methods for Get-
ting More Science into Industrial Models

Complex physical phenomena often require equally com-
plex models to describe them. Incorporating these high-
order models into large-scale models of industrial systems
is a persistent challenge. This presentation will provide
an introduction to dynamic discrepancy reduced model-
ing, in which relatively simple dynamic models arising from
physical systems are outfitted with Gaussian process (GP)
stochastic functions of the BSS-ANOVA type. Advanta-
geous properties of the BSS-ANOVA GP render such mod-
els particularly suited for Bayesian calibration to data gen-
erated by experiment, by high-fidelity models or both. Se-
lected applications will focus on the chemical engineering
sector, to include carbon capture and catalytic steam ref-
ormation. The potential for machine learning through au-
tomated model building will be discussed.

David S. Mebane
Department of Mechanical and Aerospace Engineering
West Virginia University
david.mebane@mail.wvu.edu

MS124

Model Error Treatment in Data Assimilation for
High-dimensional System - The Environmental
Prediction Case

In this talk, I will first briefly describe the general issue of
model error treatment in data assimilation (DA) for high-
dimensional chaotic dynamics, such as those encountered
in environmental prediction. Emphasis will be given to
ensemble-based DA methods. A novel approach, in which
model error is treated as a deterministic process correlated
in time, will be discussed in the second part. This allows
for the derivation of the evolution equations for the rele-
vant moments of the model error statistics required in DA,
along with an approximation suitable for application to
large numerical models. It will be shown how this deter-
ministic description of the model error can be incorporated
in sequential and variational DA procedures. A numerical
comparison with standard methods is given using low-order
dynamical systems, prototypes of atmospheric circulation,
and a realistic soil model. In the final part of the talk I will
summarize methods for estimating the statistical inputs of
the model error, in relation but not limited to the determin-
istic approach discussed before. A novel procedure based
on combining the ensemble Kalman filter with expectation-
maximization and Newton-Raphson maximum likelihood
methods will be presented.

Alberto Carrassi
TBD
alberto.carrassi@nersc.no

MS124

Impact of Model Fidelity on Bayesian Experimen-

tal Design

Accurate parameter estimation of a physical system is cru-
cial to many engineering applications; this can be achieved
in a stochastic manner through Bayesian inference. How-
ever, the available data might not be sufficient to accu-
rately inform all model parameters. It is therefore desir-
able to design experiments, using a simulation code, that
maximize the amount of information that can be extracted
from the data. Bayesian Experimental Design is a novel
strategy for accomplishing this goal. Reducing the compu-
tational cost, especially to evaluate the associated utility
functions is of critical importance, and has attracted con-
siderable interest in recent years. One area that has not
been explored in depth is the impact of model inadequacy
on the results of the experimental design. To this end, we
test Bayesian Experimental Design on a hierarchy of non-
linear models for some test problems in fluid dynamics. We
investigate the sensitivity of the optimal experimental de-
sign points as a function of model choice, and compare the
resulting posterior parameter distributions.

Ohiremen Dibua
Mechanical Engineering
Stanford University
odibua@stanford.edu

Wouter N. Edeling
Stanford University
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MS124

Scalable Parallel Solution and Uncertainty Quan-
tification Techniques for Variational Inference

Data assimilation (DA) uses physical measurements along
with a physical model to estimate the parameters or state
of a physical system. Solution to DA problems using
the variational approach require multiple evaluations of
the associated cost function and gradient. In this work
we present a scalable algorithm based on augmented La-
grangian approach to solve the 4D-Var. The augmented
Lagrangian framework facilitates parallel evaluation of cost
function and gradients. We show that this methodology
is scalable with increasing problem size by applying it to
the Lorenz-96 model and the Shallow Water model. We
also develop a systematic framework to quantify the im-
pact of observation and model errors on the solution to the
4D-Var. We demonstrate this a-posteriori error estimation
framework on the weather research and forecast (WRF)
model.

Vishwas Rao
Argonne National Laboratory
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MS124

Reducing Model Discrepancies in Turbulent Flow
Simulations with Physics-informed Machine Learn-
ing

Turbulence modeling introduces large model-form uncer-
tainties in the predictions. Recently, data-driven methods
have been proposed as a promising alternative by using
existing database of experiments or high-fidelity simula-
tions. In this talk, we present a physics-informed machine-
learning-assisted turbulence modeling framework. This
framework consists of three components: (1) reconstruct-
ing Reynolds stress modeling discrepancies based on DNS
data via machine learning techniques, (2) assessing the
prediction confidence a priori based on distance metrics
in the mean flow features space, and (3) propagating the
predicted Reynolds stress field to mean velocity field by
using physics-informed stabilization. Several flows with
massive separations are investigated to evaluate the per-
formance of the proposed framework. Significant improve-
ments over the baseline RANS simulation are observed for
the Reynolds stress and the mean velocity fields.
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MS125

Bayesian Inversion of Volcano Monitoring Data us-
ing Physics-based Eruption Models

Monitoring data such as gas emission rates, ground surface
deformation, and rock geochemistry are routinely collected
at many volcanoes. Utilizing these evolving observations to
characterize volcano source parameters (magma reservoir
volume, pressure, composition, etc.) and associated uncer-
tainties is critical for basic science and for hazard monitor-
ing, forecasting, and mitigation, but remains a significant
challenge. Here I discuss the use of physics-based eruption
models in a Bayesian framework to jointly invert diverse
monitoring data in order to resolve probabilistic volcanic
source properties and, in limited cases, forecast future be-
havior. This approach has yielded otherwise difficult-to-
obtain insights into volcanic systems, including magmatic
volatile content and reservoir volume at Mount St. Helens
(Washington), magma supply rate and composition at Ki-
lauea Volcano (Hawaii), and even insight into the mantle
regions which feed eruptions. Ongoing challenges include
physical processes that are often poorly understood and

occur over a wide range of spatial and temporal scales, vol-
cano models that may be computationally expensive and
exhibit multiple solutions for a given set of model param-
eters, and inadequately resolved data uncertainties.

Kyle Anderson
United States Geological Survey
kranderson@usgs.gov

MS125

Practical Heteroskedastic Gaussian Process Re-
gression

We present a unified view of likelihood based Gaussian
progress regression for simulation experiments exhibiting
input-dependent noise. Replication plays an important
role in that context, however previous methods leverag-
ing replicates have either ignored the computational sav-
ings that come from such design, or have short-cut full
likelihood-based inference to remain tractable. Starting
with homoskedastic processes, we show how multiple ap-
plications of a well-known Woodbury identity facilitate in-
ference for all parameters under the likelihood (without ap-
proximation), bypassing the typical full-data sized calcula-
tions. We then borrow a latent-variable idea from machine
learning to address heteroskedasticity, adapting it to work
within the same thrifty inferential framework, thereby si-
multaneously leveraging the computational and statistical
efficiency of designs with replication. The result is an infer-
ential scheme that can be characterized as single objective
function, complete with closed form derivatives, for rapid
library-based optimization. Illustrations are provided, in-
cluding real-world simulation experiments from manufac-
turing and the management of epidemics.
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MS125

An Improved Approach to Imperfect Computer
Model Calibration and Prediction

We consider the problem of calibrating inexact computer
models using experimental data. To compensate for the
misspecification of the computer model, a discrepancy
function is usually included and modeled via a Gaus-
sian stochastic process (GaSP), leading to better results
of prediction. The calibration parameters in the com-
puter model, however, sometimes become unidentifiable
in the GaSP model, and the calibrated computer model
fits the experimental data poorly as a consequence. In
this work, we propose the scaled Gaussian stochastic pro-
cess (S-GaSP), a novel stochastic process for calibration
and prediction. This new approach bridges the gap be-
tween two predominant methods, namely the L2 calibra-
tion and GaSP calibration. A computationally feasible ap-
proach is introduced for this new model under the Bayesian
paradigm. The S-GaSP model not only provides a general
framework for calibration, but also enables the computer
model to predict well regardless of the discrepancy func-
tion. Numerical examples are also provided to illustrate
the connections and differences between this new model



UQ18 Abstracts 141

and other previous approaches.

Mengyang Gu
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MS125

Multi-objective Sequential Design for Hazard Map-
ping

Output from computer simulations of geophysical mass
flows often has a complicated, topography dependent spa-
tial footprint. If we consider the hazard threat at one map
point, emulators can be used to aid in identifying key re-
gions of input space in which to focus sampling for calcu-
lating the probability of the hazard threat and to quan-
tify uncertainties of those calculations. You could imagine
repeating this process for another map point and identi-
fying a very different important region of input space for
that new location. This leads to a challenge if we need
to produce maps quickly and/or have a limited compute
budget. Effectively, if we seek to add additional design
points or batches of design points, there will be multiple
objectives to satisfy corresponding to different regions of
the map. We will present a multi-objective design strategy
and demonstrate it on probabilistic hazard mapping for the
Long Valley volcanic region.

Elaine Spiller
Marquette University
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MS126

Fitting Dynamic Models to Epidemic Outbreaks
with Quantified Uncertainty: Parameter Uncer-
tainty, Identifiability, and Forecasts

Mathematical models provide a quantitative framework
with which scientists can assess hypotheses on the poten-
tial underlying mechanisms that explain patterns in ob-
served data at different spatial and temporal scales, gener-
ate estimates of key kinetic parameters, assess the impact
of interventions, optimize the impact of control strategies,
and generate forecasts. We review and illustrate a simple
data assimilation framework for calibrating mathematical
models based on ordinary differential equation models us-
ing time series data describing the temporal progression
of case counts relating, for instance, to population growth
or infectious disease transmission dynamics. In contrast
to Bayesian estimation approaches that always raise the
question of how to set priors for the parameters, this fre-
quentist approach relies on modeling the error structure in
the data. We discuss issues related to parameter identifi-
ability, uncertainty quantification and propagation as well
as model performance and forecasts along examples based
on phenomenological and mechanistic models parameter-
ized using simulated and real datasets.

Gerardo Chowell
School of Public Health
Georgia State University
gchowell@gsu.edu

MS126

Implications of Uncertainty in Parameter Estima-
tion for a Biomthematical Based Response Metric

for Glioblastoma

Glioblastomas, a type of lethal primary tumor, are known
for their heterogeneity and invasiveness. Over the last
decade, a growing literature has been developed demon-
strating the clinical relevance of a biomathematical model,
the Proliferation-Invasion (PI) model, of glioblastoma
growth in giving patient-specific insight into the individual
tumor kinetics. Of specific interest to this work, is the de-
velopment of a treatment response metric, the Days Gained
(DG) metric, based on individual tumor kinetics estimated
through the PI model using segmented volumes of hyper-
intense regions on T1-weighted enhanced with gadolinium
and T2-weighted magnetic resonance images from two time
points. This metric was shown to be more prognostic of
outcome than standard imaging response metrics for a cut-
off of DG=91. The original papers considered a cohort of
63 patients, but did not account for the various types of
uncertainty in the calculation of the DG metric leaving the
robustness of this cutoff and metric in question. In this
work, we harness the Bayesian framework to consider two
sources of uncertainty coming from image acquisition and
the interobserver error in image segmentation. Our results
show that while the uncertainty can result in relatively
large confidence intervals for the DG metric in individual
patients, the previously suggested cutoff of 91 days remains
robust. This supports the use of the single value of DG as
a clinical tool.
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MS126

Data Assimilation and Parameter Identification in
a Dynamical Model of Cancer Treatment

This talk provides an overview of some of the issues that
arise when trying to validate a biomathematical model
from data. I will describe some ordinary differential equa-
tion models of prostate cancer growth and its treatment
by hormone (androgen deprivation) therapy. Although
such therapy usually is quite effective initially, the tumor
inevitably evolves resistance. The underlying biological
mechanisms of treatment resistance are complex, and re-
searchers have proposed various simplifications in attempts
to derive tractable mathematical models of treatment re-
sponse. One objective of such modeling efforts is to deter-
mine, based on time series data of tumor markers such as
serum concentrations of prostate-specific antigen, whether
the tumor has evolved resistance (or soon will do so). At-
tempts to answer this question involve matters of model
and measurement error and the identifiability of key model
parameters.
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MS126

Sub-exponential Growth for Modeling Plague: A
Case Study of the 1904 Bombay Plague

Abstract not available at time of publication.
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MS127

Applying Quasi-Monte Carlo to an Elliptic Eigen-
value Problem with Stochastic Coefficients

In this talk we study an elliptic eigenvalue problem, with a
random coefficient that can be parametrised by infinitely-
many stochastic parameters. The physical motivation is
the criticality problem for a nuclear reactor: in steady state
the fission reaction can be modelled by an elliptic eigen-
value problem, and the smallest eigenvalue provides a mea-
sure of how close the reaction is to equilibrium – in terms
of production/absorption of neutrons. The coefficients are
allowed to be random to model the uncertainty of the com-
position of materials inside the reactor, e.g., the control
rods, reactor structure, fuel rods etc. The randomness in
the coefficient also results in randomness in the eigenvalues
and corresponding eigenfunctions. As such, our quantity of
interest is the expected value, with respect to the stochastic
parameters, of the smallest eigenvalue, which we formulate
as an integral over the infinite-dimensional parameter do-
main. Our approximation involves three steps: truncating
the stochastic dimension, discretising the spatial domain
using finite elements and approximating the now finite but
still high-dimensional integral. To approximate the high-
dimensional integral we use quasi-Monte Carlo methods.
We show that the minimal eigenvalue belongs to the spaces
required for QMC theory, outline the approximation algo-
rithm and provide numerical results.
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MS127

Recursive Numerical Integration for Lattice Sys-
tems with Low-order Couplings

We will discuss recursive numerical integration as an effi-
cient method to compute discretized path integrals in sys-
tems with low-order couplings. Low-order couplings arise
in many physical systems as a consequence of locality ex-
hibited by the underlying physical model. As such, dis-
cretizing space-time in a physical theory with locality im-
plies that any given point of that discretized space-time
can only be directly influenced by its nearest neighbors and
we will show that recursive numerical integration excels in
these situations leading to exponential error scaling.

Tobias Hartung
King’s College London, UK
tobias.hartung@desy.de

MS127

New Efficient High Dimensional Integration Rules
for Quantum Field Theoretical Models

We present an investigation of a fully symmetric integra-
tion over compact groups in the case of a 0+1 dimensional
system and the discretised quantum mechanical model, the
topological rotor. While in the case of the 0+1 dimen-
sional model the method works perfect up to arbitrary
machine precision, for the quantum mechanical system we
were not able to find an improvement over conventional
Markov chain Monte Carlo methods. We will give an ex-
planation for this finding and suggest revenues to overcome
this failure.

Karl Jansen
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MS127

Quasi-Monte Carlo Sampling for the Schrödinger
Equation

We approximate the solution of the time-dependent
Schrödinger equation with a two step procedure. We sam-
ple the physical domain using a rank-1 lattice rule and
apply Strang splitting for time-stepping. We derive the-
oretical results which show advantages and advances over
previous methods which are also demonstrated by numeri-
cal results. This is joint work with Yuya Suzuki and Gowri
Suryanarayana.
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MS128

UQTk - A Flexible Python/C++ Toolkit for Un-
certainty Quantification

The UQ Toolkit (UQTk) is a collection of libraries, tools
and apps for the quantification of uncertainty in numer-
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ical model predictions. UQTk offers intrusive and non-
intrusive methods for forward uncertainty propagation,
tools for sensitivity analysis, sparse surrogate construction,
and Bayesian inference. The core libraries are implemented
in C++ but a Python interface is available for easy proto-
typing and incorporation in UQ workflows. We will present
the core UQTk design philosophy and illustrate key capa-
bilities.
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MS128

Chaospy: A Pythonic Approach to Polynomial
Chaos Expansion

Polynomial chaos expansion is a popular method for ex-
tracting statistical metrics from solutions of forward prob-
lems with well characterized variability in the model pa-
rameters. Chaospy is a Python toolbox specifically devel-
oped to implement polynomial chaos expansions using the
high modularity and expressiveness of Python. The tool-
box allows for implementation of an expansion using only
a handful lines of code. More over, Chaospy is a devel-
opment foundry that allows for easy experimentation with
custom features beyond the scope of standard implemen-
tation. To demonstrate the capabilities of the Chaospy
toolbox, this talk will demonstrate how polynomial chaos
expansions can be applied on an intrusive Galerkin prob-
lem. Intrusive problem formulation often requires the re-
formulation and solving of a set of governing equations, and
does not conform well to standardized tools. As such, the
number of available tools to solve these type of problems
are limited.
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MS128

Prediction and Reduction of Runtime in UQ Sim-
ulations on HPC Systems using Chaospy

For non-intrusive UQ simulations many black box model
evaluations have to be performed. If the runtime of a model
is sensitive to the uncertain input parameters, the runtime
may vary significantly for each model run. In this talk, we
present a novel idea by building a surrogate of the runtime
of a model. With this surrogate we can predict and reduce
the total runtime of UQ simulations on HPC systems. We
examined this with Chaospy.
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MS128

A Standard for Algorithms of Numerical Experi-
ments: Proposal, Implementation and Feedback

The GdRMASCOT-NUM holds exchanges between practi-
tioners and designers of many numerical experiments field:
sensitivity analysis, optimisation, inversion, ... As many
software platforms are now available for industrial usage,
it will become efficient to side this growing usage with
some standardisation. Indeed, our critical point stands in
the transfer of scientific developments to industrial appli-
cations, so the greatest improvement should be awaited
from a leaner transfer process. We propose such a prelim-
inary standard for development of numerical experiments
(for many common languages), carrying about minmal con-
straints for implementations, considering that this task is
still often considered as optional and costly by designers of
such algorithms. We then demonstrate immediate benefits
on some basic examples: automated testing, benchmarking
and smooth platform integration. We will focus on some
support online tools that also widely improve end users
advertising and feedback.

Yann Richet
Institut de Radioprotection et de Sreté Nucléaire
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PP1

Modeling Nonstationary Response Surfaces with
Bayesian Warped Gaussian Processes

A common challenge in constructing a surrogate model for
uncertainty propagation is that the response exhibits non-
stationary behavior. A popular method for overcoming this
is to decompose the surrogate into many local models via
adaptive refinement. However, such models quickly run
into difficulties when either the dimensionality of the input
space is high or when the nature of the nonstationarity
is complicated. In such cases, a nonlocal, nonparametric
method seems appropriate. We show how the framework
of the Bayesian warped Gaussian process [Lázaro-Gredilla,
NIPS 12] can be specially applied to problems in UQ to
overcome this issue. In the first GP layer, the stochas-
tic variables parameterizing the uncertain inputs to the
simulator are propagated into an intermediate, warped la-
tent space. From here, one appends the spatiotemporal
input data from the simulator run data to learn a mapping
to the corresponding simulator outputs. Joint training of
the two layers ensures that the transformed latent space is
amenable to the stationary assumption of the second GP
layer, and the nonparametric nature of the layers makes
the warping layer effective with complicated nonstationar-
ities. Furthermore, we exploit separability properties in
the latent layer yielding a sparse GP model with efficient
Kronecker product decompositions, allowing for GP mod-
eling of millions of data. The approach is demonstrated on
dynamical ODEs and nonlinear elliptic PDEs with nonsta-
tionary features.

Steven Atkinson, Nicholas Zabaras
University of Notre Dame
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PP1

Bayesian Optimization with Variables Selection

Bayesian optimization techniques have been successfully
applied in various fields of engineering. Generally, they are
used in the case of a moderate number of variables. There-
fore, there is a great interest in Bayesian optimization al-
gorithms suitable for high-dimensional problems. Here, we
consider the high-dimensional case with a moderate num-
ber of influential variables. The basic idea consists in fil-
tering the minor variables in order to enhance the opti-
mization. To do so, new criteria are introduced within
the Gaussian Process regression model and a specific set
of stationary kernels. The proposed algorithm combines
optimization and variables selection. The points are gen-
erated in order to accelerate the optimization and refine
the variables selection. The parameters splitting is chal-
lenged sequentially thanks to a new criterion called doubt.
The algorithm is tested and compared to other methods
such as the classical EGO. The results show the efficiency
of the algorithm for high dimensional problems when the
intrinsic dimensionality is moderate.
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PP1

Bayesian Inference and Statistical Modeling with
TransportMaps

TransportMaps is a Python module for the solution of
Bayesian inference problems through measure transport
and variational methods. The core methodology con-
sists in the creation of a mapping, of adjustable complex-
ity, between a tractable distribution and the intractable
distribution of interest. This map can be used directly
for the generation of quadrature rules and/or indepen-
dent samples with respect to the intractable distribu-
tion. Alternatively, the map can be used to precondi-
tion other Bayesian inference methods, such as Markov
chain Monte Carlo. The software provides a number
of algorithms built on top of this framework: adap-
tive construction of transport maps [Bigoni D., et al.,
On the computation of monotone transports], sequen-
tial inference using low-dimensional couplings [Spantini,
A., et al. (2017), Inference via low-dimensional cou-
plings. http://arxiv.org/abs/1703.06131], sparsity identifi-
cation of non-Gaussian graphical models [Morrison, R., et

al. (2017), Beyond normality: Learning sparse probabilistic
graphical models in the non-Gaussian setting, NIPS 2017],
approximate nonlinear filtering [Spantini, A., (2017), in
PhD thesis: On the low dimensional structure of Bayesian
inference]. Additionally the software provides a flexible
modeling language for statistical problems, allowing for its
integration with existing software. Software and documen-
tation: http://transportmaps.mit.edu
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PP1

Simulation-based Machine Learning: An Applica-
tion to Structural Health Monitoring

The continuous development of computational models and
experimental engineering has led to the development of
data assimilation methodologies. Among the applications
of data assimilation we focus on structural health moni-
toring, which refers to damage detection strategies applied
to aerospace, civil or mechanical engineering. By using
a data-based approach we perform risk-based decisions in
real time. This approach builds a mathematical model for
a digital twin, which is an approximation of the real struc-
ture of interest, to create a dataset of all possible healthy
states. This synthetic dataset, composed of selected fea-
tures, is then used to train a classifier, which can assess
the state of damage of the structure based on experimen-
tal measurements. We explore different machine learning
algorithms with a particular focus on a One Class Support
Vector Machine to detect anomalies and the Artificial Neu-
ral Networks to predict real-valued quantities of interest.
The parametric mathematical model is perturbed to in-
clude natural variations of some physical and geometrical
parameters. The latter are obtained via a pre-computed
parameter estimation using a Bayesian approach. Because
of the large parameter space a model order reduction strat-
egy is exploited to reduce the computational burden. We
apply this strategy to the two-dimensional acoustic-elastic
wave equation and show the effectiveness of the method
for detecting cracks and monitor the damage state of the
system.

Caterina Bigoni, Jan S. Hesthaven
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PP1

Efficient Uncertainty Propagation of Physics-based
Nondestructive Measurement Simulations using
Sparse Sampling and Stochastic Expansions

The practice of determining the probability of defect detec-
tion for a nondestructive testing (NDT) inspection through
use of computational measurement simulation is recog-
nized for its potential cost savings and improved accu-
racy. However, measurement simulation covering the full
range of possible random input parameters most often rep-
resents a prohibitively large computational task, particu-
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larly when using time-consuming physics-based numerical
simulations. This work presents the application of efficient
uncertainty propagation of physics-based NDT simulations
using sparse sampling and stochastic expansions. In par-
ticular, polynomial chaos expansions (PCE) are used to
construct fast surrogate models of the computational sim-
ulations and perform the uncertainty propagation. More
specifically, three types of PCE models are used, namely,
quadrature, ordinary least squares, and least-angle regres-
sion sparse. The approach is demonstrated on model-
assisted probability of detection of a spherical void defect
in a quartz block using ultrasonic testing simulation with
a focused transducer and three uncertain input parame-
ters. The results are compared with direct Monte Carlo
sampling (MCS), as well as with MCS and deterministic
Kriging surrogate models. For this case, the PCE methods
show around three orders of magnitude faster convergence
on the statistical moments over direct MCS, and needing
hundreds of fewer samples than Kriging to reach the same
level of modeling accuracy.
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PP1

Sparse Pseudo-spectral Projections in Linear Gy-
rokinetics

The simulation of micro-turbulence in plasma fusion is
paramount for understanding the confinement properties
of fusion plasmas with magnetic fields. It is driven by the
free energy provided by the unavoidably steep plasma tem-
perature and density gradients. Unfortunately, the mea-
surement of the latter - as well as further decisive physics
parameters affecting the underlying micro-instabilities -
are subject to uncertainties which requires an uncertainty
quantification framework. Here, we employ the estab-
lished plasma micro-turbulence simulation code GENE
(genecode.org) and restrict ourselves to the linear gyroki-
netic eigenvalue problems in 5D phase space, taking into
account electrons and deuterium ions. Even without the
nonlinear terms, the computational requirements are enor-
mous and given the large number of uncertain parameters,
quantifying uncertainty remains challenging. To overcome
these issues, we employ adaptive pseudo-spectral projec-
tions constructed on Leja sequences. We test the approach
in two test cases, a modified benchmark case, in which
we consider two or seven stochastic inputs, and a real
world scenario having 11 stochastic inputs. Our results
show that sparse pseudo-spectral projections are suitable
for overcoming the challenges of quantifying uncertainty
in linear gyrokinetics. Furthermore, the total Sobol in-
dices for global sensitivity analysis show that out of all
stochastic inputs, the two temperature gradients are the
most relevant.
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Comparing Two Dimension Reduction Techniques

When working with high dimension models, it is often use-
ful to create a surrogate model of lower dimension. With
a surrogate model in hand, we may be able to compute
Quantities of Interest more efficiently. Two dimension re-
duction techniques – Principal Component Analysis (PCA)
and Active Subspace analysis – will each be used to create
a surrogate model which approximates the action of a high-
dimension, algebraic model. At their core, PCA and Active
Subspace analysis can be roughly described as eigenvalue
analysis of a covariance matrix. The example presented
is intended highlight the subtle differences, along with the
pro’s and con’s of each approach.
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PP1

Künzel Model and Non-Intrusive Inverse Problem

In specific fields of research such as preservation of his-
torical structures, medical imaging, material science, geo-
physics and others, it is of particular interest to perform
only a non-intrusive boundary measurement. The main
idea is to obtain comprehensive information of material
properties inside the domain under consideration while
maintaining the test sample intact. The forward model
is represented by Künzel model with a finite element dis-
cretization and parameters are subsequently recovered us-
ing a modified Calderón problem principle, numerically
solved by a regularized Gauss-Newton method. We provide
a basic framework, implementation details and modifica-
tion of general constrains originally derived for a standard
setup of Calderón problem. The proposed model setup is
numerically verified for various domains, load conditions
and material field distributions.

Jan Havelka, Jan Sykora, Anna Kucerova
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Optimal Kernel-based Dynamic Mode Decomposi-
tion

This work focuses on the reduced modeling of a dynami-
cal system based on a finite approximation of the Koop-
man operator. The reduced-model is obtained by deter-
mining the so-called extended dynamic mode decomposi-
tion (EDMD). This decomposition characterises the eigen-
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structure of the solution of a least square problem subject
to low-rank constraints. Because of the too large dimension
of the state space, algorithms solving this problem need to
rely on kernel-based methods. However, the state-of-the-
art kernel-based algorithm known as K-DMD provides a
sub-optimal solution to this problem, in the sense it re-
lies on abusive approximations and on many restrictive
assumptions. The purpose of this work is to propose an
optimal kernel-based algorithm able to solve exactly this
low-rank approximation problem in a general setting.
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PP1

Heterogeneous Material Model Calibration using
Stochastic Inversion

In order to calibrate a heterogeneous material model from
noisy experimental data the corresponding uncertainties
have to be taken into account in a proper way. The un-
derlying step is to distinguish aleatory from epistemic un-
certainties and treat these two types of uncertainties sepa-
rately. The goal of the identification process is to quantify
the aleatory uncertainties expressing the inherent random-
ness of heterogeneous material properties while the epis-
temic uncertainties are reduced with any new measure-
ment. From this perspective, the calibration of a heteroge-
neous material model is a stochastic inverse problem which
can be solved with the help of the Bayesian inference.

Eliska Janouchova, Anna Kucerova
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PP1

Bootstrap Stochastic Approximation Monte Carlo
Algorithms

Markov chain Monte Carlo (MCMC) simulation methods
have been widely used as a standard tool in Bayesian
statistics in order to facilitate inference. Nowadays, many
real world applications involve large data-sets with com-
plex structures and require complex statistical models
to account for these structures. We develop the boot-
strap stochastic approximation Monte Carlo algorithm
that makes the analysis of big-datasets feasible by avoid-
ing repeated scans of the whole data-sets and mitigates
the local trapping problems that MCMC algorithms of-
ten encounter. Hence our algorithm is suitable to address
problems with both large data-sets and complex statistical
models. The performance of the algorithm will be assessed
in a simulation study. The algorithm will me implemented
to train a surrogate model in a real word problem with
Big-data.
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PP1

Slow Scale Split Step Tau Leap Method for Stiff

Stochastic Chemical Systems

Tau-leaping is a family of algorithms for the approximate
simulation of discrete state continuous time Markov chains.
The motivation for the development of such methods can
be found, for instance, in the fields of chemical kinetics
and systems biology. It is well known that the dynamical
behavior of biochemical systems is often intrinsically stiff
representing a serious challenge for their numerical approx-
imation. The naive extension of stiff deterministic solvers
to stochastic integration usually yields numerical solutions
with either impractically large relaxation times or incor-
rectly resolved covariance. We propose a novel splitting
heuristic which allows to resolve these issues. The proposed
numerical integrator takes advantage of the special struc-
ture of the linear systems with explicitly available equa-
tions for the mean and the covariance which we use to
calibrate the parameters of the scheme. It is shown that
the method is able to reproduce the exact mean and vari-
ance of the linear scalar test equation and has very good
accuracy for the arbitrarily stiff systems at least in linear
case. The numerical examples for both linear and nonlinear
systems are also provided and the obtained results confirm
the efficiency of the considered splitting approach.

Abdul Khaliq
Middle Tennessee State University
abdul.khaliq@mtsu.edu

Viktor Reshniak
Oak Ridge National Lab
reshniakv@ornl.gov

David A. Voss
Western Illinois University
d-voss1@wiu.edu

PP1

Robust Experiment Design for Nonlinear Model
Calibration using Polynomial Chaos

Traditional approach to design of experiment for calibra-
tion of nonlinear material model uses a linearisation and
requires some expert prior guess about the values of iden-
tified material properties. Robust variant can be then for-
mulated as a worst case approach, where the linearised
criterion is evaluated in a set of feasible values of identi-
fied parameters and the maximal value is minimised. In
the proposed contribution, the linearisation is replaced by
considering nonlinear approximation of the material model
using a higher order polynomial chaos expansion. The opti-
mality criterion is then integrated over the feasible domain
of material parameters instead of considering a set of their
discrete values.
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Locally Stationary Spatio-Temporal Interpolation
of Argo Profiling Float Data

Argo floats measure sea water temperature and salinity in
the upper 2,000 m of the global ocean. The statistical
analysis of the resulting spatio-temporal dataset is chal-
lenging due to its non-stationary structure and large size.
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We propose mapping these data using locally stationary
Gaussian process regression where covariance parameter
estimation and spatio-temporal prediction are carried out
in a moving-window fashion. This yields computationally
tractable non-stationary anomaly fields without the need
to explicitly model the non-stationary covariance structure.
We also investigate Student-t distributed microscale vari-
ation as a means to account for non-Gaussian heavy tails
in Argo data. We use cross-validation to study the point
prediction and uncertainty quantification performance of
the proposed approach. We demonstrate clear improve-
ments in the point predictions and show that accounting
for the non-stationarity and non-Gaussianity is crucial for
obtaining well-calibrated uncertainties. The approach also
provides data-driven local estimates of the spatial and tem-
poral dependence scales which are of scientific interest in
their own right.
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PP1

Solving Stochastic Inverse Problems with Consis-
tent Bayesian Inference

We study a data-oriented (aka consistent) Bayesian ap-
proach for inverse problem. Our focus is to investigate the
relationship between the data-oriented Bayesian formula-
tion and the standard one for linear inverse problems. We
show that 1) from a deterministic point of view, the MAP
of the data-oriented Bayesian method is similar to the trun-
cated SVD approach (regularization by truncation), and 2)
from the statistical point of view, no matter what prior is
used, the method only allows the prior to act on the data
uninformed parameter subspace, while leaving the data-
informed untouched. Both theoretical and numerical re-
sults will be presented to support our approach.
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PP1

Multilevel Adaptive2 Sparse Grid Stochastic Col-
location

Randomness in Uncertainty Quantification problems can
often be modeled by using a truncated Karhuenen-Loeve
(KL) expansion. This applies for partial differential equa-
tions with random coefficients as well as for random or-
dinary differential equations, which involve random pro-
cesses. Since the number of terms in the KL expansion di-
rectly translates into the number of stochastic dimensions
we, however, quickly run into the curse of dimensional-
ity. The most commonly used approach is Monte Carlo,
which in general, however, converge slowly. Since the KL
modes decrease exponentially, we instead apply adaptive
sparse grid surrogates to leverage anisotropy in the solu-
tion. To add an additional adaptive layer, we drew in-
spiration from the multilevel collocation approach which
directly relates to the combination technique. Thus, we
define two grid layers: on the lower layer, we employ a
dimension-adaptive sparse grid to interpolate the output
for a given tolerance. On the upper layer, we construct an

abstract three-dimensional sparse grid having as dimen-
sions the aforementioned lower layer tolerance, the num-
ber of KL terms, and the time step size; finally the so-
lutions are combined using the combination technique on
the upper level. This deterministic approach offers solu-
tions with the same accuracy as a single high resolution
adaptive sparse grid, however with much lower computa-
tional cost by leveraging the nestedness and anisotropy of
the underlying problem.
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Efficient Iterative Methods for Discrete Stokes
Equations with Random Viscosity

We study the stochastic Galerkin finite element (SGFE)
discretization of Stokes flow with random viscosity and the
resulting discrete saddle point problem. In order to deal
with the large coupled system of equations efficiently, fast
solution methods are essential. In our work, we investi-
gate the performance of different iterative solvers. As the
discrete SGFE problem can be arranged in a way that the
system of equations is structurally equivalent to the purely
spatial one, we rely on iterative solvers designed for dis-
crete Stokes equations with deterministic data. For the
preconditioners, we prescribe a Kronecker product struc-
ture and use existing approaches from the finite element
and stochastic Galerkin literature as building blocks. We
derive analytical bounds for the eigenvalues of the precon-
ditioned system matrices and use them to predict the con-
vergence behavior of the iterative solvers. By the help of
a numerical test case, we verify the theoretical predictions
for a block diagonal preconditioned MINRES method and
a block triangular preconditioned Bramble-Pasciak conju-
gate gradient method. We eventually compare the solvers
based on two criteria: the computational complexity of the
underlying algorithms and the convergence behavior of the
methods with respect to different problem parameters.
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Optimal Experimental Design of Time Series Data
in a Consistent Bayesian Framework

To quantify uncertainties of inputs to models of dynami-
cal systems, a fixed spatial configuration of sensors is often
designed and deployed to collect time-series data for solv-
ing stochastic inverse problems. A general goal is to con-
figure the sensors so that they provide useful information
for the stochastic inverse problem over the full duration of
the experiment and provide us with minimally redundant
data. We use a recently developed Consistent Bayesian
framework for formulating and solving stochastic inverse
problems to investigate several design criteria and objec-
tives for deploying sensors. We draw comparisons to other
approaches and results based on more classical statistical
Bayesian formulations.
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Quantifying Spatio-temporal Boundary Condition
Uncertainty for the Deglaciation

Ice sheet models are currently unable to reproduce the re-
treat of the North American ice sheet through the last
deglaciation, due to the large uncertainty in the bound-
ary conditions. To successfully calibrate such a model, it
is important to vary both the input parameters and the
boundary conditions. These boundary conditions are de-
rived from global climate model simulations, and hence the
biases from the output of these models are carried through
to the ice sheet output, restricting the range of ice sheet
output that is possible. Due to the expense of running
global climate models for the required 21,000 years, there
are only a small number of such runs available; hence it
is difficult to quantify the boundary condition uncertainty.
We develop a methodology for generating a range of plausi-
ble boundary conditions, using a low-dimensional basis rep-
resentation for the spatio-temporal input required. We de-
rive this basis by combining key patterns, extracted from a
small climate model ensemble of runs through the deglacia-
tion, with sparse spatio-temporal observations. Varying
the coefficients for the chosen basis vectors and ice sheet
parameters simultaneously, we run ensembles of the ice
sheet model. By emulating the ice sheet output, we his-
tory match iteratively and rule out combinations of the ice
sheet parameters and boundary condition coefficients that
lead to implausible deglaciations, reducing the uncertainty
due to the boundary conditions.
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Multiscale Interfaces for Large-scale Optimization

In this poster we describe MILO (Multiscale Interfaces for

Large-scale Optimization), a software package built from
components of the Trilinos project that aims to provide
a lightweight PDE-constrained optimization solver with a
multiscale modeling capability. The use of template-based
metaprogramming automatic differentiation allows a user
to specify a variety of forward models through a syntax
that closely resembles pencil-and-paper variational formu-
lations and automates adjoint computations. State of the
art optimization under uncertainty algorithms are available
through an interface to the Rapid Optimization Library.
Finally, the software contains an implementation of a gen-
eralized mortar method for flexible modeling, optimization,
and uncertainty quantification of multiscale physical phe-
nomena.
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A Study of Elliptic PDEs with Jump Diffusion Co-
efficients

As a simplified model for subsurface flows elliptic equations
may be utilized. Insufficient measurements or uncertainty
in those are commonly modeled by a random coefficient,
which then accounts for the uncertain permeability of a
given medium. As an extension of this methodology to
flows in heterogeneous\fractured\porous media, we incor-
porate jumps in the diffusion coefficient. These disconti-
nuities then represent transitions in the media. More pre-
cisely, we consider a second order elliptic problem where
the random coefficient is given by the sum of a (contin-
uous) Gaussian random field and a (discontinuous) jump
part. To estimate moments of the solution to the result-
ing random partial differential equation, we use a pathwise
numerical approximation combined with multilevel Monte
Carlo sampling. In order to account for the discontinuities
and improve the convergence of the pathwise approxima-
tion, the spatial domain is decomposed with respect to the
jump positions in each sample, leading to pathdependent
grids. Hence, it is not possible to create a nested sequence
of grids which is suitable for each sample path a-priori.
We address this issue by an adaptive multilevel algorithm,
where the discretization on each level is sample-dependent
and fulfills given refinement conditions. This is joint work
with Andrea Barth (SimTech, University of Stuttgart)
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Image-based Covariance Functions for Characteri-
sation of Material Heterogeneity

The principal challenge in implementation of random fields
arises from the need for determination of their correla-
tion/characteristic lengths in the simplest case or more gen-
erally their covariance functions. The present contribution
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is devoted to the construction of random fields based on
image analysis utilising statistical descriptors, which were
developed to describe the different morphology of random
material.
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Numerical Algorithms for Solving the Weighted
Poisson Equation with Application to Particle Flow
Algorithms

The poster is concerned with numerical algorithms for solv-
ing the Poisson equation. The Poisson equation is a partial
differential equation that involves a probability weighted
Laplacian. The problem is to approximate the solution
to the Poisson equation using only particles sampled from
the probability distribution. The solution of the Poisson
equation plays a central role in particle flow algorithms for
solving the nonlinear filtering problem. The particle flow
algorithms are exact, i.e they exactly represent the poste-
rior distribution, if the Poisson equation is solved exactly.
Two algorithms for solving the Poisson equation are pre-
sented: a Galerkin algorithm and a kernel-based algorithm.
The Galerkin algorithm is based on the projection of the
solution to the span of preselected basis functions. The
kernel-based algorithm is based on expressing the Poisson
equation as a fixed point problem involving the semigroup
associated with the weighted Laplacian. The poster con-
tains error analysis of both algorithms. The significant
result is that the error of the kernel-based algorithm con-
verges to zero in the asymptotic limit as the number of
particles goes to infinity. The result also includes conver-
gence rate. This result is important since it is the first
step for error analysis of the particle flow algorithms in the
nonlinear setting.
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Stochastic Galerkin Reduced Basis Methods for
Parametrized Elliptic PDEs

We propose stochastic Galerkin reduced basis (RB) meth-
ods to estimate statistics of linear outputs in the context
of parametrized elliptic PDEs with random data. For a
given value of a deterministic parameter vector, a stochas-
tic Galerkin finite element method can estimate output
statistics at essentially the cost of a single solution of a very
large linear algebraic system of equations. To lower the
time and memory requirements, we derive a Galerkin RB
method by projecting the parametrized spatial-stochastic
weak form of the problem onto a POD subspace. As a
consequence, the complexity of the reduced problem be-
comes essentially independent of the number of stochas-
tic Galerkin finite element degrees of freedom. Statistical
moments of the reduced solution can be computed by ex-
act integration. Consequently, they are only subject to
an RB approximation error but not subject to quadrature
errors like in Monte Carlo sampling or stochastic colloca-
tion. Moreover, standard RB theory provides computable
a posteriori error bounds for the RB approximation er-
ror of parameter-dependent output statistics. We present

numerical tests for a diffusion reaction problem, where
the reaction coefficient acts as a deterministic parameter
and a Karhunen-Loeve decomposed random diffusion field
acts as a random input. Compared to a Monte Carlo RB
method, statistical estimation with our method is signifi-
cantly faster, because it requires only a single solution of a
reduced system of comparable size.
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Adaptive Gaussian Process Approximation for
Bayesian Inference with Expensive Likelihood
Functions

We consider Bayesian inference problems with computa-
tionally intensive likelihood functions. We propose a Gaus-
sian process (GP) based method to approximate the joint
distribution of the unknown parameters and the data, built
upon a recent work. In particular, we write the joint den-
sity approximately as a product of an approximate poste-
rior density and an exponentiated GPsurrogate. We then
provide an adaptive algorithm to construct such an ap-
proximation,w here an active learning method is used to
choose the design points. With numerical examples, we
illustrate that the proposed method has competitive per-
formance against existing approaches for Bayesian compu-
tation.
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A Comparative Study of the Intrusive and Non-
intrusive Polynomial Chaos Methods for Uncer-
tainty Quantification of the Rossler Chaotic Dy-
namical System

The simulations of dynamical system models contain sig-
nificant uncertainty, which usually arises from errors initial
conditions and model parameters. Uncertainty quantifica-
tion, thus, is of critical importance in improving system
simulations. This work aims to intercompare the effective-
ness and efficiency of intrusive and non-intrusive polyno-
mial chaos methods for uncertainty quantification of the
non-deterministic simulations of the Rossler chaotic dy-
namical system. The simulation results are verified and
confirmed by comparing the results obtained using the
Monte Carlo method. The results show that both of
the polynomial chaos methods can effectively simulate the
propagation of uncertainties in chaotic dynamical system
and are more effective and efficient than the Monte Carlo
method. Through the comparative study, the strengths
and weaknesses of intrusive and non-intrusive polynomial
chaos methods for uncertainty quantification are discussed.
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A Model-independent Iterative Ensemble
Smoother for High-dimensional Inversion and
Uncertainty Estimation

We have implemented an iterative Gauss-Levenburg-
Marquardt (GLM) form of the ensemble smoother that
functions in a model-independent way by programmatically
interacting with any forward model. Using the ensemble
approximation to the tangent linear operator (Jacobian)
allows the GLM algorithm to be applied to extremely high
dimensions with manageable computation burden, pro-
vides some enhanced non-linear solution capabilities, and
also yields uncertainty estimates. The implementation in-
cludes the capability for testing multiple lambda values and
TCP/IP parallelization. Furthermore, a subset of the en-
tire ensemble can be used to test the lambda values, reduc-
ing the number of model evaluations required. An example
application from groundwater hydrology is presented. The
results of the iterative ensemble smoother are compared to
deterministic inversion and to Monte Carlo results.
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PP1

Physics-informed Machine Learning for Data-
driven Turbulence Modeling

Reynolds-averaged Navier-Stokes (RANS) models are still
workhorse tool in engineering applications that involve tur-
bulent flows. It is well known that the RANS models
introduce large model-form uncertainties into the predic-
tion. Recently, data-driven methods have been proposed
as a promising alternative by using existing database of
experiments or high-fidelity simulations. In this poster, we
present a physics-informed machine-learning-assisted tur-
bulence modeling framework. This framework consists of
three components: (1) construct a functional mapping be-
tween physics-informed inputs and Reynolds stress based
on DNS data via machine learning techniques, (2) assess-
ing the prediction confidence a priori by evaluating the
distance between different flows in the mean flow features
space, and (3) propagating the predicted Reynolds stress
field to mean velocity field by using physics-informed sta-
bilization. We evaluate the performance of proposed by
using several flows with massive separations. Significant
improvements over the baseline RANS simulation are ob-
served for both the Reynolds stress and the mean velocity
fields. In addition, the prediction performance based on
different training flows can be assessed a priori by using
the proposed distance metrics.
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PP1

Calibration Optimal Designs for Computer Exper-
iments

History matching with Gaussian process emulators is a
well-known methodology for the calibration of computer
models based on partial observations (Craig et al., 1996).
History matching is a method that attempts to identify
the parts of input parameter space that are likely to re-
sult in mismatches between simulator outputs and obser-
vations. A measure called implausibility is used to rule
out parameter settings that are far from the observations.
The space that has not yet been ruled out is called Not
Ruled Out Yet (NROY) space. An easily neglected limita-
tion of this method is that the emulator must simulate the
target NROY space well, else good parameter choices can
be ruled out. We show that even when an emulator vali-
dates well on the whole parameter space, good parameter
choices can be ruled out in simple test case. If a Bayesian
calibration were tried here, the biases in the NROY region
would lead to strong biases in the calibration. We present
novel methods for detecting these cases and calibration op-
timal designs for subsequent experiments that ensure the
true NROY space is retained and parameter inference is
not biased.
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PP101

Visualizing Dynamic Global Sensitivities in Time-
dependent Systems

Several problems in uncertainty quantification suffer from
the curse of dimensionality. The best way to alleviate the
curse is to reduce the dimension. This minisymposterium
will explore several ideas for parameter space dimension re-
duction that enable otherwise infeasible uncertainty quan-
tification studies for computational science models with
several input parameters. This poster will explore visual-
izing how global sensitivities of dynamical systems change
over time.

Izabel P. Aguiar, Paul Constantine
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PP101

Parameter Space Dimension Reduction

Several problems in uncertainty quantification suffer from
the curse of dimensionality. The best way to alleviate the
curse is to reduce the dimension. This minisymposterium
will explore several ideas for parameter space dimension re-
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duction that enable otherwise infeasible uncertainty quan-
tification studies for computational science models with
several input parameters.

Paul Constantine
University of Colorado
Boulder
paul.g.constantine@gmail.com

PP101

A Lanczos-Stieltjes Method for One-dimensional
Ridge Function Integration and Approximation

Several problems in uncertainty quantification suffer from
the curse of dimensionality. The best way to alleviate the
curse is to reduce the dimension. This minisymposterium
will explore several ideas for parameter space dimension re-
duction that enable otherwise infeasible uncertainty quan-
tification studies for computational science models with
several input parameters. This poster focuses on an ap-
proach to approximating one-dimensional ridge functions
based on the Lanczos iteration.
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PP101

Characterizing a Subspace of Shapes using Differ-
ential Geometry

Engineering designers routinely manipulate the shapes in
engineering systems toward design goals—e.g., shape op-
timization of an airfoil. The computational tools for such
manipulation include parameterized geometries such as B-
splines, where the parameters provide a set of independent
variables that control the geometry. Recent work has de-
veloped and exploited active subspaces in the map from
geometry parameters to design quantities of interest (e.g.,
lift or drag of an airfoil); the active subspace is a set of di-
rections in the geometry parameter space that changes the
associated quantity of interest more, on average over the
design space, than directions orthogonal to the active sub-
space. The active directions produce insight-rich geome-
try perturbations; however, these perturbations depend on
the chosen geometry parameterization. In this work, we
use tools and concepts from differential geometry to de-
velop parameterization independent active subspaces with
respect to a given scalar field (e.g., the pressure field sur-
rounding an airfoil). The differential geometry setup leads
to consistent numerical discretization. We show how the
framework can yield insight into the design of an airfoil
independent of the choice of parameterization.
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PP101

Exploiting Ridge Structure in Chance Constrained
Design under Uncertainty

A chance constrained design problem consists of several
quantities of interest defined over a set of design and ran-
dom variables with the goal of minimizing (for example)
the expected value of one quantity of interest subject to
the constraint that the probability of the other quantities
of interest exceed a threshold is less than a specified prob-
ability. In the absence of exploitable structure where we
only have access to function samples, this is a challeng-
ing problem. Evaluating the probability constraints via
Monte-Carlo requires many evaluations of potentially ex-
pensive quantities of interest. However, if the chance con-
straint quantities of interest exhibit ridge structure – that
is, these functions only vary with respect to a few linear
combinations of the input variables – we can replace these
chance constraints with a bound constraint over the design
variables. This replacement removes the need evaluate the
quantities of interest to ensure the chance constraints are
satisfied, substantially decreasing the cost of chance con-
strained design problems where the quantities of interest
involve large scale, complex computational models.
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